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ABSTRACT

This work was undertaken to determine the feasibility of using

a field ionization (F1) source to produce fine focus ion beams.

Operating parameters for a F1 source have been measured and a

source sensitivity of ~ 5 x 10-5 A sr-1 torr-1 was found for both

H2 and Ar at 77 K. The source is gas phase, differentially pumped

with typical operating pressures of 1 - 30 x 10-3 torr at 77 K, re-

suIting in a maximum source brightness ~ 108 A cm-2 sr-1 and angular

intensity of ~ 10-6 A sr-1 with beam energies of 10 - 20 keV.

Angular distributions were measured and found to be uniform near

6 = 0°, with the beam confined to f 20°. A scanning ion microscope

(SIM) was built to further evaluate the source. The SIM has been

operated with currents on the specimen of 10-11 - 10-10 amperes in

the secondary electron mode with contrast provided primarily by the

sec(6) dependence of the secondary electron yield, where 6 is the

angle between the beam and the specimen normal. Secondary electrons

are detected and amplified with a channeltron multiplier and images

generated as with a conventional Sffi1. All electrostatic optics are

used in a doublet arrangement, and with this configuration current

is independent of working distance which is 3 - 4 cm. A current of

5 x 10-11 A was focussed into a spot of ~ 6500 A with H2 gas, the

resolution being limited by chromatic aberration caused by the ~

+ +
4 eV energy spread of the two component (H + H2) beam. Signal to

ix



noise ratio measurements on the source made at the specimen position

show that the bulk of the noise power spectrum falls below f 30 Hz.

x
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I. INTRODUCTION

This thesis describes the design and test of a scanning ion

microscope which uses a field ionization ion source. It includes

reviews of basic electron optics and the theory of field ionization

which I hope will be useful to those starting work in the areas of

field ionization and ion optics.

This project was undertaken to determine whether a field ion-

ization (FI) source could be adapted to produce focussed ion beams

for use in an ion microprobe. The goals were to build and test a

FI source, to design and construct a source which could be used with

a microprobe, then to build the microprobe and determine in what

current-resolution regime it would prove to be useful, i.e., equal

or superior to conventional ion source microprobes.

Ion beam devices are used for many applications. At high

energies (~ 1 MeV) they are com~on in nuclear and high energy re-

search. At intermediate energies (~ 100 - 300 keV) ion beams are

used for implantation in transistor and integrated circuit production.

At low energies (~ 50 keV) ion beams have been utilized primarily in

ion probe microanalyzers for elemental analysis (for a review of

ion beams in microanalysis see the article Ion Probe ~1icroanalysis

by H. Liebl (reference 1». This is an application ,,,hichmay have

a limited future because, while the two methods used (Ion Scattering

Spectroscopy - ISS and Secondary Ion Nass Spectroscopy - SIBS) have
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great sensitivity~ they lack spatial resolution and speed in com-

parison with electron beam techniques such as Auger analysis and

electron microprobes.2 Except where very great sensitivity or the

ability to detect isotopes is needed~ SIMS really has no advantage

over the other means of elemental analysis. This is especially

true because the resolution of ion microprobes is severely limited

by the need for high currents in SIMS and ISS. Present ion sources

are not capable of producing beams which have usable intensity for

elemental analysis when highly focussed~ whereas even conventional

(thermionic) electron sources permit elemental analysis to be done

at the - I ~m level.

Other uses for low energy ion beams include microscopy and

micromachining (high resolution sputtering). Ion beams have been

a programmed manner by using a probe.

The scanning electron microscope (SEM) is famous and reso-

o

lution of 100 A is more or less routine for this instrument and

o
30 A has been achieved under certain circumstances in the secondary

electron mode. 5 A has been attained4 in the scanning transmission

mode with thin specimens. To date little work has been done to

produce images with a focussed ion beam. If the problem of providing

sufficient beam intensity at very small spot sizes can be overcome~

used in transmission microscopes in place of electron beams with

modest results.
3

Broad area sputtering with ions is an old tech-

nique of course. With sufficient beam intensity it can be done in
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the scanning ion microscope (SIM) has the potential for even higher

resolution than the SEM because of the reduced de Broglie wavelength

of the ions and reduced scattering in the specimen. In the secondary

electron mode the resolution of the SEM is limited by the scattering

of the beam as it enters the specimen which causes secondaries to be

emitted over an area much larger than the beam cross section. Elec-

tron beam fabrication machines which ~~ite on electron sensitive resist

. 0

appear to be limited to 500 - 1000 A because of the same problem. The

limit is due to specimen-beam interaction, not electron source or

optics.

The main advantage of an ion beam over an electron beam for this

sort of application is that the probability for the scattering of the

beam is orders of magnitude less than for an electron beam, so the

beam resolution is not degraded upon entering the specimen. Of

course, for this advantage to be of any value the beam diameter

must compare with that of an electron beam used for the same appli-

o 0

cation - ~ 1000 A for fabrication and ~ 100 A for scanning microscopy.

Resolution of this magnitude has not been practical to date with any

ion sources regardless of the quality of the optics used to focus

the beam. The reason is none of the ion sources used heretofore

o
have had sufficient brightness to provide useful current at ~ 3000 A

resolution.

Until quite recently, ion microprobes have used duoplasmatron

ion sources almost exclusivelyl,5 and the best performance demonstrated
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was by Drummond and Long,S who achieved a resolution of 0.2 pm with

an unreported amount of Ar beam current at 20 kV. They also ob-

tained 5 nA beam current with a 1 pm beam diameter. Hil16 demon-

strated an estimated 2.5 x 10-10 A of Ar current with a beam diam-

eter of 0.3 pm at 30 kV. \fhile these are significant achievements,

the currents and resolution fall short of the needs for either ion

microscopy or high resolution sputtering and ion implantation. For

example, in high density memories a high read and write rate is

essential. If the writing consists of ion-implanted regions in a

substrate, a 0.3 pm beam would allow at the most 109 bits/cm2 and if

we assume 1000 ions/bit, the writing rate would be - 2.5 x 106 bits/

sec. With the same current and resolution it would be possible to

sputter through a 0.1 pm gold foil at the rate of only - 0.1 mm/sec.

In either case, if sub-O.l pm resolution were desired, the rapid de-

crease in current as the beam diameter falls below - 0.5 pm renders

the duoplasmatron source in its present form unsuitable for this

application. A brighter source is essential for high resolution

work, and the duoplasmatron source with 6 - 102 - 103 A/cm2 sr

isn't adequate (6 = electron optical brightness).

The FI source suggested itself as a solution to the problem

of insufficient source brightness. The field electron (FE) source

has been used for some years in commercial high brightness electron

sources and achieves its spectacular brightness through modest

current and very small virtual source size. It is known that the
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virtual source size of the FI source is extremely small since the

o

resolution of the FI microscope is - 2 A.

The physical construction of a F1 source used in a SIM is quite

simple, consisting of a field emitter anode and a cathode containing

an aperture. The field emitter is a thin (- 0.005") wire usually

made of a refractory material such as W or 1r, which has been etched

at one end to a fine radius. Typically, the radius of the end of

o
1000 A. The region around the emitter of a gas phasethe wire is

supplied F1 source is pressurized to - 10-2 torr with the gas to be

ionized and the source is differentially pumped through the beam

aperture. The background vacuum for the FI source should be

~ 10-5 torr.. The applied electric field increases with ionization

potential of the gas to be ionized - generally it varies from

5 x 107 to 4 x 108 V/cm.

The most striking characteristic of both FI and FE sources is

their extremely small apparent source size -

o
8 A for a FI source

o
and - 30 A for a FE source when apertured to 0.005 rad beam angle.

Apparent source sizes have been calculated using ray tracing calcu-

lations of Wiesner;7 the results are plotted in Figure 1 for emitters

o 0

of radii 750 A and 1500 A. Because of these small source sizes F1

and FE sources are extraordinarily bright. Even though the total

current from a gas phase FI source is 10-8 - 10-7 A the brightness

can be - 108 A/cm2 sr. This is to be compared with current densities

available from other ion sources8 (see Table I).
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thermionic .electron source). The reason is that the gaussian source

size is extremely small to begin with, so the optical system operates

near unit magnification rather than in the strong demagnification mode.

The problem faced in the microprobe is how to image the small

source onto the specimen with maximum current. One answer to this

problem is to use a doublet, with the first lens forming a colli-

mated beam (source located at f , the focal point) and the secondo

focussing the collimated beam on the specimen. Blanking plates,

stigmator, etc. are placed between the lenses. Beam deflectors can

be placed either between the lenses or after the final lens. With

the object for the second lens of the doublet located at z = 00

the overall lateral magnification of the doublet is given by M = f /
p

f where f = focal length of the objective (first) lens ando 0

TABLE I

Current Density Energy Spread
Source Total Current (A) (A/cm2) (eV)

Field Ionization 10-9 to 10-8 103 2 - 5

Duoplasmatron 10-3 to 10-1 10-2 to 1 10

RF 10-4 to 10-2 10-2 to 10-1 30 to 500

Penning Discharge 10-1 to 1 10-4 10

Sputter 10-4 to 10-2 10-3 to 10-2 10 to 50

When a source such as the FI source (or the field electron

source in electron optics) is used in a probe, the appropriate optics

are quite different from that used with a duoplasmatron source (or a
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f = focal length of the projector (second) lens. The terminology
p

is that of the transmission electron microscope (TE~l) and is appro-

priate because the objective lens attempts to resolve the source

which has a (virtual) size r - 10 A. Providing M > 2 the image
g - *

of the source on the specimen will have a diameter given by

k
d = 2M[(r )2 + (r )2 + (r )2] 2

g s C
(1)

where r = ~C a3 iss s
!J.V .

r = kC -- a 1S the
2 c V

the contribution of the spherical aberration and

contribution due to the chromatic aberration of

the objective lens. C and C are the experimental spherical and
s c

chromatic aberration coefficients of the lens, respectively. Each

has units of length. V is the beam accelerating voltage, !J.Vis the

beam energy spread (F\iHM) and a is the half-angle of the beam deter-

mined by the diameter of the objective aperture located just behind

the objective lens. Diffraction of the ion beam is completely neg-

ligible if V > 100 volts. In this work the energy of the ion beams

varied between about 10 keV and 15 keV.

When hydrogen is field ionized two species of ions, n+ and H~

dominate the current. At the typical ionizing field of ~ 2 x 108 V/cm

the ratio of Hi to H+ is about two to
9

one. Each species has an

energy spread of ~ 1 volt F~ and the centroids are separated by

approximately 3.5 volts.9 The energy spread of the beam is then

taken to be 4 volts, F\lliH.

If the source is located so that f ::::: 5 mm then C = 88 mm,o s

C = 18 mm, !J.V= 4 volts, V is assumed = 12 kV, f
c p

*see Section II

30 mm and
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ex = 0.012, then

d

= 6300 A.

If a higher resolution beam is desired exmust be reduced. Because

the spherical aberration term depends on ex3 the spherical contri-

but ion rapidly becomes unimportant and the system is chromatic

aberration limited: at d = 0.1 ~m, ex = 3 mr, r = 0.5 ~m andc

r = 8 x 10-4 ~m.s

If a gas other than hydrogen is field ionized a reduction in

the chromatic term may result. Typical values for the energy spread

of mono-atomic gas are - 2 eV, for example. Use of such a gas (He,

Ar, Xe) would improve the resolution by - 2.5 times, all else being

equal.

A comparison of a state of the art duoplasmatron source8 and

a FI source using the same optical configuration has been made and

is presented in Figure 2. It is clear that the FI source is the

superior source when it is desired to focus the ion beam to a

o 0

diameter ~ 2000 A. In fact, if the ion beam were focussed to 100 A

the FI source could deliver - 5 x 10-15 A (see also Section IV).

The energy spread of the FI source increases with the applied

electric field. Since the current also increases with field, a

balance must be struck between current and energy spread.
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o
o =750 A

o
o =750 A

I

0.005 0.010 0.015 0.020
APERTURE HALF ANGLE, a (radians)

Fig. 1. Apparent source radius for electrons (upper two curves)
and ions (lower two curves) of a field emitter is given
for two emitter radii a as a function of beam half angle
a. Data arc obtain2d Irom Weisner's7 computer calcu-
lotion of charged particle trajectories.
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parameters from Reference 6).
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Beam energy spread is of importance because a t the small beam

divergence angles which must be employed in high resolutionwork

chromatic aberration is the dominant lens aberration up to a beam

half angle of a = 0.010 rad. The evident superiority of the FI

source over other ion sources is seen from Table I, where the energy

spread of the other sources is greater by factors of 5 to 100.

Practically any gaseous compound can be field ionized. In some

cases different ionic species may be formed with different energies.

For example, H forms H+, H1 and H~. To avoid severe chromatic

aberration, only one species can be used, the other(s) being removed

by a magnetic filter or by choosing a field at which one species is

dominant, if current considerations permit.

In addition to field ionization of gaseous compounds, it is

also possible to operate the emitter in a "field desorption" (FD)

mode whereby the ionizable material is the emitter itself (usually

called field evaporation) or a thin film of material on the emitter

surface supplied by surface diffusion. The FD mode of operation,

although it has received little study thus far, has the possibility

of providing even higher current densities than gas phase FI sources.

Recent studies have shown that several hundred ~A of current can be

obtained from liquid metal sources.10

New applications for high resolution ion beams have mainly to

do with semiconductor device fabrication. The limit of how finely

information can be written is the wavelength of the radiation used
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for the writing. Hence, masks for integrated circuit (IC) manu-

facture are limited to a scale of ~ 1 micron when light is used as

the writing medium. The use of electron beams permits a reduction

in scale of ~ 10 X (electron beam lithography), the limit now being

beam scatter in the resist material. The use of ion beams may

permit another reduction of 2 X - 10 X by eliminating the scatter-

ing problem.

Another approach to miniaturization of IC's is to directly

implant ions of dopant material with highly focussed beams, which

again require FI sources. This would require higher voltage (10 -

100 kV) systems capable of forming beams of a variety of materials

(liquid Ga and In sources, gas phase phosphorous, boron and nitrogen

sources) with < 0.2 micron resolution.

Recently hydrogen ion beams have been usedll to create highly

localized crystal damage in the junction regions of transistors in

order to vary the properties of the device. The use of a FI source

would permit this to be done on a smaller (higher resolution) scale.

There has long been interest in super high density memories.

By the use of highly focussed ion beams for ion implantation it may

be possible to write 1012 bits/cm2. This requires writing on a

o

100 A scale. (The read-out of such a memory would require an

electron beam with a current density - 103 A/cm2 on target. Both

reading and writing requirements can be met only \-lithFE and 1<'1

sources respectively.)
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A matrix of applications for high resolution ion beams is

presented in Table II.

TABLE II

High
Resolution

Ion
Implantation

High
Resolution

Ion
Hilling

High
Density
Memory
Writing

Semiconductor

Device

"Tailor ing"sm

Hydrogen
Source x x

Xenon
Source X x x

Liquid
Metal
Sources X x x

Other
Gas
Sources X x

The above considerations were the impetus for the design and

construction of the scanning ion microscope. Somewhat earlier,

Levi-Setti12 began work on a scanning proton microscope using a FE

source made by adapting a Crewe electron gun. Because of the con-

figuration of this gun he and his coworkers were only able to extract

- 10-15 amperes, but the resolution was 0.1 - 0.2~. The current

limitation was caused by low gas pressure (~ 10-4 torr) in the

source and lack of cooling of the source, which probably accounts

for a factor of - 104 in intensity loss.

In this study high quality electrostatic optics (courtesy of

Elektros, Inc.) were used. ~10 deflection systems have been used.
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A double-deflection beam deflector was designed and placed in be-

tween the two lenses along with a beam steering device for fine

alignment purposes and later a single deflection system was placed

after the final lens. The source is described in detail below.

The beam is scanned in a raster pattern across a specimen by

the beam deflector which is energized by the deflection voltages

from a scan generator. The secondary electron signal produced

in the specimen is amplified with a continuous dynode (channeltron)

detector. This signal modulates the intensity of a long-persistence

CRT driven along the X-Y axes by the scan generator. The images

are similar in appearance to those of an SEM (see Experimental

Results).
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II. REVIEW OF THE BASICS OF ELECTRON OPTICS

A. Introduction

The purpose of this section is to acquaint the reader with some

of the fundamentals of electron optics and to explain the close anal-

ogy between geometrical optics and the focussing of beams of charged

particles by electric fields. The case of focussing by magnetic

fields, although more important for electron microscopy will not be

considered here. Electron optics, now perhaps more appropriately

called charged particle optics, consists primarily of the determina-

tion of the trajectories of particles in electric and magnetic fields

and the way in which the fields can be produced so that the trajec-

tories have certain desirable properties. The usual results one

aims at are to produce highly focussed beams of particles or faith-

ful point to point imaging of some small object.

Because electron optics deals with objects of atomic size the

question immediately arises as to whether a quantum mechanical de-

scription of their motion is necessary. It turns out that the clas-

sical description is almost always valid. The classical description

is the short wavelength limit of the quantum mechanical description

which in turn, is formally the same as the short wavelength repre-

sentation of light optics, called geometrical optics. This is ~.,hy

the dynamics of charged particles is called electron optics. The

nomenclature of geometrical optics can be taken over virtually
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intact to electron optics. For example:l light flux +--+ current;

emittance +--+ current density; luminous intensity ~ current per

solid angle; surface brightness ~ electron optical brightness

(+--+ = "corresponds to").

The reason the classical description of the motion can be used

is that almost ever~vhere the beam of particles encounters the opti-

cal system on a macroscopic basis. The dimensions of the system are

h d B 1. 1 h f h . 1 (' h - 12 x 10-8 cm
» tee rog 1e wave engt 0 t e part1c e A = P - _
f 1 d 0.3 x 10-8 cm f h V . IV

h k . .
or e ectrons an ~ or protons,were e 1S t e 1net1c

N
energy of the particle in electron volts).

The wave aspect of the particles becomes important at limiting

apertures where diffraction effects can be introduced, at the sur-

faces of field emitters and in beam-specimen interactions (Fresnel

fringes around holes in thin films which can be seen in a trans-

mission electron microscope are a good example of the latter effect).

Consider now the short wavelength limit of the Schrodinger

equation

_~2 V2 1jJ+ V1jJ = l~ ~2m at

Writing the wave function 1jJas2

(1)

+ +

(

i + ~
1jJ(r) = A(r,t) exp ~ S(r,t1

(2)

the Schrodinger equation separates into two equations when the real

and imaginary components are equated:
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(3)

-+ A
VS + - V2S = 02 (4)

In the short wavelength, or classical approximation, ~ is set

equal to zero and Eq. (3) becomes

-+ 2

as (VS) + v = 0-+at 2m (5)

Eq. (5) is the Hamilton-Jacobi equation3 with S the Hamilton's

principal function. If the Hamiltonian is time independent,

(
. as

)S=Sr - t =, ar '
as

W(r, ar) - Et. Then ~~ = -E and the equation of

motion is

-+ 2
(VW) = 2m(E-V). (6)

Eq. (4) is the equation of continuity for the probability density

let j = R (~* ~ V~) be the probability current and P = 1~12 be thee 1m

probability density. Then from Eq. (2), J = Re(Aexp(- ~ S)~m exp(is)
-+

-+ i -+ A2VS -+ -+ ap

(VA + ~ AVS» = ~ and Eq. (4) becomes V'J + at = o.

When the wave properties of the particles can be ignored (i.e.,

when we may consider ~ = 0) then their paths can be calculated by using

Eq. (5), or by using Lagrange's or Newton's equations, which are more

convenient. We \"ill now see why these are formally identical with

geometrical optics.
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The laws governing the propagation of a light beam in a non-

conducting medium are Maxwell's equations

~ ~

'il . €E = 0 (7a)

(7b)

(7c)

(7d)

~
I ~ the

€}.l

v= - =
c

4 ~ ~

solutions to Eqs. (7) can be written as E(r,t)

~~ ~~ ~- wt), H(r,t) = her) exp i(K L(r)o
~

optical path of the light. e and

- wt) where Ko

~ ~ ~

e(r) exp i(K L(r)o
w ~

= - and L(r) is thec
~

h are complex functions of position.

In the approximation of geometrical optics the wavelength A ~ 0,

K ~ 00 and Eqs. (8) reduce too

'il . (llH) = 0

aH
'il x E = -ll -at

aE'ilxH=f-
at

Defining the index of refraction as n(r)

Inserting these solutions into Eqs. (7) one obtains

1 +
(8a)'ilL x h + fee = - - 'V x h

iK
0

+ 1 + +
(8b)'ilL x e - lleh = - iK 'V x e

0
+ 1 + + + +"

e . 'ilL = - iK (e' 'V (log f) + 'V . e) (8c)
0

1 + + +
(8d)h . 'ilL = - iK (h' 'il (log ll) + 'il . h)

0

+ +
'VL x h + f ce = 0 (9a)

+ + +
'VL x e - lleh = 0 (9b)

+ +
(ge)e . 'ilL = 0
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-7
'ilL = 0 (9d)

-7
SubstitutingEq. (9b) h =

-7
X e. .

(9 ), 1nto equat10n a

or

~€ -7 -7 -7-7
e = 'ilL x (e x 'ilL)~o€o

-7 -7 -7 -7
which with the vector identity A x (B x C) = (A

-7 -7
C)B

-7
(B

-7 -7
C)A,

and Eq. (9c) leaves us with

or

(10)

Eq. (10) is the eikonal equation of geometrical optics, which describes

the variation in optical path as a function of index of refraction.

Consider as an example the case of a light ray traveling in the Z-

direction through a medium where n
2

m)

const.

= n2 aL, -az :!:n, L
-7-7

In Z + constant and E(r,t)

-7 i(:!:nK Z= e e 0 wt)
ignoring the constant of integration which merely

-7
introduces a constant phase factor. L(r) is the equation of the wave-

front of constant phase of the light beam, and the beam is perpendicular

to surfaces of constant L. Eq. (10) is formally identical with Eq. (6)

if we identify L with Wand n ~ith IZm(E - V), so that light rays in the

approximation of geometrical optics obey the same equation of motion as

particles in Hamiltonian mechanics.
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The most common electron optical instruments are microscopes

and probes (oscilloscopes fall into the latter classification).

The beams of charged particles either carry information about a

specimen for display as an image or for energy analysis, or they

are brought to a focus and scanned across a specimen in order to

generate information about its morphology, chemical composition,

etc.

This study is concerned with the latter type of application of

electron optics, and the following discussion is oriented towards

it.

In practice the electron optical problem of producing fine

focus beams. is approached either by parameterizing the optical

elements in terms of focal lengths, aberration coefficients, etc.

and then using standard geometrical optics, or by ray tracing

procedures involving self-consistent calculations of the fields

in the optical elements and the solutions to Newton's equations

for the motion of particles in these fields. The methods used in

this study were the former, although considerable use was made of

ray tracing calculations7 for electrons in a field emitter diode.

This study involved the application of symmetric, electro-

static lenses for the formation of highly focussed beams. There-

fore the description of electron lenses will be formulated using

these for reference.
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B. Derivation of Lens Equations

Lenses can be understood most easily in terms of a (hypo-

thetica1) ideal lens. The ideal lens was described by ~~xwe1l5

and the three conditions it must meet are paraphrased belm.r:

1. Every ray leaving a single object point must, after

passing through the lens converge to or diverge from

a single image point;

2. If the object is a plane perpendicular to the lens

axis the image must also be a plane perpendicular to

the lens axis;

3. The image of the object must be similar to the object.

Image, object and axis are sho\.rnin Fig. 1.

x

OBJECT SPACE LENS IMAGE SPACE

z

Fig. 1

Optical nomenclature. Z-axis is the optical axis.
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It can be shown (see for example, Born and Wolfe, Principles of

Optics, pages 132-146) that perfect imaging from a three-dimensional

object space into a three-dimensional image space in accord with

Maxwell's conditions is a projective transformation. Real lenses,

while not perfect, can be approximated by assuming they perform

projective transformations.

A projective transformation images lines into lines and is

described4 by

FI F2

xi = FO ' Yi = FO
(11)

where x., y., z. are the image coordinates and x , y , z are the11100 0

object coordinates and

F = a x + b y + c z + d , n = 0, 1, 2, 3.n non 0 non

F is the equation of a plane in the object coordinates x , y and
n Y1 0 0
z. The inverse transformation is given by x =~. etc. with
o 0 r'O

Y = a' x. + b' y. + c' z'. + d' , m = 0, 1, 2, 3, as before.m m1 m1 m1 m

If FO = 0, the image of a point in the plane defined by FO lies

at infinity. Similarly,the object whose image appears in the plane

Yo= 0 lies at _00. The planes FO and FO are called the principal

focal planes and the points in the planes lying on the z axis

(x = x. = y = y. = 0) are called the focal points of the lens in010 1

object space and image space, respectively.

Since we are concerned with rotationally symmetrical lenses we

can consider rays from points in just one plane. We choose the plane
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(12a)

(12b)

By the summetry of the lens if x is changed to -x , z. should be001..

unchanged implying aD = a3 = O. Also, when x 7 -x , x. should
001.

~ -x. so that cl1.
o and Eqns. (12) reduce to

(13a)

(13b)

If the object is at the focal point in object space z. is in-1.

finite so the equation for F is cOz + dO = 0, from Eqn. (13b).
o 0 do

This is the equation of a plane intersecting the z axis at - --
Co

and perpendicular to it. If Eqns. (13) are solved for x and zo 0

cOd3 - c3dO
x =
o al{cOz. - c3)1.

(14a)

Z
o

d3 - dOz.1.

COZ. - c31.
(14b)

Eqn. (14b) defines the position of the focal plane in image space:

o or zi - Co

Let axial distances to objects and im<lges be measured from the ob-

jcct and image space focal points, respectively. We define

to be the x - z plane. Then from Eq. (11)

alx + ClZ + dlo 0
x =
i aOx + CnZ + doo 0

a3x + C3Z + d3o 0z =
aOx + COz + dO1..

o 0

alx0
x. =

coz + dO1.
0

c3z0
z.=

cOz + dO1..
0
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I

= coz, x = x
o

and x' = X..1 Then Eqns.

(13) become

I _
;x: - cOz

and z' -

a}
By set ting -co

= f and
c}d3 - c3dO

= f'we can further simplify

Eqns. (13) to x' '= fx

a}cO

I fa f'fz =.- = --
cOz z

(f is called the focal lengthz '

(Ne.Jton's equation). The relationship of these variables can be

seen in Fig~. 2.

y

~.x
~

F H
~f-

z z' .;>

Fig. 2

The variables used for eler.lentary lens calculations. F and J..'"

are the object side and image side focal points, H and ~ the principal

planes in object and image spac~, respectIvely. x and x'denote object

and image positions wjth respect to the focal planes in object and

image space.

of the lens). From these equations we see

I
f

I
X Z

or zz' =' ff' (15)-=-=-,
x z f
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, ,

The magnification of the lens is defined as M = x = i = ~f
z

x z

independent of y andy so the shape of an object in a plane perpen-

M is

dicu1ar to the z axis is unchanged. M = 1 when z = f and z'= f~

The planes perpendicular to the z axis at these points are called

the principal planes of the lens and are denoted by Hand H

respectively.

The two focal planes and principal planes are called the

cardinal planes of the lens. The points where they intersect the

axis are cardinal points. There are two other cardinal points (and

planes) - the nodal points.

A ray leaving the axis with angle a intersects the first prin-

cipa1 p1ane'at a height h and is imaged with unit magnification into

the second principal plane at height h. The ray in image space

intersects the axis at an angle a . From Fig. 2, tan a = f
h
z

(z is the negative direction) and tan a = , h f' (negative angle).z -

The angular magnification is defined as

m tan a'
tan a

f - z z f= t ,=~=,.
Z - f f z

When z = f' and z = f, m = 1. These values of z and z' define

the nodal points. Conjugate rays passing through the nodal points

are parallel to each other.

When the principal points of a lens are specified, everything

about the lens is known within the limits of validity of geometrical

optics (excluding aberrations - we are considering an ideal lens).
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An interesting property of electron lenses is that the prin-

cipal planes are crossed, as opposed to light optical lenses. The

paths of the virtual rays (extended from the red rays in field free

space) are shown in Fig. 3 for object and image on the optical lens.

:::;;--------
"""~"""'--~

".~ ......-
-""~ ..........-

No lens is ideal, although modern lenses for light are ex-

tremely good. Electron lenses, by contrast, are very poor. A good

light microscope is capable of resolving detail - the "lavelength of

light used to illuminate the object. The best electron microscopes
o

can resolve detail - 3 A, ,,'hich is :::::60 times the de Broglie 'olave-

length of a 50 kV electron - a typical energy for an electron

microscop~.

EJectron lenses are capable of forming excellent images or

extrcr:1Cly Hell focllssed bca;:Js) but only if the paths of the c.harged

0 F Hi Ho I

Fig. 3

The cro.ssing of the principal planes for an electron lens.
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particles lie very close to the optical axis and make small angles

with respect to it (~ 0.05 rad).

C. Derivation of Equations of Motion for Electrostatic Lenses

As demonstrated above, charged particles obey the equations

of geometrical optics, so we may use the terminology and concepts

of geometrical optics to describe electron optics. At this point,

it seems worthwhile to show how symmetric fields can actually act

like a lens in order to better visualize how an electron lens works,

which isn't obvious from the formal identity.

Let us now consider the solution to the equations of motion of

a charged particle passing through a symmetric (and rotationally

symmetric) electrostatic lens.

First, the physical reason electrostatic lenses are used for

-+

x B).

-+ -+-+

by writing down the Lorentz equation F = e(E + v

~
Yacc

)
(Y is the accelerating voltage). Form ace

ions can be seen

a given Y a magnetic lens will need to be stronger by a factoracc

(
:ion__

)
~ for ions than for electrons. This can be seen as follows:

elect

to deflect a beam of particles through some angle e corresponding to

a radius of curvature p the magnetic field must exert a force evB

equal to the particle's mass times its acceleration y2 , so thatp

B =
m v
e p
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m v2
The electric field must exert a force eE so that E =---

k e p

With t m v2 = e Vacc the ratio of B to E is
(
2e~

)

2, and so
acc

the ratio of B to E for particles with mass M and m respectively

)

~
and with the same energy e V is

(
~ . This factor amounts to

acc m

43 for protons and 500 for Xe ions. Even though magnetic lenses

have significantly better aberration coefficients than electro-

static lenses for a given focal length they would have to be very

large and powerful to focus ion beams. The electrostatic lenses

used in this study are small (5 cm diameter) and extremely simple

to operate.

The experimental setup in this study had approximately the

potential energy diagram shown in Fig. 4. ignoring the beam

deflectors.

v
-

r-

-

SOURCE 08J.LENS PROJ. LENS z

Schematic potential energy diagram of the SHI.
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Before going on, it is of considerable interest to estimate

the speed of a particle as it passes through the center of a lens.

The lenses consist of three elements. The outer apertures are at

ground potential and the inner one is near the accelerating poten-

tial. Approximate the lens by an infinite conducting plane with

an aperture of radius a. Assume the particle moves along the Z

axis which passes through the center of the aperture. The field

due to the plane is given by7

F(z) = }'
o

+1
1T

(20)

for z < O. F is the field due to a plane without an aperture.o

F(z) -+ F as z -)- _co.o

We imagine the particle starting at -z , moving to the righto

with initial energy ~v 2 = eF(z )z. In the absence of the aper-
o 0 0

ture the particle would reach the plane with zero kinetic energy.

With the aperture,

1-.. Jmr2(z :: 0) =2
1-mv 2 - e
2 0 f of ( z) d z

-z
o

eF(z')z - eF000
+ 2

2eF 7.
= _0 0

1T
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In a real lens, the particle would enter the lens aperture on

the axis and suddenly encounter a field crudely approximated by

Eqn. (20). Very little field extends beyond the entrance aperture.

the electrodes.

a
of -- would be 0.5,z

o I
Then - mv2 (z = 0)2

where z is the separation ofo

= 0.29 x ~ m vo2 and v(z = 0)

A typical value

= 0.54 v. Thus even if the center electrode of the lens is at guno

potential the particle retains half of its initial speed and one

quarter its initial energy, i.e., the potential at the center of

the electrode is ~ ~ that of the initial energy of the particle.

In the non-relativisticlimit (mc2~ 935}levfor protons) the

Lagrangian is L = T - V = ~ mv2 - e~. ~ is determined by the field

lenses. Since the lenses are symmetrical the particles have the

same speed upon leaving as entering. The potential in space is

determined by the solution to Laplace's equation V2~ = 0, in the

approximation where the field created by the beam of charged par-

ticles can be ignored.

If a lens is rotationally symmetric and we consider only

meridional rays, then by the procedure detailed in Appendix I it

is possible in a straightforward way to derive the differential

equation of a charged particle as it passes through the lens. The

equation in the Gaussian approximation (trajectories very near the

optical axis and always making small angles with the axis), is

distribution along the optical path and is zero except in the gun

Cev )
and lenses. v is the velocity and II

acc .

= m except 1n the
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(21)

where ~ = ~(r,z) and the z-axis coincides with the optical axis

(axis of rotational symmetry of the lens). This is a linear,

homogeneous second-order differential equation, which implies a

number of important facts. In order to more easily visualize the

solutions to (21), let us suppose that the paths of the charged

particles lie in the x-z plane. We then consider the nature of

the solutions to

d2x dx- + P(z) - + Q(z) = ° (22)
dz2 dz

Suppose two independent solutions of (22) are xl and x2. The
dX2 dXI

Wronskian of xl and x2 is W(z) = xl ~ - ~ x2 and this is equal

= ;~ :: ' W(z) = exp (-I P(z) dz) = exp (- ; 1 ~-l d~ = const.

x ~-1/2 then we have

~
f' = (~(Z'»)

2

f Hz)
(23)

Since for a unipotential lens ~(z) Hz), f' = f.

8 .
to A exp (-I P(z) dz), where A s a constant.

dXI (z) dX2(z
xI(Z) = 1, X2(Z) = 1, then clearly dz = 0, dz = 0,

dx I (z 1 dX2(z) 1 1 1
--=--:;'1 and

dz =f" W(z) = f' W(Z) = ? . Since P(z)dz f

1
x -1/2 (z)f = const.

1
x -1/2 (z), resulting in? = const.
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It is possible to show that Eqn. (22) implies lens action and

that the lens is always a positive lens, that is, the action of the

lens is always such as to cause the trajectories of the particles to

of solutions to (22)
dX2(z)

dz

are chosen one has xI(z) = 1,

If the appropriate linear combinations

dx I (z)

dz
= 0 and

converge towards the axis.

x2 (z) = 0, = 1. These solutions represent two rays at z, one

at unit distance with zero slope, the other passing through the axis

at z with unit slope. The trajectories of the rays are determined by

x(z) (23a)

dx(z) dXI(Z) dx2(z)
- A

dz - dz + B dz = a (23b)

where h is the distance of the trajectory from the axis at z and a

is the slope. Evidently AxI(Z) = h. On the image space side of the

lens both trajectories cross the axis (for simplicity it is assumed

axis. That this is indeed the case can be demonstrated9 by letting

x = x~I/4. With this substitution the paraxial ray equation (22)

becomes
2

X' + -L
(

f
)

X = O.
16 1>

(24)

The second derivative of X is always opposite in sign from X,

so X always curves towards the axis. Outside the lens, where

~ = constant the particle trajectories are straight lines: ~' = 0

a real image is formed). At the point where X2(Z) = 0 the ratio of

x I(Z)
,

x(Z) to x(z) is () = XI(Z) = M, the magnification.
N = N(z,z).

xl z

In order that X2(Z) = 0 the trajectory must curve towards the
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by a straight line intersecting the axis outside the lens. In either

case X outside the lens where ~ = const., will make a less acute

angle with respect to the axis. Since x is proportional to X when

~ = const. the actual path of the ray will also be at a less acute

angle to the axis, i.e. the path is curved towards the axis by the

lens. If the trajectory was initially at such an angle that the

lens is unable to curve it sufficiently to pass through the axis

in image space a virtual image will be formed in object space, with

the trajectories appearing to diverge from it. The lens action of

an arbitrary potential which is rotationally symmetric about the axis

has thus been demonstrated by Newton's laws as well as by symmetry.

D. Aberrations

So far we have discussed ideal lenses. Real lenses never form

perfect images of arbitrary objects because of the inability of any

lens to transform an incoming family of rays on a positive spherical

wavefront into an outgoing family on a negative spherical wavefront

(see Fig. 5).

a perfect image will be formed only if that transformation is possible.

x' , , In the lens whereso = 0, X = CIZ + C2 and x = CIZ + c2'

# const. the trajectory curves toward the axis because of Eqn. (24).

Then X crosses the axis either in the lens or X will be represented

It is clearly necessary that such a transformation take place

if a point object P
,

is to be imaged as a point P and since an

arbitrary object is composed of a large (infinite) number of points,
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. (.P'
LENS

Fig. 5

Action of an Aberrationless Lens

It is clearly necessary that such a transformation take place

if a point object P is to be imaged as a point P and since an

arbitrary object is composed of a large (infinite) number of points)

a perfect image will be formed only if that transformation is

possible. The deviation of the performance of a real lens from

that of an ideal lens is described in terms of aberrations (from

the Latin aberrare, to deviate).

There are t\-lOkinds of aberrations: geometrical, '-lhichare

a function of the shape of the lens) and electronic, '-lhichare a

function of the charge and speed of the particles. First '-lecon-

sider the geometrical aberrations.

The effect of aherrations is to displace an image point from its

ideal gaussian position. This displacement ('an be characterized4
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by a change in optical path length using the eikona1 equation

(Eq. 10). The function L can be expanded in terms of the co-

ordinates of object and image and then used to determine the

displacement. The mathematics of this is somewhat involved, and

reference should be made to Born and Wo1fe4 or Zworykin et a16 for

the details. The result of such a computation is that the deviation

of the image point from the ideal gaussian position can be expressd

to third order in the expansion in terms of five so-called aber-

ration coefficients (for magnetic lenses there are three additional

terms arising from rotation of the beam). The coefficients are called

the Seidel coefficients and were first worked out in the 19th century

for light optics. If we denote the coordinates of the exit aperture

of the lens (which may be in field free space) by x , y and thea a

coordinates of the object by x, y then the displacements ~~ and ~y'

in the image plane (for unit magnification) are given by

«x2 - y2) cose + 2xy sine) + S4 r 2 «1 + 2 cos2e)x + 2y cose sine)a

+ S5 r 3 cosea (25a)

~y' = Sl y(x2 + y2) + S2 r sine (x2 + y2) + S3 r (-(x2 _ y2)a a

sinO + 2x y cose) + S4 r 2 «1 + 2 sin2e)y + 2x cose sine) + S5r 3 sinea a

(25b)

where x
a r sine. The notation is illustrated in

a

Fig. 6.
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x

EXIT APERTURE

/
x',y'

YI x,y

Zo

LENS

Fig. 6

Deviation In:',by' from perfect imaging caused by lens aberrations.

It is easier to interpret the meaning of the coefficients

S}",S5 by considering them one at a time, assuming all are zero

except the one of interest.

S}: Suppose x = O. Then by'= Sly3. Similarly, if y = 0,

t:.x= Sly3. The image point is displaced by an amount proportional

to the cube of the distance of the object point from the axis. This

results in a distortion of the image and S1 is the distortion co-

efficient. It may be negative or positive.

suIts in curvature of fielrl - th~ image plane becones a curved

surface, as can be seen in Fig. 7.
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1

Z'Za

Fig. 7
Z'

Curvature of field (greatly exaggerated).

Points on the axis are imaged on the axis at z. Tan a

r
a

--- so the

zz
a

object point at y is imaged into a circle of radius A~ = S2y2r ina

the image plane, at a height Ny where N is the magnification of the

lens. These rays then converge to an image point a distance ~ behind

(if S2 > 0) or in front (if 82 < 0) of the image plane. The radius R

of the surface is given by R2 = }12y2 + (R- 1;)2,and R ~ H~~2 if

r. « R (the figure is greatly

S2y2r
~ ~ 8 y2 zz , R ~tan a 2 a

exaggerated). Since

N2y2
2-

282Y-ZZa

A sharp image appears on a

curved surface. This can be a noticeable effect in a transmi~>sion

electron microscope at very Jaw magnification.
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This

aberration is 3rd order astigmatism - a point is imaged to two lines

separated along the z axis. At the image plane the rays from the

object point at y form a circle of radius 6r' ~ S3y2 r .a

is due to the minus sign in the equation for 6x', as shown in Fig. 8.

The effect

The displacement in the x direction is negative (at the image plane),

hence the rays must cross over before reaching the gaussian image

Za

Fig. 8

Third Order Astigmatism

plane. If the sign of S3 is n.n'rsed, the effect is the same except

nO\.,the r.1(~ridionalrays (the ones i.n the y - z plane) will come to

a focus ahead of the gaussian image plane. The displacement in tbe
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y direction has the opposite sense from x, so the rays cross over

behind (in front of) the image plane.

Of the many electron optical devices it is probably easiest to

detect astigmatism in an oscilloscope. In the older instruments

manufactured by Tektronix, Inc. there was a control to correct

astigmatism in the cathode ray tube. When the control was varied

the beam spot could be made to focus into a line at one extreme of

the control range and, at the other extreme into a line at right

angles to the first one. When the control was properly set the

beam spot was circular.

In addition to third order astigmatism, there is first order

astigmatism caused by a lack of symmetry in the optical system

which can then offset on-axis objects for which x = y = 0, aso 0

well as off-axis objects. Lack of sYmmetry can be caused by con-

tamination on parts of the optical system which "see" the beam of

particles. Contaminants (dirt, diffusion pump oil, vaporized

specimens, etc.) will deposit themselves in a generally non-

symmetrical way and if they consist of non-conducting materials

will charge electrically when struck by the beam. Conducting

contaminants will alter the mechanical symmetry of optical compo-

nents. Of course, it is not possible to machine any optical

component with perfect symmetry so there will always be some first

order astigmatism in any syste~, but this can be compensated by

introducing an optical element consisting of six or eight plates
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symmetrically surrounding the bea..\ axis and electrically connected

in pairs. By applying approprL:".te v.:>ltagesto the plates the beam

can be refocused in only one plane to correct the astigmatism. This

device is called, naturally, a stigma tor.

(l\X)2 + (l\y)2 == SI,2r Ity 2 [5 -- I, CDS ?8] \-:hich is the (~(Juationof aa 0

circl~ of radius Ar = S4r 2y with its center a distance 26r from thea 0

gaussian image point in the + y direction. The circles are tangent

to a cone of h"llf angle <!> = sin-) (2~) = 300 (see Fig. 9).

y

Fig. 9 x

1'11(-Effect of COY.lCt

This aberration is called co~a.
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The name derives from the appearance of a point whose image is

spoiled by this aberration - as 6y increases the radiation from the

object point is spread over a larger area so the density per cm2

decreases. The image then appears fainter the further it is from the

gaussian image point and looks like a comet with a bright head and

faint tail.

x = 0, y = 0, 6x = SSr 3 cosS, 6y = SSr 3 sinS, 6r = SSr 3.o 0 a a a

This aberration depends only on the cube of the aperture radius and

is called spherical aberration. Rays farther from the axis suffer

greater deflection and are focussed closer to the lens than the

gaussian image plane. r ~ rl"'Z:"T.so 6r = SS(~)3r13 =a a' a

Note that the longitudinal aberration l;;is l;;~ 6r = CSrl2.a

There is unfortunately some confusion about the terminology and

notation describing spherical aberration. This problem 'vill be

addressed below.

Spherical aberration is usually the most important geometrical

aberration in a well made electron optical system.
. 1

It 1S easy to

show that the rays leaving the aperture form a "disc of least con-

fusion, II i.e. form a minimum beam diameter r. = ~ csct3 , a shortm1n

distance in front of the gaussian image plane (see Appendix 2).

The spherical aberration coefficient C varies as the dimen-
s

sions of the lens varies. For example, with unipotential lenses it
C 2

was found that -{ ~ (-~) where R is the radius of the aperture of

the central electrode.
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E. Special Analysis of Spherical Aberration

At this point some caution is due regarding terminology. It

is important to know whether the a in the formula for the spherical

aberration refers to the object side or the image side. In the dis-

cussion above it referred to the image side, but usually one refers

to the object side. The transformation is simple:
, ,

a = Ma, where M

is the magnification of the lens. Hence, if 6r' = ~ Me a3 it iss

also given by ~ M4e a' 3. Another problem is that you must be sures

of the magnification when looking up spherical aberration coefficients

for lenses. e is a function of object distance and hences

magnification.

Professor Gertrude Rempfer of Portland State University, sug-

gests the following way of understanding this. If the disc of

confusion on the image side of the lens has radius 6r', define e '
s

by 6r' =' e 'a'3' (see Fig. '10). Since 6r' i's already defined

as S5r 3 :nd r = a' z i'this gives us e '
~

ra

)
3 = S5r 3 or e 'a

3
a as, a s

zaz
= S5 (z z'). Thus e' as defined here depends on the magnification

a s 3

(
'

)
, ,

through the term z z : e = e (M).
aSs

, 6r'
6r = e (M)a3 a = Ma 6r = --

s' , M

Similarly, in object space

e "3 e ' 3
A ' a ex
'::!:.= s = s
M Mand e a 3s

sometimes quote e' for low magnification, where an object a longs

e ' = M4e . People who work with transmission microscopes quotes s

e for high magnifications- the object close to the lens focals

point (the author is in this group). Those \10 work with probes



'.my off is grcatly demagnificci on an image plane close to the lens.

This can cause confusion.

The following analysis of spherical aberration is due to

Professor Rempfer and has not been published. Because tIle

principal planes of the lens are actually curved surfaces not only

does the position of the focal point (g) along the axis change as

the distance of the incoming ray from the axis varies) but the focal

length f varies independently. Recall that f is defined as the

distance from the principal plane) ",hich is actually curved (see

l~ig. 10).

z Zo

~
~

Fig. 10

t-;cHI" on 's cqui1tion can b,' ur:i ILen as (z' - g) (i'... g) :=:f/ for

a unipotential lens (see Eqn. 15) where
,

z, ;.: are measured from

the (;~~ntcr of the lens. Since, the variation ill[ is indepcndent
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of that in g we have

(fjz' ..: 6g) (z - g) + (z'- g)(6z - 6g)
,

f z - g
o =_0

.f
o

2f6f (26a)

With the magnification M = z

(26b)

Here 6f is the difference between the focal length for a ray almost

coincident with the axis (f ) and one at some finite distance po

from the axis (f) and similarly for 6g. If one assumes 6z = 0

(object - lens distance fixed)

A ., _uz - (26c)

If the object is at z = 0) (parallel incoming rays), M = 0 and 6z.'= 6g.

The quantities 6f and 6g have been measured for certain configu-

rations of unipotential lenses and can be expressed to second order

in p as

(27a)

(27b)

We consider two cases: z = 0)and z i 0). The important case

when z i 0) is z > f (stron g magnification case).~ 0
0) 6z', 0)

2
C 12- f
g f 2 0

aberration c02fficient

then 6r' = C
g

When z i

1--!
f 1 + Mo

C f 0.'2= - C' (0)0.'2. The spherical
g 0 s

C (0) = C f. The disc of confusion is
s g 0

f d 3 for parallel incoming rays.o

= 6g =

=- Cf g f 20
0

M-= - C
f f f 2
o 0

referring to Fig. 10 we see that a.'= f
P

0)
,,

+ z - g
, o 0

p p 1 a. 1 Then weand a.= = - and -=- .

f + z - g f 1 + 1 a. M
o 0 0 M
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have

(28a)

= - [(1 + H2) Cg + 2HCJ fo (1 + }1)2a' 2

and the disc of confusion in the gaussian image plane is given by

(28b)

h.r' (28c)

or, in terms of a = Ma ,

h.~ ~ HC f a3 and C ~ C f again, since C ~ Cf
within a factor

go s go g'

of 4 for most focal len g ths used (f < 5 cm).o -
In the intermediate case, H - 1, from (26b) \ve have: h.z

h.z' :: - [(1 + N2)

h.z = - r~ + -1:...) C

L\ 112 g

o and

Cg + 2HCfJ fo(l + N)2 a' 2; or h.z' = 0 and

C 1 f (1 + 1:.)2 a2. In \vhich case, referring

~ 0 N

+~
H

to image space

C' =
s (29a)

and referring to object space

(29b)

C'
s

C
s

i(_1 + H2)__~E-.~2~:Cf) (1 + N) 2 _

~(

1
)

2-- ~ = (1 + N)lf
1 -I- -- C + ~ C.:)(1 + 1.)

.

H2 g ,1 J N

h.r' =
[(1 + }(2) C + 2NCJ f

(1 + 1)7- 3a
g f 0 113

2

· [(M +) C + 2C J fo (1 +fr)
a 3. (28d)

H g f

When z f , i.e. the strong magnification case M » 1 (M - 50),
0
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i.e., the aberration coefficient referring to image space is

approximately M4 times larger than the coefficient referring to

object space.

This means that rays coming from a point at z in object space

will be spread into a disc at the gaussian plane of radius

2

dr' = ds rI 3 c d.(~)3- [(M + ~) Cg + 2Cf] x fo(1+ ~) a3.
(30a)

Conversely, rays moving in the reverse direction through the

lens from a point z' will be spread into a disc of radius

/).r= C a 3 = C (Ma') 3s s

M refers to rays moving from object space to image space. For rays

moving in the reverse direction M 7 t:{ = -M1 and the C' of Eqn. (29a)s

would have the same form as the C of Eqn. (29b), thuss

C ' (M) = C
(
1
)ssM

F. Electronic Aberrations

Besides the geometrical aberrations there are so-called elec-

tronic aberrations - chromatic aberration and space charge. The

former is analogous to chromatic aberration fn light optical systems

caused by dispersion. There is no light optical analogy to space

charge.

Chromatic aberration is caused by the fact that charged particles

with different velocities are brought to different foci by the lens.
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Space charge aberration is due to the mutual repulsion of the

charged particles which causes a beam to slowly disperse. The

latter aberration will not be discussed here and one should refer

to reference 1, Chapter 7 for a discussion of the problem.

'~en the paraxial ray equation (Eqn. 6) of Appendix 1 is

solved with ~ replaced by ~ + ~9, it can be shown (see Ref. 6)

that the variation in beam energy ~~ causes the image point r' to

be replaced to ~ + ~i . If ~ « 1, ~r' can be written as~

[MCClr + MCc2 a] ~ where ~f is the lens magnification, r the object

position, a the maximum angle of acceptance of the lens, Ccl the

coefficient of chromatic error by magnification and Cc2 the co-

efficient of chromatic error of position. For magnetic lenses

there is also a term describing chromatic error of image rotation.

The meaning of the terms is as follows: For a given energy dif-

ference ~~ rays leaving the same object point a distance r from

the axis will be brought to a focus at different points r' pro-

portional to ~ r. Also, the variation in the position of z'

along the axis at which the rays are brought to a focus is

proportional to ~. The constants of proportionality are Ccl

and Cc2' respectively. For points on the axis only Cc2 is

important. Calling the coefficientC we see that for rays withc

point shifts by -~z' = M2Cc~ ' causing
energy ~ - ~~ the focal

the image at z' to be surrounded by a ring of radius NCc T a.

If the rays have a continuous energy distribution between ~ and
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the resultant image in the gaussian plane at ~ will be a

disc of radius MC c ~ a, as shmvn in Fig. II.
4>

} ~rl

z z'

Fig. 11

Image deterioration due to longitudinal chromatic GbcrraU.on.

Evidently, the cone of rays \.;rillhave a minimum diameter of a:l.-

most exactly tAr' at a distance of i Az' in front of the Gaussian

image plane. Physically, higher energy particles will be influenced

less by the lens field and so will always be brought to focus

farther from the lens than particles with lower energy.

If \l7erefer to Eqn. (26c) it is evi.dent that \o]hen H » 1, f::.z'

Cc may be determi.ned hy differentiGting

VL
the curve of f, plott.ed as a fnn-::tion of vi

The aberrations discussed here can be expres!;ed in terms of the

field distributions of the lenses, elcctrostat:i.c or magnetic, so

that in principle their magnitude and sign can be calculated.
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However in almost all cases the field distributions cannot be

expressed in a simple closed form and exact calculations are

impossible. The aberration coefficients are usually measured

experimentally, either with an electron optical bench or by

various means of stimulating the electric potential (electro-

lytic trough, rubber model, etc.I,6). With high speed digital

computers the problem of determining the properties of lenses

is attacked by calculating the field distribution due to given

arrangements of electrodes or magnetic pole pieces, in the case

tracing the paths of particles
-+

~ -+ -+ -+

Newton's equation dt = e(V~ + v x B),

or by calc~lating the aberration coefficients in terms of inte-

of magnetic lenses, and then

through the lens by means of

grals over the field distributions.

In a properly constructed, cylindrically symmetrical lens

the primary aberrations are spherical and chromatic. The effect

of these aberrations on an object point lying on the axis is to

produce an image which consists of circles of radius r' and r'
s c

where ~1 is the magnification of the lens, C is the sphericals

aberration coefficient referred to object space, a is the angle

of the ray leaving the object \olhichjust passes through the

aperture, C is the coefficient of chromatic aberration. ~ is thec

slightly ahead of the gaussian image plane.

r' = MC a3 (3Ia)s s

r' = k MC a (3Ib)c 2 c
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energy of the beam and ~~ the energy spread. The combined effect

is generally taken to be

(32)

Sometimes one finds C used instead of ~ C , and care should bes s

exercised before using values of C to know which notation is in-s

tended and also for what object-lens distance C was measured.s

It would appear that the effect of the lens aberrations could

be made arbitrarily small by decreasing a. There are two problems,

however. First, as a is made smaller by decreasing the aperture

size the current passing the aperture decreases. Second, there is

the effect 'of the non-zero de Broglie wavelength of the particles.

The wavelength is given by A = ~ =p

for ~ in volts. For protons, A
p

h

(2me4»1/2

_ 1- - A
43 elec

A = 12.5A,
elec ~1/2

A beam of wavelength

A, whether light or charged particles, will be diffracted upon

passing through an aperture. If the aperture is circular the

diffraction pattern consists of a bright central disc surrounded

by fainter rings. The diameter of the central disc, called the

A . d " " " 6
b d 0.61A

1ry 1SC, 1S glven y = .Sln a
For an ion beam diffraction

is of no consequence - for a 10 kV beam of protons d is negligible

until a < 10-4 radians. For electrons) however, diffraction is a

serious problem if a < 2 x 10-3 radians when the energy - 10 kV.

The image of a point object formed by an electron beam is ex-

pressed as
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,r =

so there is an optimum value of a which will minimize the image

size.

G. Beam Deflection System

In order to scan a beam over a specimen it is necessary to

have a deflection system which applies appropriate electric or

magnetic fields to the charged particles.

The subject of deflection system design is one of intense

interest because of the need for wide area deflection in e-beam

lithographic systems used for integrated circuit manufacture,

as well as in cathode ray tubes. In these cases it is necessary

to move the beam many millimeters across a target while maintain-

ing high resolution. A less rigorous problem is the deflection

system for a scanning microscope. Here the resolution require-

ments increase as the scanned area is decreased (that is, as the

magnification of the microscope increases), so the effect of the

deflection system on the state of focus becomes less as the need

for high resolution becomes greater.

Beam spot size (or state of focus) is affected several ways by

beam deflection. The most obvious way is that when the beam is

deflected it has to travel a greater distance before reaching the

specimen, so the point of focus moves above the specimen plane as
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the deflection angle increases. This can be compensated for by

changing the focal length of the lens slightly. The amount of

change is proportional to X2 + y2 where x and yare the coordi-

nates of the beam on the specimen with respect to the optical

axis. This is called the dynamic focus correction method.

A second way in which deflection can affect spot size is

through the lens properties of the deflection system. Any

arbitrary magnetic or electric field distribution acts to deflect

the beam. If the field has symmetry in some plane it will tend

to focus the beam in that plane or in a plane perpendicularto

it, if the field is a magnetic one.

Magnetic deflection systems are not suitable for ion beams

because of the small charge to mass ratio, so electrostatic

systems must be used. Consider such a system consisting of two

plates of length l separatedby a distance d. A beam of diameter

Ay passes through the plates equidistant from them. If a po-
V

= -E.. will exis t
dtential V is placed across the plates a field E

p P

between them (neglecting fringing at the ends). The transverse

I .. d h b .
f
e E d f

e ~ ds e t ~ve OC1.ty 1.mparte to t e earn 1.Sv - t = - d
- =- -

dtmp m v m v

where v is the speed of the beaM, v2 = v 2 + v 2. v =
(
2~V

)

~
z t z m

where V is the beam acceleration voltage. The angle of deflection

is given by

v
V1

e p 1 (33)
vt m d v

= -; d (2 + v 2) '2

tan e = =
v

Vz Vt z
z z
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Salving for (::)'we find

(

V

)

1,

!. 2~ ~ -R_ +
8 m d 2v

z

(3~ )

For small deflection angles we may ignore dIe higher terms and,

tan e
v V

o = ~ :.: 1:. !:: __e.
v 2 d Vz

(35)

This calculaU.on ass..lIi1eS thz field falls to zer0 abruptly 0Ut-

side the region of the deflection p]ates. This is clearly not the

case, hm ever Recknagell2 shmved that if the length of the plates

",idth of the beam is fl)', one ed;:;e Hill be def lec ted hy !,~)r,lOret h<.111

the other edge - the deflection system acts J.ike a lens in the plane

of the field E. When the beam has traveled a distance F, FoB ~ 6yP

is replaced by + £ where

6j. 0.318 d [1 - ln (0.636 )J
(36)

then the calcnlat.ions will be valid. The potential of the beam

\o1i11be changed as it passes throughthe plates. Differentiat.ing
oV V

the (qllation for 0 one gets 00 = t e v..l , wher! OVp :: -dE. oy is
p

the distance along th field lines between the plates. If the
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and the edges of the beam intersect, so F is the focal length of

the deflection system, to first order.

A pair of parallel plates will change the shape of the beam

profile, introducing astigmatism. This is easily seen by consider-

ing the two plates each to be at +V above ground so that the mid-
p

plane is an equipotential. The action of them will be to "flatten"

the beam. Indeed, this principle is used in electrostatic

astigmatism correctors. If deflectors for the x-direction are

followed by similar deflectors for the orthogonal (y) direction

the astigmatism will be corrected to some extent.

The third way spot size is affected is that, by moving the

beam off the optical axis and tilting it before passing it through

a lens will increase the contribution of the lens aberrations to

the spot size.

The precise effect of beam deflectors must be calculated

numerically by computer. In a scanning microscope where reso-

lution requirements decrease as the deflection angle increases the

problem is relatively simple. In high resolution CRT's, e-beam

lithography systems, etc. where resolution must he maintained over

large deflection angles the problem is serious and of considerable

present interest (see for example, the article by E. Hunro
11

and

related articles in the same reference journal).
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APPE},1HX 1

For a rotationally symmetric lens ~ = ~(r,z) where r is the

radial distance from the z-axis (the optical axis). Then

"12 <l>= 1.~ r ~ + d2<l>= 0 (1)r dr dr dZ

We are only interested in the potential near the axis, so we repre-

sent it by a power series expansion:

ex>

n
<l>(r,z) = E A (z) r so that

n=O n

ex>

A (z)
n

2 d2A (z)

~

n- n nr +--r
dZ2

0, or, relabelingL
n=O

with m = n - 2,

(2)

Since <l>is finite at r = 0, Al = O. The recursion relation

(m + 2)2 Am + 2

tells us Am

1 d2cf>

= - "4 dZ2

o if m is odd. Let Ao(z)

1 d4cf>
A4 = + -- - etc. and

64 dZ4

2 ~2A ( ) 4 ~4A
<Hz) - L ~~ + .!:-~ +4 azl 64 dZ4

~(O,z) - (Hz). Then A2

<!>(r,z) (3)

Retaining terms through r2 the Lagrangian for meridional rays is,

with dz
dt -

. dr ,
z and -- :::r

dz
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1
('2 .2 e 2 "

L = - m r + z ) - e$ + - r ct>2 4

Th L . d dL dL O . 1de agrange equat~ons --d ~ - ~ = y~e
t ,,' oq.
oq. ~~

eV
acc (4)

..

mr dL er$"
=-ar=T (Sa)

mz = oL = _ e$' + er2 tpllldZ 4
(5b)

Eqn. (5a) implies lens action because r is proportional to r.

In the Gaussian
. . , dr

approx~mat~on r = dz

1 2 1 . 2that - mV ::;: - mz =
2 2

.

r
shows that - « 1 so

.

z
ient to add a constant to the potential so

rather than eV . With~ = n, from Eqns. (Sa) and (5b)acc m"
d(

"

).. nrcp r zr---
- .2 - dt

ray equation describing the trajectory of a particle through the

lens:
,. "

" .. , .<1> tp 0r +r --+r--=
2<1> 4cp

Since cp = tp(z),we can rewrite (1) as

(6)

d2r dr
--- + P(z) ~ + Q(z)r = 0dz2 z

(7)

with P (z)

,

L , Q(z)
2<1>

« 1-
. dr. , .

Then r = -- Z = r zdz

eV - ecp. It is conven-
acc

that 1:. mV2 ;- ecp = 02 '

= z r' + z2 r"

, , "
= - ntp r - 2ncj>r

to first order in r. By dividing by 2ntp there results the paraxial
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APPENDIX 2

'£his demonstrationis taken from Klemperer and Barnett

(Re(e'Lence 1).

Consider Fig. 2A. At some point z. and r .mln r.lln

~I

'(

~
-2

Zmin Zc: z'

Fig. 2A

--). 2
~qz ~ C Ct}.,S

--,z z = C ex 2
2 s 2

then

---
r. := Zlz, Ct}rr.J.n n\1.n

z z
'min 2Ct2

--r -,-
Z . Z2 == z,Z - z2z - ,qz .

mln - mln

.- C Ct1
2

.- Cc ('( ?
?

- zlz .
::; . mln

= Cs(Ct}2 - Ct/)

-
zlZ .

IUl.Il
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Z . z2a2 + zlz. a2m:tn - m:tn

= C (a12 - (22)a25

50 that

and

We minimize this by varying a2' since we want to keep al fixed by

choosing an aperture radius:

(
a2r

)
min ... .= - 2C . so th:ts :ts a m:tn:tmum .., 2 s

oa2

The posi.tion of this minimum point of "disc of least confusion"

a r

min = C (a12 - 2ala2) = 0aa2 s
al

a2 = 2

( al) alrmin = Cs al - 2 al2:
C a 3

= ....JL1
4

is z . Z. = zlz. - zlz .m:tIl :t :t m:tn

C al2 - C (ala2 - (22)s s

ex 2 a 2
= C a 2 - C

I I--
s 1 s 2 4

1. C a 2 - 1. Z z
4 s 1 - 4 l'i
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i.e., the waist occurs 3/4 of the way from where the outermost rays

cross the axis to the gaussian image plane.



61

REFERENCES

1. O. Klemperer and M. E. Barnett, Electron Optics, 3rd Ed.,
Cambridge University Press (1971).

2. A. Messiah, Quantum Mechanics, North-Holland Publishing
Co. (1965).

3. H. Goldstein, Classical Nechanics, Addison-Wesley Press, Inc.
(1951).

4. M. Born and E. Wolf, Principles of Optics, The Macmillan
Co. (1959).

5. C. Hall, Introduction to Electron Nicroscopy, 2nd Ed.,
McGraw-Hill Book Co. (1966).

6. V. K. Zworykin, G. A. Morton, E. G. Ramberg, J. Hillier, and

A. W. Vance, Electron Optics and the Electron Microscope, John

Wiley ,and Sons, Inc. (1945).

7. J. C. Wiesner, Report No. ERL-70-6, College of Engineering,
University of California at Berkeley (1970).

8. F. Hildebrand, Advanced Calculus for Applications, Prentice-
Hall, Inc. (1962).

9. P. W. Hawkes, Electron Optics and Electron Microscopy, Barnes
and Noble Books (1972).

10. G. Liebmann, Proc. Phys. Soc. Sec. B, 62 (1949) 213.

11. E. Munro, J. Vac. Sci. and Tech. 12 (1975) 1146.

12. A. Recknagel, Z.Physik 111 (1938) 61.



- - ---

62

III. REVIEH OF THE THEORY OF FIELD IONIZATION

A. Introduction

In order to understand the physical principles which govern the

behavior of the FI source three important subjects should be discussed:

the mechanism of field ionization; the reasons for and nature of the

energy distribution of the ion beam; the means by which the material

to be ionized is supplied to the field emitter) which determines the

current.

A unique feature of the FI source is that it is a quantum mechan-

ica1 devir:e it is not possible to explain its behavior in a classical

way. Field ionization is the ionization of an atom (or molecule) by

electron tunneling through a field-distorted atomic coulomb barrier.

There is no classical analogue. \.fuenan atom is placed in an electric

field of strength comparable to the internal atomic field, the atomic

potential is so distorted that there is a finite probability an

electron in the atom will "tunnel under" the potential barrier and

escape.l To visualize this phenomenon consider a hydrogen atom in

one dimension. In Fig. 1a the energy diagram for an H atom in field

free space is Bho~~ with V = 4 l-e2 T' In Fig. 1b the energy dia-TIE X.-XIo 1

gram for the H atom in a strong electric field F. The potential

e2
energy is now V = eFx - ~

4TIE_IX~-XIo 1

The field must be very strong for there to be any reasonable

probability for ionization, as is kno\~ from everyday experience.
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x x

EE

Figur.e la and lb

An estimate of the order of magnitude of the field can be made

using the uncertainty principle.2 The maximum height of the barrier,

av (!J. )2 e2 aV
I

where -;- = 0, corresponds to - 2L. V = eFX -
~€

' , so-;-oX m 1T- x.-x oX X
010

!7;5F
ThenVex ) = eFx. - 2 1'~4 € = eFx.

a 1 1T 1
o

atomic energy levels aren't shifted!J.V.

= x -.h e
i 41T€ F

.0

assumed that the

= ° yields xa

If it is

too drastically,* it can be seen from Fig. lb that eFx. ~ I, so Vex )1 0

~ I !J.V and !J.p~ IZm(I-!J.V) The barrier width !J.xcan be calcu-

lated by finding the two values of x for which V ~ 0. Solving

*
IThe first order energy shift for a hydrogen atom, <$ eFxl~ >

is zero (Starkeffect), for example. 0 0
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e2
eFx - ~€ = 0 for x,1T x-x

o i

x +i -
, b.x2

4e
F ' or, with I
o

eFx. ,
].x

4e
41T€ Fo

The uncertainty principle is b.xb.p ~ h, so by in-

serting our values for b.x and b.p one obtains 13
e2F2

2 ~
e1V) + (~V) J= ~:

(

3

)

1/2

For hydrogen I = 13.5 eV, F ~ 2m1 ~ 1.5 x 1010 volts/meter
e2h2

o

(1.5 VIA) and b.V~ 0.7 I. The electric field in a hydrogen atom at a

b.V
I

o 0

distance of 0.5 A from the nucleus is ~ 60 VIA, so the approximation

that the energy levels aren't shifted too greatly is reasonable.

B. Calculation of Ionization Rate by the \{KB Approximation

In order to calculate ionization rates for gas atoms in the vicinity

of a field emitter held at a high potential, a three-dimensional

Schrodinger equation must be solved using a potential which includes

information about the emitter crystal structure, the electron wave-

functions of the metal atoms, the polarization of the atom before ion-

ization and of the ion afterwardsand the value of the field at the

emitter surface. This problem has not been solved exactly, but many

features of field ionization have been calculated using various
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approximations. The simplest approximation was the one first used by

Milller,2 a one-dimensional WKB approximation. The potential used is

a classical one, assumed to be valid ever~~here:

-e2 e2 e2
V=~+eFx- +~

41T€_Ix..-Xt 161T€ x 41T€_lx.:+xl .o 1 0 0 1
Here x. is the position1

of the center of mass of the atom [the nucleus] and the third and

fourth terms are due to the electrical images of the electron and the

ion, respectively. The field F is assumed to go to zero at x = o.

In other words, the emitter is replaced by an idealized continuous con-

ducting plane with no atomic features. This is a rather drastic approx-

imation since the ionization takes place only a few angstroms

from the atomic lattice of the emitter, but the calculation does bring

out the dependence of ionization probability, and hence current, on the

field, ionization potential of the gas and work function of the emitter.

It also gives a qualitative explanation of the gross energy distri-

bution of the ions as a function of field. Therefore it is worthwhile

to see how the 'VKB approximation is developed and applied.

Suppose the origin to be at the center of the atom, x. = 0 (see
1

Fig. 2). The electron is represented by a plane wave approaching the po-

tential barrier which extends between x = x and x = x. Assume the
c 0

electron is represented by an outgoing wave for x > x , by a WKB wave-c

function for x < x < x and by a plane wave plus a reflected planeo c

wave for x < x. After a somewhat lengthy calculation, ,~hich may beo

found in Appendix 1 the probability of the electron penetrating the
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E

Figure 2

barrier, i.e. ionization, is found to be D = exp (-1.6 x 1038 I;~ .

(I - 1.22 x 10-23 Fl/2)1/2). I is the ionization potential of the

atom in electron volts, $ the work function of the metal field

emitter in electron volts and F the applied electric field in voltsl

meter. For an H atom (I = 13.5 eV) and an Ir emitter (~ = 5.3 eV)

with a field of F = 2 VIA, D ~ e- 6.9 = 10-3. This is the proba-

bility the electron will penetrate the barrier.

To a first approximation the probability of ionization decreases

-yx
as e c where y is a measure of how wide the barrier is (ignoring

the change in barrier height with x). A 10% increase in x. will re-
1

suIt in - 30% decrease in D. In an extremely simple picture one can

imagine the electron approaching the barrier at the rate v = ~, where E
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is the electron energy in the ground state. The probability of not

penetrating the barrier is 1 - D, and the probability of not pene-

trating it in n attempts is (1 - D)n.

n
Setting (1 - D) equal to 1/2

n
we can define the mean time for ionization as T = -.v

In (1/2)

n = In (I-D) so T

1/3 D3 + ... ~ -D

-0.693
In (l-D)v

and T = 0.693
Dv .

Since D « 1, In (I-D) = -D + 1/2 D2

Using the Poisson distribution the

probability for ionization is pet) 1 - -tITe

-tIT
by e and the

Dvt
0.693 Dvt

~ ~ 693'

probability of not penetrating the barrier is given

1 - e

for small t.

The HKB approximation is useful for seeing how the main physical

parameters - electric field strength, ionization potential and work

function - interact to determine the ionization rate and hence the ion

current. There are so many approximations in the calculation that the

quantitative results aren't very accurate - for example~ the predicted3

energy distribution of the ions is too broad by a factor of 2 while

other features of the distribution aren t t predicted at all. He \vill

discuss the energy distribution below in terms of the results of more

accurate calculations.

C. Energy Distribution

The most important parameter of the source is the energy distri-

bution of the ion beam. This can be determined by calculating the

probability of ionization as a function of distance from the tip (the

further from the tip an atom is ionized the less kinetic energy the
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ion will have). Considerable effort has gone into calculations of the

energy distribution. In order to get accurate results it has been

necessary to calculate the ionization rate more carefully, using more

accurate characterizations of the potential near the tip, and solving

the Schrodinger equation in three dimensions.

Boudreaux and Cutler4 performed a more elaborate calculation in

order to try and explain the energy distribution of the ion current.

Rather than use the WKB approximation they considered the ionization

process to be a re-arrangement scattering process in three dimensions,

in which the incoming atom scatters from the tip and loses an electron

in the process. This was done by setting up the Schrodinger equation

for the system {tip + electron + ion} with an interaction potential

between the ion and the tip approximated by an image potential, and

calculating the cross section for ionization. An outline of the

procedure may be found in Appendix 2. The cross section was found

to be proportional to k -7 e-1/2, where k = 2hw (2mE )1/2, E is
a a a a

the energy level of the emitter into which the electron falls and € is

the kinetic energy of the atom before ionization. Since the scatter-

ing measures the ionization rate, the probability P(K) of ionization

and hence the current is proportional to k -7 e-1/2.a E can rangea

from EF up to the vacuum level and since the ionization probability

is very sensitive to k most of the ionization will occur when ka a

has its minimum value, i.e., when ka =~. Boudreaux and Cutler

estimated the width of the ionization zone ~R and the energy spread
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of the beam by calculating the value of K for which P(K ) = 1/2P(K-).
ex ex --f'

o

The result was ~R = 0.12 A for the width of the ionization zone,

corresponding to a TI~ of ~ 0.25 eV. MUller and Tsong's3 experimental

results for hydrogen are sho,Yn in Fig. 3.

o
I

o I
> ,
. I

;!; l
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COlLECTOR VOLTAGE

Figure 3

(Reproduced from Ref. 3)

Interest in the problem of the energy distribution was sparked

when Jason et a15 discovered it had more structure than what Mililer

and Tsong found (see Fig. 4, reproduced from reference 6). Jason

6
accounted for the structure by postulating that the electrons

tunneled through the potential barrier resonantly~ the resonances

occurring at the energy eigenvalues of a triangular well as shown in

Fig. 5. The predicted en~rgies correspond roughly to the observed

structure and also spread apart as the field increases~ which is in

qualitative agreement with experiment. The explanation is not

adequate however. The actual spacing of the resonances will clearly
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depend on the detailed interaction of the electron with the metal sur-

face and it is incorrect to treat the surface as a featureless barrier,

as was recognized by Jason.

Figure 4

(Reproduced from Ref. 6).

Jason's6 measurements of ~E vs. electric field for Ht. show-

ing relative intensity of current vs. energy deficit.
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ION IIHENS'TY

A better treatment was provided by Appelbaum and McRae.7 Their

method consists of setting up the time dependent Schrodinger equation

in terms of t,~o "hypothetical" Hamiltonians HL and HR which are equal

at a point Z where the metal-atom potential is a maximum (see Fig. 6).o

~ describes the electrons in the metal and HR the electron in the

atom. These have eigenfunctions 1Ji. and 1Ji respectively, which are not1. a

orthogonal.
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(Reproducedfrom Ref. 7)

The potentials used by Appelbaum and McRae.7 The solid line

is the potential for HL and the dashed line the potential for HK"

The transition matrix <~"IH - E I~ > is calculated at the point1. a a

z .
o
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The total wave function is then written as

$ = A(t)exp(-iE t)~ + L M.(t)exp(-iE.t)$.
a a . 1 1 1

1

(1)

plying by $.* and integrating they1

CIA -
1

-
where terms such as ~ <$. $ > areat 1 a

ClM.

small quantities. Clt1is the rate

dent coefficients with A(O) = 1 and M.(O) = O. By inserting this wave1

function in the time-dependent Schrodinger equation i~ = H$, multi-
ClH. at1. -

I 1

-
obtained i~ = A<$. H-E $ >,at 1. a a

CIA -
,

-
ignored because ClTand <$i $a> are

the electron in the metal increases

at which the amplitude

. h .

(

CIM CIA

)
W1.t t1.me -- = - --

Clt Clt

for finding

, so the

ionization rate (current) is

2 _ 2

- ~ ~ = 2WL 6(E.-E )I<~. IH-Eal$a>J - i Clt 1 a 1
(2)

if A is taken to be ~ 1 in the limit of long times (~~ «1). The

energy distribution is then determined by the integral <~. IH-E a l~ >1. a

$ is taken to be essentially the atomic wave function:a

-alr-R Ine
-y(Z-Zn)

e whereR is the positionof the atomandn

Z is the Z coordinate of the atom. a depends on the ionizationn
o

potential and y on the field strength. The electric field at ~ 2 VIA

has little effect on the atom wave function (y ~ 0.1). Determination

of $i is more difficult. The exact Hamiltonian HL isn't kno'~, so

certain approximations must be made. In the absence of the atom the

( = m = e = 1, $ = exp(-iE t)). $a
is assumed localized around

q q q

the atom and $. near the metal. E and E. are the energy levels of1 a 1

the atom and the metal, respectively. A(t) and M(t) are time depen-
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potential is very complex and three-dimensional near the metal sur-

face and becomes a one-dimensional potential consisting of FZ plus

an image potential for the electron as Z increases. \~en the atom

is present this is disturbed, but the effect near the metal surface

is small because the metal remains an equipotential. It was assumed

that the three-dimensional character of the potential could be ignored

K = (2V(Zo) + K2 - 2E.)1/2.
1

2

D IHZo) I .

The integral <~. /H-E I~ > yields J1 a a

The new physical content in this procedure comes in the deter-

mination of ~(Z). ~(Z) and its logarithmic derivative must join

smoothly to the metal wavefunctions (Bloch wavefunctions) at Z = O.

The conditions for joining the wave functions for the metal interior

and exterior were wTitten by decomposing the Bloch wavefunctions into

plane waves incident on the metal surface which are partially trans-

mitted and partially reflected. The wavefunction outside the metal

must approach the Bloch wavefunction as Z + O. The wavefunction is

now written in terms of incident and reflected plane waves which match

to the Bloch wavefunctions. The current across the boundary at Z = 0

must equal the ionization rate so J can be v~itten in terms of the

transmission coefficients for the plane waves

in terms of the reflection coefficients: J-
boundary, or

and that the potential can be expressed in terms of Z only. The wave

function was expressed as a product of (Z) with a plane wave e
iKZ

where (Z) depends on the potential.
-K(Z-ZO)

For Z > Zo, (Z) = (Zo)e ,
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where ~ is a phase shift. This form for J produces a resonance effect~

since ~ = ~(z) is a monotonically increasing function of Z. For a phase

difference of ~ the ratio of maximum to minimum current is

2 2

( )

2

Jmax = ~ x ~ = .!:t.1!1 2. The spacing and relative in-
Jmin (1-IRI)2 l-IRI l-IR/

tensity of the peaks in the energy distribution depend on the amplitude

and phase of the reflection coefficients of the electrons on the metal

surface.

The authors calculated the reflection coefficients using LEED

data for low energy electrons on W(Oll). Their calculated values for

the spacing and intensity of the peaks in the energy distribution of

field ionized He, Ne and H2 gases agree remarkably well with experiment

(see Fig. 7).

While of great interest insofar as understanding the mechanism of

field ionization~ the theoretical explanation of the nature of the

"Jason Peaks" is not terribly relevant to scanning ion microprobes.

The reasons are that: (1) the intensity of the Jason peaks is low at

the fields used, so little current is in them; (2) the Jason peaks are

separated from the main intensity peak by many eV so that the chromatic

aberration of the lenses of a microprobe will simply spread the lower

energy ions into a large circle in the image plane where they will

appear as a background "fog."

An interesting effect related to ionization current is that on a

clean metal surface, adsorbed noble gas atoms (ad-atoms) can enhance
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th . .. 8 ,9e 1on1zat10nrate. A theoretical explanation of this effect

10,11
was proposed by Nolan and Herman.

Nolan and Herman found that if the field ionization rate was

calculated by means of time dependent perturbation theory, then the

rate was enhanced by the overlap of the adsorbed gas atomic wave-

functions (orbitals) with those of the atom to be ionized. The

ionization rate is proportional12 to l<iIHIK>12 where Ii> represents

the electron wavefunctions in the metal and the wavefunction of the

electron in the atom to be ionized. IK> represents the metal with

one extra electron and the atom with one less electron. If there is

an adsorbed atom taking part in the process, Ii> and IK> must include

its wavefunctions and H must include the interaction of ad-atom and

atom to be ionized, as well as the usual image potentials and field

terms.

When the matrix element was evaluated it turned out to have the

form <iIHIK> ~ <UlhIK> - ~<ulu ><u IhIK>, where U is the atom wave-
1 Ai Ai

function and UA an ad-atom wavefunction. If no ad-atom is present,
i

<iIHIK> ~ <UlhIK> (h is the single-electron Hamiltonian). If the over-

lap integrals <uluA.> are significant, l<iIHIK>12 may be larger than
1

for the case when there is no ad-atom. Nolan and Herman found that,

by using wavefunctions which take into account the effect of the

field on the atomic orbital, they were able to predict enhancement

effects for adsorbed Ne and He when the ionized atoms were He, the

ratio of which agreed with experiment to within about 20%.
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D. Gas Supply Mechanisms

The ion current from a field ion source is the product of the

ionization rate by the supply of gas atoms available to be ionized.

exponent of the equation for D, the probability of ionization rises

very quickly with increasing field. Experimentally it is known that

at sufficiently high fields all the gas atoms are ionized before

reaching the emitter, so the supply of gas will determine the current.

At very low fields the number of atoms impinging on the emitter

greatly exceeds the number ionized. At intermediate field strengths

h . t.. 1 13
t e s1tua 10n 1S comp ex.

Consider an H atom in the vicinty of a radial electric field

F - e
- 41Tc r2 .o

harmonic oscillator

If we imagine the electron bound to the proton by a

potential (that is, a spring of constant K) then

the field will induce a dipole moment: the electron is attracted by

The induced dipole is eX

eZ
KX = 2 2' where~ r

2e2 0 2e
= ~ F, and X = j(F.

e2
force 4 ~. The1Tc

o

X is the separation.

-eZ
a force. 2 and theprotonrepelledby a_ ro
particles separate until

The potential energy

The supply (i.e., rate at which atoms reach the emitter) is a compli-

cated function of emitter shape applied voltage, and emitter tempera-

1/2
ture. Because of the factor [I - 1.22 x 10-23 FI/z] IF in the

of the atom in the field due to the force on the dipole is

_ e2 _ e2 _ -e2X _ _ 1:. 2 _ 4e2 .

V - (X) X)- - 2 aF , wherea - K 1S the
41Tc r + - 41TC r - - 41T€r2

o 2 0 2 0

polarizability.
. -av aF

The force on the atom 1S a;- = aF a;
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In the absence of any field the number of atoms striking the

tip of the emitter per second can be easily calculated from kinetic

theory: N
P x A

l21TmKT
When the field is

, where P is the gas pressure and A the area of

the tip. turned on the pressure rises: from the

Maxwell-Boltzmann (M-B) distribution the density of a gas is

n = no exp(- ~T) and the pressure P = Po exp (- ~T)'
v = -

can be very much larger than kT at high fields. For example for H,

0: = 6.7 x 10-ltl coulomb2 - meters2 joule. If F

+ 3.21= 300 K, P = P e ~ 25 p .o 0

o
2 volts/A and T

Thus the supply of atoms to be

ionized will be significantly increased by the action of the field.

This calculation is only a rough estimate because the field is not

actually rad~~l. A more accurate estimate would require the inte-

gration of the actual field from infinity up to the emitter, and would

have to take into account the initial thermal kinetic energy (see

At the same time, the kinetic energy of the impinging atoms ,..,ill

be greatly increased so that they will pass through the region of

high ionization probability in a very short time. Since the prob-

ability of ionization is proportional to the time spent in this region,

this works against the desired end of high current. The problem

comes down to the intcraction of the impinging atoms with the emitter

slIr face - if incoming al:oms rebou!1(1 emu retain most of their energy,

the probability of ionization wi]l be about the same on the way out

as on the \.layin, and the atoms \dll in general be lost to the
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ionization region. If, on the other hand, the atoms lose a signifi-

cant portion of their energy i.e., "accommodate," upon colliding

with the emitter they may not escape at all, being held by the

polarization force a F ~~ ' and the probability of ionization will be

. 13 14
greatly 1ncreased. '

The physical process which takes place is that the supply of

molecules is increased by polarization forces which attract them to

the emitter tip and to the emitter shank, where the field is lower.

The molecules arrive at the ionization region from the gas phase and

by diffusing up the emitter shank. The supply is decreased primarily

by rebounds, and by diffusion of unaccommodated molecules away from

the ionization region. Those molecules which diffuse to the ionization

region from the shank will by then be thermally accommodated to the

emitter temperature while those which initially strike the tip of the

emitter will not, because of their large kinetic energy due to the

polarization force.

The supply of molecules available is the result of a balance

between diffusion into and out of the ionization region, the arrival

of molecules from the gas phase and the removal due to ionization.

The process depends strongly on the emitter temperature which

determines the diffusion rates, energies of diffusion, molecular

po1arizabi1ity and mass, and the electric field of strength.

A thorough treatment of the gas dynamics problem was published

in 1970 by Van Eeke1en.15 He was able to predict many of the features

of the FI process with fairly good agreement with experiment. The
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treatment is fundamental enough that it should be studied in the

original.

Briefly, the method consists of approximating the emitter shape

by a hyperboloid of revolution and then confining attention to the

region within about z 50 of the axis so the e variation of the field

can be ignored. The field is then approximated by F = V 2 1 andK r-r
tip

supply by diffusion from the emitter shanks is ignored. With this

approximation the supply function S was calculated by assuming a M-B

distribution for the gas molecules momenta, as modified by the polar-

ization energy and taking into account the conservation of energy and

angular momentum (see also reference 16). This method implicitly

assumes that the number of molecules which are ionized is small com-

pared with the total supply so that the M-B distribution is valid. It

turns out that the region of space which contributes most importantly

to the supply is relatively far from the tip, r - 3r . , where
t~p

ionization would take place only for extremely high fields. Since

this case is of little practical interest (the tip will begin to

o

field evaporate at F - 6 VIA) the results prove to be accurate in the

experimentally accessible regime.

The results were that the supply and hence current are enhanced

by a factor cr = 1 + ~ + 2.7~1/3 + 2.7~2/3 where ~ = 12 aF2 . IkT. The
t~p

16
original supply calculation by Southon for a spherical tip yielded

cr = (~~)1/2 and does not fit the experimental data as well as the new

result. The variation of crwith a for constant F is shown in Fig. 8.
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These results were reproduced by another method15 which also

provides additional insight into the ionization rate dynamics.

This method consists of setting up a dynamical equation for the

interaction of the incoming gas molecule and the emitter tip) the

latter approximated by a box of non-interacting metal atoms. The

gas molecules transfer momentum to the metal atoms in a highly

temperature dependent way and are generally captured by the polar-

ization force. The dynamical equation describes the collision and

takes into account the probabi.lity n of ionization (due to the field

as given above) each time the molecule passes through the ionization

region as it bounces around the tip. The equation \.,assolved by an

iteration procedure on a digital computer to yield ionization rates

10

8

(J"
6

4

2
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(current) for several gas species as a function of a, emitter temper-

ature, gas temperature and electric field.

Van Eekelen was able to show good agreement with experiment for

calculations of current as a function of field and temperature, the

extent to which accommodation precedes ionization, concentration of

gas at the tip surface and current from individual spots where the

field over a protrusion is enhanced. The results were not very

sensitive to changes in work function or width of ionization zone.

Perhaps the most interesting result was that the concentration of

atoms at the tip goes through a maximum as the field increases, and

then drops off quite rapidly. This is due to the increase in energy

~ aF2 of the atoms which results in decreased accommodation. This

means that the relative currents for atoms with different polariz-

abilities will not necessarily be proportional to the ratio of the

polarizabilities unless the field is so high that the current equals

the supply (ionization in free space far from the tip). Atoms with

very large polarizabilities may gain so much kinetic energy that by

the time the field is high enough to allow a reasonably large

probability for ionization the accommodation is poor. In this case

there will be a smaller current than would be expected for high

polarizability molecules.

There are atomic and molecular species which, at appropriate

temperatures and fields are supplied to the emitter tip by other

mechanisms. In particular, films can form on the emitter that greatly
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increase the FI current.
17

For example,Jason et al measured

hydrogen ion currents at 4.2 K and 2 x 10-7 torr which were in ex-

cess of the current measured at 10-3 torr with the same field but at

higher temperatures. The additional supply of hydrogen came from

diffusion of condensed films up the emitter shank. It was observed

that the hydrogen would diffuse up the shank until it reached a

point where the ionization probability D was high and the most of

it would be ionized. The appearance of the emitter in a FI micro-

scope was a bright ring of emission which expanded as the field was

increased and the ionization region moved down the shank. Further

evidence that the supply came from a film was that the field

necessary to ionize the hydrogen was only about one half that needed

for gas phase ionization, which indicated a very long dwell time of

the molecules in the ionization region (as compared with the dwell

time of incoming gas molecules).

In the case of field ionization of water, mass spectrometric

observations show that the FI process can be very complex because

of the high pressures due to the permanent dipole moment of the water

Anway18 found that water would condense on the emittermolecule.

forming thick layers which would profoundly affect the ionization

rate. The layers could build up to the critical distance

x = (I - ~)/eF and cause tremendous increases in current because ofc

the long dwell time of the molecules. Under appropriate conditions

the thickness could exceed x and the decrease in field at a givenc
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voltage which resulted would reduce the current drastically. The

current - voltage characteristics for water showed considerable

"hysteresis," i.e., depended very much on whether the voltage was

being raised or lowered. Complex mass spectra for the ionized water

+
show H30 . nH20 where n can range from 0 to 3 at 300 K and up to 9 at

dry ice temperature (195 K). Observations in this laboratory have

shown that at 300 K considerable water ion current can be seen if

the background pressure is 10-6 - 10-5 torr. This current disappears

entirely at 77 K, as all the water vapor freezes out.

E. Angular Distributions

Goldenfeld and Nazarenko19 have calculated the angular distri-

but ion of organic ions when the supply is from the gas phase. They

approximated the emitter shape by paraboloids and hyperboloids of

revolution and folded together the effects of increasing emitter

area and decreasing field as the angle of emission increase (8 = 0

along the axis). The results were that as the field increased the

maximum of the angular distribution moved outwards from 8 = 0 and

that the peak emission could be several times the emission along the

axis. Calculations were performed for several organic molecules and

agreed qualitatively with measurements made by the authors. For

example, the enhancement of hexane ion current at large angles

(8 = 50° - 60°) was predictedto be 2 - 3. Experimentallythe

enhancement was found to be somewhat larger at lower angles: 2 - 4



86

The calculations assumed smooth emitters. Angular effects

due to emitter non-homogeneities in the radius can be expected to

play a very large role in the determination of angular distributions~

as they do in field electron emission.20
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APPENDIX I

The WKB barrier penetration probability may be calculated21,22,23

as follows (refer to Fig. 2 of main text).

The Schrodinger equation for the electron is

(1)

where

k - 12m(E-V) = mv
- * *

v being the classical velocity of the particle. Let tP
i Sex)= e

Then equation (1)

. d2s
1. -:;::z--dx

becomes
2

(:~) = (2)

This is an exact equation. In the first approximation let :~ = I k,

i.e., let

=
dk
dx
IT

i

« 1. Then S = I f kdx and tPWKB

:!: ifkdx= e

A better approximation is to let dS = I (k + e), where € is a small
dx

correction and terms in €2, :: etc. are ignored. The Schrodinger

equation then becomes

. dk = k2
1.dx

i dk = k and
- k dx

(3)

or, neglecting € 2, k + 2€

.,.'
€ = ~

2k (4)

Then

(5)



88

so that

S = ~ fkdx ~ ~ In k + const.

and

WWKB=
const ~ ifkdxe (6)

or

WWKB -- 1 sin [fkdx + <p]Ik
(7)

where <p = const. If E < V k is imaginary, k = i K where

The WKB approximation breaks down at x = x and x = x , foro c

at these points E - V + 0, k + 0 and the Schrodinger equation must be

solved either exactly or by means of a different approximation which

remains valid at x and x. One method consists of expanding k2 abouto c

(9)

Let y =/+ (x x ) .o Equation 9 is then d2~ + Y X = 0, with solutions
dy

(10)

combination of them. If instead

or a linear

use w = lxkdxxo
a variable which can replace fkdx in the ~~B

approach eqns. (10)

of t A (x - x )f weo

As x + X
o

the WKB solutions must

l
= fA(x - x )2 dx we haveo

12m (V-E)
and 1/J\iKB --

1 :t fkdx
, i.e., WWKB is either

K = - e
&

increasing or decreasing exponentially.

the singular points. Let x stand for x or x .
0 0 c

k2 = A2(x - x ) + B2(x - x )2 + .... (8)
o 0

Retaining only the first term the Schrodinger equation is
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solutions eqn. (7) and which approaches t A(x - x )t as x ~ x .o 0

For large x

cos f. 5iT\
~" - 12J

(11)

For large x a combination of x+ and X_ with proper

let ~ = ~ [A Jt (w)

coefficients

must approach the WKB solutions: + B J l (w)].
3

As x becomes large,

1

lk
(12)

moving away from the origin we choose the constant to be - ~, for con-

venience

1

/K
(13)

Some algebra shows that if in the definition of ~ we choose

This coonec ts I~~~KBwith the exact solution

at x .
o

"for x > x the HKB solution is an outgoing \vave
0

1 :t" eJkdx + const
x

\-lKB - e and \v = J kdx. Since the electron is
/k x

0

2e
_ iTf

+iTT (14)A = .-- B = - e j A,

t- i Tf i 1f

,

e - e - b--
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t.J'hen x < x < x
C . 0

J.1T

k = ilk! = e Z Ikl.
i31T

-il'-11 = e -r Iwl.

k is imaginary and so w = Jkdx is also. J,et

~
Then, since w -+ t A(x- x )2, w must equalo

form for ~ is then found to be

By using the asymptotic values of J+-1
-f

the asymptotic

Unless A = B the term involving e-Iwl can be

B from (14) Eqn. (15) becomes Q -+ /I-k
ie boll.

'iT"

ignored. H'ith A and

When x < x , i.e. in theo
x

Iw'l = - holl+°0 f °lkldx,
x

c

integration on the x-axis. Denoting jr

x.c

region x < x < x , let d = r kdx. Thenc 0 J x
as can be seen by examining the intervals of

x
o

Ikldx by T and Iwl = - 1'/1 + T
x

c

the asymptotic form of ~ becomes

If- - IwlI2. T
Q-+--le e

1Tk (16)

\olhen x < x 'ole can also write the asymptotic form for ~ as 'ole dido

in Eqn. (15) with w replaced by w) and A and B replaced by new constants

A and n':

~B'-A') "

( i1r

-I- \A'C 6 +

comparison \olith (16) sho\I!s A' == n' and J A'
2 (

i iT i 1r

)

-- ---
6 6 . T

C + e = le , or

$-+/I [ 5iu ( I I 51<) h (-I I ')]e 6 A cos -i ,-1 + 12 + e6 Bcos -J. \01 + 121T Ik

[ ( iff 11<)
e:U]

- --
I 2 ol 6 6 -\01 (15)

= 2 \ (B-A) e I I + Ae + Be e I I
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/~
cas (~)

. T. d 12= 1.e 1.n or er that $ .~ I~
1Tk

. T
J..e

Since WWKB + $, for Xc < x < Xo

12 . -1w'1 T= I--==-1.e e
1Tk . (17)

We must now look at the region x < x and match the wavefunctionsc

at x
c

For x < x
C

~ ". f. I 51r

)
1/

(

I 1T

)
1

LA cas ~~ - 12 + B cas w - 12 J
(see Eqn. (12).

Since this must match smoothly to . at x , ~' = ieT + casc
1T

6

= n", i . e. ,

. T
1.e--

For x <

1T
cas "6

x , 1J\.1KBc
consists of an outgoing portion incident on the

barrier and an incoming portion reflected from the barrier:

WHKB ~
[

. I. I 1r

)
.(, I 7i

)~
1.\\~ - 7; - 1.\" - I;ae + 3e .

Matching this to $ we find

The flux of particles is given by kltiJl2. Taking the ratio of the

fluxes for x > x and x < x we have) froDIequations (13) and (18»a c

. I i1T . , .i1T

[. , . 5h . ,

1.\0] - 1.\,7
- T 1.W - - - J..\

4 4 1 ie 12ae e +3e e ---- e e + e2 1T
cas -

6

5iw . , ... . 'h]
12" 1.\0]- 12 - 1.\0112

so a = g = ie
T
, and for x < xe +e e +e e

c

[t ,) ''')]
} II- . T

C 1. \J - -;; -I-(- J - 7; (18)]'>
HKB TIk

.LO
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(19)

This is the WKB probability for barrier penetration, i.e.)

ionization. Note that in the denominator of equation (19) only the

outgoing \.;ave appears. The important quantity is

(20)

so we must calculate this integral to find the ionization probability.

At the temperature encountered in field ionization work) T < 300 K

typically, the energy levels belm.; the Fermi energy are almost totally

full - the fraction of electrons with energies 1% greater than EF is

I 0.01x 10~-1

~ + e 77 J
= 0.02% at LNz temperature. This means that

there is a critical distance2 for field ionization) inside which it

does not take place. As the atom approaches the emitter the level of

its ground state approaches the Fermi level and once below that level)

the electron cannot be accepted by the metal and ionizAtion cannot

take place. A graph of the energy near an emitter clarifies this,

as shm.;n in the schem.:Jt1cdiagram of Fig. 1/\on the follm-ling page.

D=Rt' t2
i (,,'_ :!!..)'z

a 10 = .out lrk e 4 I = e- 2T

k. IE. T i('" - ,)'21n k 1 e e 4

Xo
x

=
flE-V

T =-'f 0 kdx dx
x t1

c
xc



93

E

I

1

x

Fig. lA

The transition of the potential from vacuum to metal (x < 0)

is schematic. ~ = work function.

From Fig. lA it is evident that the ground state of the atom is at

the level of EF when eFx = I - ~) or x'c c
I-q, . . h) assumlng I 18 t e

same as the atom in field free space) ",hich it very nearly is.

He nO\.,;knm" that the minimum \..ddth of the barrier for ",hich

ioni7.ation :ispossible is x .
c ionization probability is

calculated we will see that it filiisvery quicklv for x > x , so x
~ J C C

may be used as the barrier wj~th in general. For I = 13.5 cV, ~ = 5 eV
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o 0 3
and F = 2 VIA) x = 4.3 A. It has been found experimentally that)c

if the field is not too strong, almost all the ionization takes place

o
within 0.2 A of x .

c

The approximation used2 for the potential of the electron (in

one dimension) is:

-e2 e2 e2
V (x) = ~ + eFx - +

41TE~lx.;-xl 161f£ x 41TE (x.+x)o 1. 0 0 1. (21)

The integral in equation (20) can be approximated2 by a triangle

"7hose base is x
c

av 1/2

ax = 0] .

and whose altitude is a = [$ plus V at the point where

The contributions to V by the third and fourth terms of (21)

cancel each other. Taking

= ~. The valueo

the first two terms and roughly

-e2 av
Vex) ~ -,--€ -r::-:--::T + eFx ,.;re find -;- = 0 at

'..1T . IX.. -x I oXo 1.

of Vex) at this point is

are each - five times smaller than

x.-x
1.

Vex) (22)

When x.
1.

I - <I>
x = F Eqn. (22) becomesc e

Vex)
r;3F= - 2 I ~ + I - $

41TE
o

(23)

1/2

and the height of the barrier [V(x) + <I>]
is a = [1 -

2 / e3F
]

1/2

41TE .
o

The integral T Iv - E dx is then approximatelygiven

T-
/2; / 2m] .

by I ~~ x area of triangle= T "2 }'c

1/2
= 12m (I - $)

[
1 _ 2 I ejF

] . The probability of ionization~ 2eF 41TE- 0

[
1 _ 2/ e3p

]

1/2

!nf€o



For an H atom (I = 13.5 eV) and an 1r emitter ($ = 5.3 eV) with a field

of F = 2 vIA, D ~ e- 6.9 = 10-3. This is the probability the electron

will penetrate the barrier.

95

D = e 2'£. h,1.S t en

m- (1-$)

[ mff2
1-2

D = e ){ eF 41T€ (24)
0

or

16
x 10'7 (1;$) Kl - 1.22 x 10-23 IF)] 1/2D = e (25)
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APPENDIX 2

Boudreaux and Cut1er4 set up the Schrodinger equation to calculate

the energy distribution for field ionization as follows. The system

is {tip + electron and ion} with an interaction potential between the

ion and the

{-~)
7 7

Here p is the separation between tip and ion, r are the internalc

variables for the electrons in the tip, H is the Hamiltonian of thec
7 7

electrons in the tip, U(r , p) is the interaction potential, 1/2 }~ 2c

is the kinetic energy of the ion immediately after the collision and

Efa the energy of the electrons in the metal in the ground state

configuration plus one electron in the state a above the Fermi level

(this represents the electron which has just tunneled into the tip).

This equation is solved by expanding the wave function in terms of a
7

complete set of eigenfunctions ~ (r ) representing the state of thelJ c
7

emitter after the collision and B (p) representing the outgoing ion:
lJ

7 7 7 7
$(r , p) = L B (p) ~ (r). Substituting this into the Schrodinger

c lJ P P C
*7

equation, multiplying by ~ (r) and integrating over the variablesa c
7

r leaves the equationc

{

2 , 2

}

-)- 2M'

f
* 7

V + K . B (p) =--- ~ (r)
p a a ~2 a c

-+ -)- -)- -+ 7

U(r ,p)$(r ,p) drc c c
(2)
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~

This equation was solved for B (p), which are wavefunctions fora

the outgoing ions, by constructing the Green's function for the

equation

~ ~,
= 0 (p - p ) , (3)

which is

I "

I

~ ~,
iK p - p

exe
(4)

and integrating:

,+ 2Mr

f
'

f
-~

I

~I *
B (p) =--- dp "G(p p )~

a}\2 a

~ ,+~ ,+~~
(r )U(r ,p)~(r ,p)drc c c c

, (5)

,2 2M"l 2
where I Ka I " = W x 2"MV .

~

Since the wavefunctions B (p) representing the outgoing ion musta

have the form

B (p)

a p~oo
p

f (e, ~) (outgoing spherical wave), and sincea

~~
G(plp' }~

p ~ 00

~I ~ ,
-iK' ." pa

e , the function

2M' "

f f
* ~ ~ ~

f (e,~) = dp ~ (r) U(r ,p)
a 4~}\2 a c c

.~ ,

1.K

e a

~

.p ~ ~ ~
~(r ,p)drc c

(6)

fee, ~) is the scattering

do
I 1

2

is dw = f(e,~) and the

amplitude. so the scattering cross section

total scattering cross section for a collision

leaving the electron in state Ctis OaT = f:~ dw = f If(e, $)12 dw.
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If a T is summed over all states a the total cross sectiona

is aT = f a T N(E )dE , where N(E ) is the density of states.a a a a

In order to calculate the integral, the Born approximation was

used:
-+ -+

iK .p

e 0 1fJ(~ )o c

IQ

1//iQis a normalization factor, K 2 = M~~2 , and 1fJ(~ ) is the product
0'1 0 C

-+ -+

1fJ(r ,p) ~c

of the wave function of the electron in the atom before ionization with

the wave function of the electrons in the metal. The approximation

-+ -+

assumes 1fJ(r , p) doesn't change much during the collision.. c

With this approximationa T was reduced to an integral that coulda

be evaluated numerically, and which is proportional to K -8a

TThena = f a T NeE) dE - K -7 e-1/2 wherea a a a '

e = energy of "incoming atom.
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IV. EXPERIMENTAL PROCEDURE AND RESULTS

A. FI Gun Development

Two FI sources were built, one for use on an optical bench and

the other on a high vacuum system. In each case the emitterwas sur-

rounded by a Mo cylinder (cathode cap) ~ 1.5 cm in diameter with a

thin aperture of 0.5 or 1.0 rom diameter at one end through which the

ion beam was extracted. The aperture also served as a pumping port

for the dynamic gas supply.l Hydrogen (Hz) was chosen as the gas for

o

these experimentsbecause it requiresa field of ~ 2.2 ViA to ionize

efficiently, which is similar to or higher than what is required for

other gases such as Ar, Nz, Oz, Xe, and because it is not capableof

causing significant sputtering damage at the energies encountered here

(10 - 20 keV).

The high vacuum study was performed in a glass field ion micro-

scope designed so the incoming gas would be pre-cooled by LNz used

to cool the emitter. The Mo cathode cap containing the beam aper-

ture fit tightly around the glass LNz reservoir and was cooled by

it. The configuration of the source was such that gas molecules

made many collisions\vith the \valls before escaping through the

aperture, thus ensuring that the gas supply to the emitter would be

at LNz temperature. Because the source configuration did not permit

direct measurement of the gas pressure, measurements of the source

geometry were made so the pressure drop into the main chamber could
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be calculated from kinetic theory. The pressure in the main chamber

was monitored with an ionization gauge.

The ion beam was detected on a Willemite screen, where the in-

tensity could be measured with either an electrometer connected to

the screen or with a photomultiplier tube. The photomultiplier was

interfaced to the screen with a light pipe which could be fitted

with various apertures or lenses. H2 was admitted into the source

through a Pd "leak" via a Granville-Phillips leak valve.

Current-Voltage measurements were made with a Keithley 600A

electrometer and a Sensitive Instrument Research Corporation electro-

static voltmeter. Voltages could be read to within 0.25% and were

reproducible ~o that extent. The phosphor screen was biased 22

volts positive with respect to the grounded cathode cap to reduce

the effects of secondary electrons. The whole source was shielded

so that measurements of currents in the 10-12 range could be made.

The optical bench system consisted of a metal casting, epoxy

sealed, with numerous electrical, vacuum, and mechanical feedthroughs.

The system utilized Viton "0" rings and was pumped with a four inch

diffusion pump trapped with LN2. A background pressure of -

3 x 10-5 torr was typical during the experiments. The optical bench

allowed the insertion of a variety of electrostatic lenses, beam

deflectors, apertures, faraday cups and a photomultiplier light

pipe. The electron-optical components were held in "ways" machined

to high tolerances so that all components were parallel and on axis.
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The source used in the optical bench was similar in design to

the one used in the high vacuum system, except that it could not be

cooled. Pressure in the source volume was measured with a General

Electric thermistor pressure gauge fitted on the cathode cap. The

gauge was calibrated with the system thermocouple gauge at 10-1 torr

and with the system ion gauge at 10-3 torr.

Ion currents were measured with a faraday cup biased to prevent

the escape of secondary electrons. For scanning work requiring a

faster response than the electrometer, the beam was detected with a

photomultiplier tube and a high speed scintillator.

The emitters used in these experiments were iridium (Ir) with

o

radii general~y 800 - 1500 A, although emitters with radii down to

o

350 A have been used. The emitters were examined and photographed

with an electrostatic transmission electron microscope (TE~I) loaned

to the Oregon Graduate Center by Elektros, Inc. Ir was chosen for

the emitters because of its resistance to water etch and its general

durability. Work done earlier in this laboratory has confirmed the

superiority of Ir emitters to W emitters in any situation where

water contamination might be present. A comparison of the prop-

erties of an Ir emitter and a W emitter after 0.3 hours operation

in an environment with PH20 - 10-4 torr is shown in Figures 1 and

2, where it may be seen that while the water had virtually no

effect on the Ir, the W emitter performance was degraded by several

orders of magnitude. A life test on an Ir emitter at room temperature
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with PH2 = 10-3 torr showed no change in performance over a period

of 12 hours.

B. Emitter Fabrication

The fabrication of Ir emitters is still something of an art. The

procedure used by the author is a variation on the method developed by

Mr. Noel Martin and begins ,,,iththe spot,,,elding of a 0.2" piece of Ir

wire 0.00211 in diameter to a 0.0111 diameter tungsten hairpin, which

serves as a heatable base. The Ir is suspended vertically and a

small loop of platinum wire is raised around it to about the midway

point. A 5% solution of NaDCl (household bleach) is used as an

etching solution. A 30 volt A.C. current is then passed between the

Ir and the loop. The etching process is quite violent and can be

heard across a good sized room. It requires about 7 minutes to re-

duce the Ir from 0.002" to about 0.00111. At this point the voltage

is reduced to about 15 volts and the platinum loop is raised and

lowered slightly to produce a uniformly thin piece of Ir. When the

Ir has been thinned to the point where it is just visible under a

30X microscope the NaDCl solution is lowered from around the loop

and a tiny amount of fluid is picked up on the loop for further etch-

ing. The voltage is reduced to about 10 volts and the loop brought

to the position where the tip of the emitter-to-be is desired. The

voltage is applied until the solution on the loop is used up and

the process is then repeated until the Ir wire parts, leaving the

emitter on the top. The emitter can then be IIpolishedll or sharpened
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slightly by etching further with low voltage.

The emitter is examined with a 500X microscope before being used.

If its appearance is satisfactory it can be used immediately. If not

satisfactory it can be etched further. A photograph of an emitter

may be found at the end of this section. The photograph was made

with a transmission electron microscope in order to resolve the

o
approximately 1500 A radius. The emitters in these experiments were

not field evaporated.

C. Scanning Ion Microprobe Design

A scanning ion microprobe (SIM) was constructed with a commercial

pumping station to provide the necessary vacuum. The optical system

consists of two electrostatic lenses, an objective aperture, e1ectro-

static beam steerers and a double deflection beam scanning system

with two sets of electrostatic plates for the X and Y directions,

respectively. The first lens (objective) is located just below the

ion source and the final lens (projector) just above the specimen.

The lenses are arranged as a doublet (see Fig. 3). The objective

collimates the beam forming an image at z ~ 00 of size dl = 2rl,

(1)

M is the magnification, Csl the spherical aberration coefficient

and CCI the chromatic aberration coefficient. bV is the energy

spread of the beam, V the acceleration voltage, a is the angular

divergence of the beam as determined by the objective aperture,

which has a diameter of 0.13 mm and p is the apparent source size.
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EMITTER

SOURCE APERTURE

OBJECTIVE LENS

OBJECTIVE APERTURE

I

I

PRE -LENS DOUBLE
DEFLECTION PLATES

PROJECTOR LENS

POST LENS
DEFLECTION PLATES

SPECIMEN

Fig. 3. Schematic diagram of the S1M optical system (beam deflectors

not shown). Only one deflection system is used at a time.
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The projector lens focusses the collimated beam on the specimen at

a working distance of ~ R f , where f is the objective lens focalo 0

length ~ 5 mm,R is the ratio of projection and objective lens focal

lengths and the amount of demagnification is M=: .

The overall

magnification is}JM = R. The diameter of the beam on the specimen

r2 = M 2 r}2 + (
~C

2 s2
(2)

o
C ~ 150mm P ~ 10A IN ~ 4
C2 ' ,

c ~ 88 mm C ~ 4000 rom C ~ 18 rom
S} , S2 ' cl '

+ +
eV (for H2 + H ), V = 12 kV, and a

Using the values fobj = 5.5 rom

o

= 0.012 and R= 6 then d2 = 6300 A. The effect of the aberration

terms of the project lens are negligible:

so that the overall contribution of the projector lens to the aber-

ration disc of confusion is only 2%.

The objective aperture is a standard 130 ~m platinum aperture

available commercially for use in electron microscopes. The optical

components are mounted in a tube 38 cm long which can be removed from

the SIM without affecting the alignment of the components. The lens

tube is held rigidly in a vacuum column fitted with a number of feed-

throughs for making electrical connections as shown in Fig. 4.

The ion source described above is shown in Fig. 5. It is mounted

in an X-Y traversing stage controlled by two 0.00025 cm resolution
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LEGEND

A. FI source

B. Objective lens

C. Objective aperture

D. Beam steering plates

E. Beam deflection plates

F. Projector lens

G. Channeltron secondary electron detector

H. Signal output

I. High voltage input

J. Electrical feedthroughs

K. Ionization Gauge

L. Specimen

M. Specimenholder

N. Vacuum door holding specimen manipulators

O. Vacuum port

l- Ion source traversing stage

2. Vacuum column

3. Specimen chamber

4. Optical axis

5. Lens tube

6. Micrometer
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W ELEC. CONN.

GAS INLET TO SOURCE

/
\BELLOWS

/GLASS-METAL SEAL

S.S. fLANGE

LNz RESERVOIR

PRECISION GROUND
GLASS TO CENTER CAP.

CATHODECAP

GAS INLET TO EMITTER

PRESS SEALS

EMITTER

~APERTURE

Fig. 5. Drawing of the FI source which was used by technician to

build present unit. Aperture size is 0.5 rnm, emitter-

aperture spacing 0.5 - 1.5 mm.
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micrometers. The micrometers are located at the ends of lever arms

with the gun halfway between them and the pivot points, so that the

motion of the gun is one-half that of the micrometers, i.e., the gun

can be moved in 0.00013 cm increments. '{hen the gun is aligned for

maximum current on the specimen a movement of the gun by 0.005 cm

(50 ~m) will alter the image location so that no current strikes the

specimen.

The double deflection beam scanner is located 77 mm below the

objective aperture and has a 1 mm aperture at the top. The scanner

is driven by a set of four high voltage operational amplifiers con-

trolled by a two channel ramp generator. For ordinary viewing the

beam is driven at - 1 Hz in the x-direction and 100 Hz in the y-

direction. The sweep rate can be slowed for photography to ensure

that the resolution of the monitor is not exceeded. Just under the

beam deflector there is a movable beam stop on which the beam can be

intercepted to read the specimen current. The stop is biased +20

volts with respect to ground to suppress secondary electrons.

An ionization gauge is located ~ 5 cm from the ion gun. The

base pressure at that point is 2-5 x 10-6 torr. \{hen gas is allowed

into the gun the pressure rises to between 0.9 and 3 x 10-5 torr,

depending on how much current is desired and the type of gas being

ionized.

The high voltage for the SIM is provided by a regulated power

supply which also energizes the electrostatic lenses. In order to
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vary the lens focal lengths the voltage applied to them must be

variable. This is accomplished by connecting the lenses to the

high voltage through a 1000 MQ voltage divider. In addition,

potentiometers can be connected across the high voltage divider

for fine focus control. A "floating" nanometer is connected in

series with the lead to the FI source so the total current can be

measured. All the electrical connections to the SIM are shielded

by grounded braid.

Secondary electrons produced when the beam strikes the specimen

were originally detected with a secondary electron collector of the

Everhart-Thornley type and the signal multiplied with a photomu1ti-

p1ier. Recently (August, 1976) this detector was replaced by a

high gain channeltron detector. The signals produced by the multi-

pliers are amplified and the contrast modified slightly by a bias

circuit before being fed to the Z axis (intensity control) of the

CRT monitor to modulate the intensity.

A simple three-axis stage is used to hold the specimen. The

stage is controlled by three micrometers with 10 ~m resolution.

The gas inlet system for the gun consists of a Pd hydrogen

purifier connected to a manifold where other gas bottles may be

attached. Gas is leaked into the gun via a finely controlled

Granville-Phillips valve. The manifold has provision for inde-

pendent pumping to ensure gas purity.

Because of the optical design in which the overall magnification

of the source is of the order of unity, pains have been taken to
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decouple the microprobe from building vibration.

o

Vibrational amplitude - 3000 A would be magnified to cause a

beam displacement of 1 ~m on the specimen. The estimated frequency

of vibration of the field emitter mounted on a 0.010" \-1loop is

- 20 kHz. Since the vertical scan rate is typically 100 Hz the

result of such vibration would be to cause a loss of resolution

along the direction of the emitter motion. The gas supply is fixed

firmly to the frame of the instrument and the whole SIM is mounted

on springs with a-I Hz resonant frequency. No motion of the

emitter is visible under a 500X light microscope with the gun resting

on a table. A sharp tap on the glass portion of the gun excites no

discernable vibration.

D. Source Sensitivity

Ion current was measured as a function of H2 pressure in both

the optical bench and the high vacuum system to determine the sensi-

tivity in A/sr.torr. Sensitivities were referenced at 3 kV above the

*
Best Image Voltage (BIV) or 3 kV above the break in the I-V curve

as shown in Figures 6 and 7. At room temperature (294 K) sensitiv-

ities of 0.5 - 3 x 10-6 A/sr.torr were measured in the optical bench

*
In his studies of FI microscope images MUller found the images

of emitter tips to be sharpest ("best") at different voltages depend-

ing on the emitter radius and the gas used, hence the term "best image

voltage" (BIV) or best image field. For hydrogen the BIV correspondso
to about 2.2 VIA. See Field Ion ~Iicroscopy, Principles and Applica-

tions, by MUller and Tsong (Elsevier Press, 1969) page 12.
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77K
A8=200
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Fig. 6. Current-voltage characteristics for three emitters of vary-

ing radii and at various H2 pressures. Current from emitters

840 and 913 was extracted through apertures of 0.19 and 0.38

sr, respectively.
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Fig. 7. Current-voltage e:haracteristicof an emitter measured in

the optical bench at 300 K.
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system. Sensitivities of 0.3 x 10-6 A/sr.torr below 10-2 torr,

rising to 0.7 x 10-6 A/sr.torr at 3 x 10-2 torr were measured in

the high vacuum system. The reason for the increase in sensitivity

with pressure in the high vacuum system is not yet known. The

greater sensitivity in the optical bench system may be due to low

ionization potential contaminating gases entering the source with

the H2' At 77 K the sensitivity in the high vacuum system was

measured to be 5 x 10-5 A/sr'torr over the range 3 x 10-4

2 x 10-2 torr (see Fig. 8). These results are similar to work re-

cently performed in this laboratory with an array of four Ir emitters

where sensitivities of 6 x 10-6 A/sr.torr and 3.7 x 10-5 A/sr.torr

were measured.at 300 K and 150 K, respectively.

\fhen an emitter was placed 0.7 mm from the 0.5 rom diameter

aperture the sensitivity was found to be about 2 times less than

when the emitter was 2 rom from the aperture. This result may be

due to a lower emitter sensitivity, since no effort was made to

ensure emitter uniformity by field desorption before use. On the

other hand, the lower sensitivity may reflect a lower gas pressure

near the aperture. It is to be expected that at pressures cor-

responding to molecular flow, the pressure gradient through the

aperture would manifest itself at a distance comparable to the

aperture dimensions. The maximum H2 pressure consistent with

reasonable emitter life \V"as- 8 x 10-2 torr at 300 K. At pressures

above - 5 x 10-2 torr there are fairly frequent breakdo\Vlls through
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Fig. 8. Current versus H2 pressure for an emitter at 77 K and one

at 300 K demonstrating the improvement in sensitivity due

to better accommodation of gas to emitter at low temperature.
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HYDROGEN
PRESSURE ;::2xIO-3torr

77K

Fig. 9. Probe current and total current as a function of emitter

voltage as measured in the SI~Inear the specimen. Angle

subtended by the objective aperture was a = 0.012 rad.
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the gas, especially with close emitter-aperture spacings.

As mentioned previously, sensitivities were measured at field

o .

strengths of 2.3 to 2.6 V/A -- 10 to 20 percent above the BIV -- 1n

order to achieve maximum source current density within reasonable

limits of beam energy spread. At these field strengths the ion cur-

occurs about 7 - 10 eV below the main peak and is rather small in

intensity. No Jason peak is seen for H+. Diagrams of the total

energy distribution for H+ and H; may be found on pages 10 and 11

of Section III.

The microprobe has been operated primarily with hydrogen gas at

o

a pressure of ~ 10-2 torr and with a field of ~ 2 volts/A on Ir

emitters formed from polycrystalline wire. The applied voltage

varies from 10 kV to 20 kV, depending on the emitter radius. A

typical current-voltage curve for the gun is shown in Fig. 9, where

probe current refers to the current measured just above the specimen.

The objective aperture subtends a solid angle of 0.45 msr when

the objective lens is properly focussed to produce a collimated

beam with a 5 rom focal length. Under these conditions, with a

source sensitivity of 5 x 10-5 A/sr torr the expected probe current

is 2 x 10-10 amperes with P = 1 x 10-Z torr.
Hz

rent is roughly equally distributed between H+ and H;.l The bulk of

the H+ current falls within an energy spread of 2 eV and the bulk of

the H; current within about 3 ev.3
.4+

The f1rst Jason peak for H2
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Because of the optical system employed the current on the spec i-

men is not affected by the focal length of the final lens. As the

specimen is moved closer to the lens and its focal length is shorten-

ed the overall magnification of the source by the two lenses is

lessened and the beam spot size reduced. Thus the current is inde-

pendent of the resolution for a given objective aperture size.

In addition to hydrogen, Xe and Ar have been used in the micro-

probe. With Ar total and probe currents similar to hydrogen were

observed. Current-voltage characteristics for Ar are shown in Fig.

10 where the pressure was estimated at 2 x 10-3 torr and a probe

current of 2 x 10-11 amperes was measured, corresponding to a sensi-

tivity of 6 x.lO-5 amperes/sr torr.

Current-voltage curves were taken for Ar and hydrogen with the

same emitter and pressures of 7 x 10-3 torr and 15 x 10-3 torr,

respectively at 77 K. The results, shown in Fig. 11, are quite

interesting. Ar and H2 have almost identical ionization potentials,

15.7 eV and 15.6 eV, so the barrier penetration probabilities should

be almost identical. However, the break in the I-V curve for Ar at

77 K occurs at a much lower voltage than for hydrogen at 77 K or Ar

at 300 K. This evidently means that the ionization probability of

the Ar atoms is much greater at 77 K than at 300 K. This effect has

been seen by Swanson, Bell and Crouser (unpublished) and by Jason

et a14 with H2 on W at 4.3 K, where films of H2 form and a much higher

o

current was measured at I V/A than could be accounted for by gas phase
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Ar
PRESSURE::: 2 X10-3 torr
77K

Probe current and total current as a function of emitter

voltage for Ar as measured in the SIM near the specimen,

a = 0.012 rad.



GAS

H2( ·)
Ar(6)
Ar ( +)

Hydrogen
77K.

10-7

Argon
300K

-
o....
o....

......

10-8

10-9
I 10

HV(kV)
20

T(K)

77
77

300

. P(torr)

1.5x 10-2
7x 10-3
5 X10-3

Fig. 11. Total current vs. voltage with the same emitter for H2
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ionization at the pressure the experiment was performed.

The Ar current was found to be greater than the hydrogen cur-

rent at any given voltage at 77 K. If the supply S of ionizable

material from the gas phase is calculated by means of the hyper-

boloidal emitter approximation of Van Eekelen5 for a field at the

o
emitter tip of 2 viA (which corresponds to approximately 10 kV in

Fig. 11), it is found that S(Ar) = const. x 3 P and S(H2) = const.o

see there was 5 times more Ar current than hydrogen CUTrent.

These two results mean that the supply of Ar is not coming

solely from the gas phase. The higher ionization probability in-

dicates that a film of Ar forms on the emitter and that the ioni-

zation takes place from this film. The dwell time t of the Ar atoms

in the ionization reglon would be longer in a film and since the

ionization probability is proportional to t (see Section III B)

the barrier penetration factor D, which depends strongly on the

field, could be less and the ionization probability remain the same.

The indicated field at the break in the Ar I-V curve is about 1.1

o

viA which implies a dwell time - 108 times longer than in the gas

phase.

That such a film formation is possible can be inferred from

the properties of Ar. The triple point of Ar is at 84 K and 518

x 7 P , where P is the gas pressure with the field off. In this
o 0

case P is 7 x 10-3 torr for Ar and 15 x 10-3 torr for H2 so the ex-0

pected ratio of hydrogen current to Ar current is 5. In actuality we
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o
torr. The Ar pressure at the emitter when the field is 1.1 ViA if

the pressure when the field is off is 7 x 10-3 torr will be about

o
300 torr. This rises to about 2 x 104 torr if the field is 1.3 VIA.

Thus one could expect both liquid and solid films, depending on the

local field strength at the tip.

Additional evidence for film formation comes from an experiment

by Swanson (unpublished) and dynamical calculations by Van Eeke1en.5

Swanson measured the I-V characteristics for hydrogen with an array

of Ir emitters at 300 K and 150 K and found a shift towards lower

fields for a given total current as the temperature was lowered, but

the curves cross at higher fields. It is certain that hydrogen does

not form films at these temperatures. The same effect is predicted

by Van Eeke1en for He field ionized from the gas phase, i.e. a shift

towards lower fields for given current and a convergence of the

characteristic curves at high fields. In the cas~ of Ar, the curves

diverge at higher fields, indicating the supply mechanism is not

pure gas phase. Different results were found with Xe. The total

based on gas phase supply considerations. This is what was measured.

Since the triple point of Xe is at 161 K and 616 torr, and the

o
pressure at the emitter tip at 2 ViA is 106 torr, a solid layer

will form. Evidently the Xe does not diffuse up the emitter shank

currents were similar to hydrogen again but now the probe current

was very low, as shown in Fig. 12. The ratio of Xe to hydrogen

0

current at 77 K and 3.5 x 10-3 torr with a field of 2 ViA is unity,



127

Xe
77K
P;:: 3.5 x10-3torr

1 TOTAL
~

w
m
o
0:
0..

1PROBE
~

Fig. 12. Total current and probe current as a function of emitter

voltage for Xe at 77 K.
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to the ionization zone, since the current is what one 'oJ'ouldexpect

from pure gas phase supply.

During the initial experiments the effect of residual water

vapor in the vacuum system (P - 10-5 torr) was seen when large cur-

rents - 10-7 amperes were seen while no gas was admitted and I-V

curves were measured which shml7ed "hysteresis," i.e., depended on

whether the voltage was being raised or lowered. This is evidence

of complex water films forming on the emitter.6

E. Noise Measurements

The signal to noise ratio of the source was measured with a

spectrum analyzer attached to the output of an EMI 9502B photo-

multiplier which faced against the phosphor screen of a glass tube.

The ion source at 300 K was attached to the tube and pumped on a

high vacuum system. The photomultiplier subtended a solid angle of

~ 9 msr. The photomultiplier current was monitored with a high

quality microammeter and the background current IBG and <6I~G>1/2

were constant. The results are sho'l7llin Table I. Since it is evi-

dent that there is relatively little noise in the signal above

f = 10 Hz, the frequency of the spectrum analyzer was swept from

f = 1 Hz to f = 100 Hz with a bandwidth of 6f = 10 Hz with the beam

on and then with the beam off. It was found that the spectral

densities were practically identical above f = 15 Hz. It was noticed

upon visual examination of the viewing screen that various emission

sites on the emitter surface turned on and off in a random fashion,
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and it appeared that the main contribution to the low frequency

noise is the current from these sites. Since the noise remained

constant as the current was increased (by increasing the gas

supply pressure) it appears that the sites responsible for the

noise emit independently of the gas pressure. Thus, as the

current is increased the signal to noise ratio improves. Measure-

ments made on the current on target in the SIM with the FI source

at 77 K show the same behavior. In the first case the current was

increased twofold by increasing the source gas pressure and SiN

improved twofold as well. In the latter case the current was in-

creased approximately threefold by increasing the voltage applied

to the emitter and SiN improved by the same ratio.

In the SIM the objective aperture subtended 0.15 msr, the maxi-

mum detected current on the specimen was 7 x 10-11 amperes and SiN

= 43 in the interval 1 - 11 Hz, as measured with a spectrum analyzer.

The noise spectrum was also analyzed by recording it on a wideband

tape recorder and analyzing it with a computer program which per-

forms a Fourier decomposition of the signal with 6f = 2 Hz. The

result of this analysis is shown in Fig. 13. On the same scale the

shot noise current for 6f = 10 Hz would be at approximately 0.06,

with <12 > = 2eI8fSHOT .

It was found that the angular distribution of hydrogen extended

out to ~ 180 (see below). When the emitter was placed so the source

aperture subtended ~ 270 SiN was - twice what was measured when the
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emitter was moved away from the aperture to the point where the aper-

ture subtended ~ 14°. The most likely explanation for this effect is

that ions striking the aperture with energy E cause adsorbed gaso

molecules to be liberated. The molecules which are negatively

ionized in this process will be accelerated back to the emitter where

they will cause sputtering damage. This can be expected to affect

current generation at the emitter tip.

As mentioned above, the field emitters used here have not been

field evaporated, but they are flashed briefly before use. The exact

state of the emitter surface is not known so that it is difficult to

specify mechanisms for noise generation. It is known that surface

adsorbates affect ionization rates, and so changes in amounts and

location of adsorbates could be important. At the fields used to

ionize hydrogen, - 2 x 1010 volts/meter, there are numerous gases

which can reach the emitter or emitter shank without being ionized.

F. Angular Distributions

Angular distributions were measured in the optical bench by

using a four plate deflection system, calibrated by deflecting an

electron beam of kno'~ energy across two 100 micron apertures

separated by 0.391 em. The faraday cup was fitted with a slit

aperture 1.2 x 12.5 romlocated 40 romfrom the emitter. The aper-

ture sub tended a solid angle of 9.4 msr and had a resolution of

30 mr in the direction of deflection.

Angular distributions shown in Fig. 14 were measured with two

emitters at 294 K in the optical bench system, with H2 gas at
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Fig. 14. Angular distributions measured in the optical bench at

300 K for emitters 013 and 014. Note symmetry for

orthogonal directions of emitter 014. Detector reso-

lution was 30 mrad (1.7°).
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. ° °
1 x 10-3 torr at 18 kV and 15 kV (F ~ 2.6 ViA and F ~ 2.3 ViA). The

background pressure was 3 x 10-5 torr. The asymmetry of the angular

distributions taken at right angles indicates a probable emitter

orientation along the [Ill] direction.

In Fig. 15 is shdwn an angular distribution taken in the high

vacuum system with a field of 2.3 viA at a Hz pressure of 1.5 x 10-3

and an emitter temperature of 77 K. This was measured by slowly

sweeping the photomultiplier, light pipe and collimating aperture

across the faceplate of the FI tube. The angular resolution is ~ 3°.

The horizontal line represents the photomultiplier background current.

A difficulty that was found when using the emitters in the SI~l

is that the fabrication procedure results in some emitters having

poorer emission along the axis than others, although the total

emission remains fairly constant. This is due primarily to local

structure variations on the end of the emitter. An example of this

is shown in Fig. 16 reproduced from an unpublished report by Swanson,

Bell and Crouser. It can be seen that emission comes from different

crystal planes of the emitter in very different amounts and changes

with field in ways which depend on the plane. When an emitter is

used in the SI~l it is flashed to a high temperature briefly to try

to smooth the surface, but the fabrication process gives different

results each t~le. The problem is serious because the emission on

the axis can change by as much as a factor of ten.
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Fig. 16. Current-voltage characteristics of different crystalline

facets of a W emitter showing the effects of local field

variation (reproduced fronl unpublished work of Swanson.

Bell and Crouser).
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A primary

will be to study

axis is uniform.

goal of the continuing research on the FI microprobe

ways of fabricating emitters so the emission on

G. Resolution

The resolution of the SIM was estimated from the following con-

siderations. Suppose two similar objects are close together and the

beam is scanned over them. vfuen the beam is moved so it just falls

on one object the number of secondary electrons generated is N = N .o

When it is moved so it just falls on the other object the number of

secondaries is again N. When the beam is moved between the objectso

the number of secondaries falls to N = 0 until the objects are a

distance d ~ 0 apart, where 0 = beam diameter.

N -+- N .

o

As d grows smaller,
N

The objects can be considered resolved until N = ;

The signal generated by the secondary electrons in the micro-

scope is proportional to N, and depends on two factors for a simple

specimen which consists of a uniform material. One is how much of

the beam is striking the object, the other is the angle the beam

makes with the normal to the specimen's surface. If the object is

small these effects must be multiplied together and integrated over

the beam profile.

The beam is assumed to be circular and to have a Gaussian profile:

dI(rt =
dr

is the total current. The beam radius
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was taken to a = 20, since 95% of the current will be within r = a.

The number of secondary electrons generated as the beam passes over a

specimen was calculated for three configurations: uniform circular

wires of radius R = lOa and R = 2a, and a straight edge.

The variation of the number of secondaries produced varies as

~
8 ' where 8 is the angle the beam makes with the specimen normal,cos

up to some maximum angle 8 determined by the range p of the beam inm

The result of the calculations is shown in Fig. 17 where the dis-

tance is measured in units of beam radius a. The leading edges of

the three curves in Fig. 17 which fall between x/a = +1 and x/a

= -1 can be fit by the equation f = const. x (exp (X : a) + ~ -1.

As can be seen in Fig. 18 the separation of the objects in order that
N

N = ; must be ~ ~, and this distance corresponds to the distance

over which the signal rises from approximately 25% to 75% of its

maximum. These points also correspond to the full width of the

derivative of the curve f at 64% of its maximum.

The resolution of the beam was measured by photographing a

tungsten D.C. dropoff field emitter and measuring the negative

with a microdensitometer. The data points fit a curve described by

the function f perfectly (see Fig. 19). As a check, a measurement

the target and the range X of the secondary electrons in the target.0

For 12 keV H1 p is
7 °

200 A in Au and will be the same in W. X

30 A so 8m = cos-1 (:oj = 81.4°.

0

When e > e the number of secon-
m

daries is approximately constant.



Fig. 17. Calculated secondary electron yield for an ion beam of radius a passing over three
objects. From bottom to top: a circular rod of diameter lOa; a circular rod of
diameter 2a; a straight edge. In each case the beam begins to strike the objects
when the center of the beam is at x/a = +1.
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Fig. 18. Calculated secondary electron yields for two objects separated by

x = a/2 (a = beam radius) so that the yield falls to 0.5 when the

beam is midway between them.
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was made by scanning over the emitter in one dimension and recording

the output of the photomultiplier on a storage oscilloscope. The

emitter was moved 50 vm between scans as shown in Fig. 20. The reso-

1ution was taken to be the rise distance of the trace from 25% to 75%

o

of maximum. In both cases the measurements gave. 0 = 2a = 6700 A.

H. Contrast Mechanisms

The contrast in the image of a scanning microscope operating in

the secondary electron mode naturally depends on the mechanisms which

govern the emission of secondary electrons. It is worthwhile to look

at the mechanisms for ions and electrons to see if there are any

drastic differences. Because studies of secondary electron yields

from electron and ion bombardment have mostly been done with metallic

and po1ycrystal1ine materials we will compare results for these

materials.

The secondary electron emission coefficient 0, i.e., ratio of

secondary electrons emitted to pr1..llariesincident for an electron

beam incident on a surface depends8,g,10,11 on the work

function of the material, the surface roughness, angle of incidence

of the primary beam, and energy of the primary beam. Secondary

emission is caused by a transfer of momentum from the incident

beam to the electrons and the lattice (in a metal) or atoms of the

target. Interaction with the lattice is essential if electrons are

to be emitted in accordance with the conservation of momentum.12
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Fig. 20. Secondary electron yield produced bi scanning the

beam in one dj~ension across a W emitter. Recording

was made on a storage oscilloscope driven in the

x-direction by the SIN deflection voltage.



143

For a given angle of incidence the secondary yield rises with

energy until a maximum is reached and then declines.ll,13 The de-

cline is due to the inability of the secondaries to reach the sur-

face when produced deep in the specimen by the high energy primaries,

and the decreasing cross section for the production of secondaries

as the primary energy increases. The value of 0 is much highermax
*

for halides, oxides, phosphors, etc. than for pure metals. For

metals, 0 ranges from 0.5 for Be and Li to 1.4 for Wand 1.7 for Tl.

o varies from 1 to 10 for various halides, phosphors and oxidesmax

and can be as much as 15 - 20 for crystals such as KBr, CsBr, etc.

o has its maximum value for primary energies of between 250 eV and

800 eV for most metals, but for many halides and oxides the maximum

*
value occurs between 1 and 2 keV.

The energy distribution of the secondary electrons, not count-

ing recoiling primaries, is peaked at a low energy, < 20 eV inde-

pendent of the bombarding energy EB if 20 eV < EB < - 20 keV.ll

Above - 20 kV there are significantly more secondary electrons

with higher energies,14 apparently due to primaries which have
o

suffered several collisions and then been re-emitted. otrue isre-em
roughly proportional to (target density)-l.

Since the beam energy of a scanning electron microscope is

*American Institute of Physics Handbook, 1972 ed., pages 9-184
and 9-185.
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usually variable the change in 0 with energy can be a useful prop-

erty to exploit. Of greater importance, however is the variation

of 0 with composition of the specimen and with angle of incidence

of the primary beam. It is the latter effect which causes the con-

siderable contrast in the image generated by the scanning micro-

scope when it is used in the secondary electron detection mode.

For a slow moving secondary electron in the specimen the

probability of a collision with another electron will be propor-

tional to the number of electrons in its path. This means the

probability of traversing a path of

has been experimentally confirmedll

length x is exp
x

This
xo

and it means that there is a depth

x below the specimen surface from beneath which few secondaries cano

escape. If the primary beam strikes the specimen at normal incidence

secondaries from the first x cm of the path will escape. \Vhen theo

beam strikes at an angle 8 with respect to the normal the number of

secondaries will be then increased by ~ 8cos This effect creates

contrast in the scanning microscope image as a function of specimen

shape.

The secondary electron emission coefficient due to ion bombard-

ment, y.,depends on the mechanism for production of secondaries by1

ions which is quite different than the mechanism for production by

electrons. There are two components to y., one due to potential1

ejection of secondary electrons, the other due to kinetic

. . 7,15,16
e]ect10n.
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Potential ejection is the name given to a variety of processes

which are important only when the incident ion energy Ei ~ 1 keV.

The most important process is7 Auger neutralization of an ion, in

which an electron from the target neutralizes the ion and the energy

difference between the ionization potential of the atom and twice

the work function of the target appears as an electron ejected from

the target (the precise energy of this electron will depend on the

electron band structure of the target). Kinetic ejection is impor-

tant when the incoming ions have energies ~ 0.5 keV. The physical

process is the release of bound electrons from atoms near the target

surface, and is independent of work function and ion velocity (hence

ion mass, fo~ a given bombarding energy).7 y. increases steadily as
1

E. increases up to rather high energies. ~ 100 keV, levels off and1

then decreases.15 Values of y. depend on the ion-target system and
1

range from about 0.2 - 2 at E. = 10 keV. The systeBatics are compli-1

cated and sometimes plots of Y. versus energy cross for different1

. b b d . h 17. d. 1. h
10ns om ar 1ng t e same target. Yi var1es accor 1ng to cose W1t

.. f . .d 1 . h 1 7,16 Thvar1at10n 0 1nC1 ent ang e, as W1t e ectrons. e energy

distribution of the secondary electrons is peaked at less than 5 eV,16

and is not sensitive to E..
1

When single crystals of metal are bombarded the value of y.
1

oscillates as the angle of incidence from the normal increases.17

and the yields y. from different crystal faces of the same metal1

can be very different.18 The latter effect is believed to be due



146

to the varying density of atoms per cm2 of the different crystal

faces seen by the incoming ions. The more closely packed the atoms

h h . h . 18
t e ~g er y. ~s.~

are,

It is evident that there are a variety of mechanisms which will

affect y. and hence the contrast in an image formed by a scanning ion
1

microscope. The most important ones are variation of y. with work1

function and with angle of incidence of the beam to the target sur-

face normal. The latter effect is the larger and results in images

with an appearance similar to those generated by a scanning electron

microscope. In the case of organic specimens data for ions are

apparently not yet available, but one may conjecture similar effects.

I. The Opt~cal Components

The optical components used in the 81M consist of two einzel

lenses, a double deflection beam deflector, a post lens beam deflector,

a stigma tor and a beam steerer. The einzel lenses were designed by

Dr. Gertrude Rempfer and come from an electrostatic TEM manufactured

by Elektros, Inc., as do the stigmator and beam steerer. The double

deflector system was designed by the author and was removed from the

column recently (November, 1976) to make room for the stigma tor. It

was replaced by a post lens deflector located underneath the pro-

jector lens. This deflector was also designed by the author.

The heart of the optical system is the einzel lens. The proper-

ties of the objective and projector lenses may be found in Figs. 21

and 22. In Fig. 23 are curves showing the calculated current vs.
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1000

E
E

Cs LENS I
4 0 = 2.92 mm

f 9 = f.-0.3mm

0.9 0.8 0.7 0.6

Vt / V c

0.5 0.4

Fig, 21. Chromatic aberration, spherical aberration and focal length

of the objective lens as a function of the ratio of lens to

beam voltage. g is position of focal point with respect to

lens center.
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LENS 2
D=5.08mm

10

100

E
E

Fig. 22. Chromatic aherration, spherical aberration) focal length

and foea1 position g of the projector lens as a function

of the ratio of lens to beam voltage.
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Drummond
8 Long
(20kV)

.-
z
W
0:
0:
=>
U

~
<:(
w

co10-10._ o
FI Micro-
Probe
Cl5kV)

10-11
0.01 0.1

BEAM DIAMETER (p.)

I.C

Fig. 23. Estimated current vs. beam diameter for a duoplasmatron
source, extrapolated from work by Drummond and Long20 and
by Hill.l9 Calculated current VB, beam diameter for the

FI source for Ar and H2 and actual performance point of
the SHi.
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beam diameter for the SIM with these 1ensest based on a source sensi-

tivity for hydrogen of 5 x 10-5 A/sr torr and a source pressure of

2 x 10-2 torrt and a sensitivity of 1 x 10-5 A/sr torr for Ar. The

lens parameters are from Figs. 21 and 22 with focal lengths of

J. Micrographs

Eight micrographs representative of the capabilities of the

SIM as of December 1976 may be found at the end of this section.

The subjects are: (1) an A.C. dropoff tungsten field emitter spot-

welded to a 0.010" tungsten wire; (2) a portion of an integrated

circuit with detail of the electrical runs obliterated by charging

of the silicon substrate; (3) a portion of the leg of a houseflYt

gold coated; (4) a pad on an integrated circuit with a 0.002" gold

wire attached; (5) a D.C. dropoff tungsten field emitter; (6) a

higher magnification picture of the same field emitter as in (5);

(7) a higher magnification micrograph of the same emitter; (8) an

integrated circuit lightly gold coated to minimize specimen

charging.

The first four micrographs were taken with the double

deflection system and the secondary electron signals were amplified

with a linear amplifier. The next four micrographs were taken with

f b. = 8.5 mmt f . = 45 mm and V = 15 kV for hydrogenando ] pro] acc

V = 40 kV for Ar.
19 . 20

acc
The results of Drummond and Longt Hlll and

the present SIM are shown as well.
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the post lens deflection system and here the signals were amplified

with a logarithmic amplifier. The reduced contrast due to the

logarithmic response gives a result more pleasing to the eye. Also,

more detail is captured on film because the dynamic range of the

film is frequently exceeded with the linear system. The micrographs

were taken with beam currents between 3 and 30 pA and with scan rates

of 330 Hz in the vertical direction and 0.045 Hz in the horizontal

direction (22 second sweep). Micrographs (1), (3) and (4) were

taken with current in the low pA range while the rest were taken

with higher currents (in the 30 pA range). The effect of shot noise

is quite apparent in the former pictures.

If the magnification is 100X and the resolution 0.7 ~m, then

in a micrograph scanned at the given rate each area 0.7 ~m square

will be covered by the beam for ~ 0.5 microseconds. If the current

on the specimen is 5 pA and one secondary electron is p~oduced per

incident ion then /N/N = 25%. When the current is 50 pA, /N/N = 8%.

The scan generator in use has a maximum scan of about 22 seconds.

It is evident that an improvement in the picture quality will be

brought about when this is increased.

The increased number of secondary electrons produced when the

beam strikes the specimen at a large angle is readily apparent,

for example in micrograph (5) where the rapidly changing angle of

the wires with respect to the beam creates great contrast.
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The quality of the micrographs is not as good as those taken on

commercial SEM's. It has shown a more or less steady improvement,

however, and with improvements in the electronics and the addition

of the stigmator the process of improvement will continue.
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Micrograph 1

An A.C. dropoff tungsten field emitter spotwe1ded to a 0.010"

tungsten wire. 100X, HZ'
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Micrograph 2

Integrated circuit. SOX, H2. Detail is washed out by the

charging of the Si substrate.
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Micrograph 3

Leg of a housefly coated with a thin ( ~ 100 angstrom) lay-

er of gold to prevent charging_ 700X, H2-

155



156

-

Micrograph 4

Pad on an integrated circuit. Black area surrounding connec-

tor is insulator with a lower secondary electron coefficient

than the gold. SOX, H2.



Micrograph 5

D.C. dropoff tungsten field emitter. 140X, HZ. Note die

marks produced by wire drawing process.
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Micrograph 6

The same emitter as in micrograph 5. 440X.
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Micrograph 7

The same emitter as in micrograph 5. 770X. Note the fault

or contamination near the end of the emitter. The emitter

seems to disappear at about 0.5 microns diameter. Actual

diameter of the end of the emitter is about 0.05 microns.
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M:icrograph 8

Integrated circuit lightly coated with gold to prevent charg-

ing. 40X, H2.



TABLE I

Noise Data For F1 Beam

Taken With 10 Hz Bandwidth

161

SiN

42

105

105

22

100

100

f-
1 Hz

10

60

1

10

60

1/2 1/2

I - IBG
<612> -<612 >

BG

21 pA 0.5 pA

21 0.2

21 0.2

11 0.5

10 0.1

10 0.1
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Frequency Range: f = 1 Hz, ~f = 10 Hz. Emitter and gas temperature:

77 K. Current measured at specimen.

TABLE II

High Voltage (kV) Aperture Angle SIN

12 14° 4

12 27° 9

13 14° 5

13 27° 10

14 14° 8

14 27° 15
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Fig. 24

A micrographof a polycrystalline Ir emitter, 40,OOOX. Note

uneven etching. Micrograph taken with a conventional TEM.
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v. CONCLUSIONS

The goals of this project were to demonstrate the feasibility

of using the FI phenomenon in a practical ion source and to build

an ion microprobe which utilizes the source. These may be consider-

ed the initial goals in a longer term project to produce high reso-

lution ion beams for a variety of purposes, and as such they have

been fulfilled. There remains much work to be done to improve the

SIM, primarily involving source improvement to increase brightness

and emitter uniformity.

The great brightness of the FI source makes it attractive for

o
ion microprohes where resolution ;s 2000 A is desired. Hith the

simple optical system now employed it should be possible to achieve

o

;s 1000 A resolution with monoatomic gases, the limit being chromatic

aberration. The application of ion probes with beam diameters ~
o

1000 A for microfabrication purposes is an exciting possibility

which may be realized in the near future. Hork is in progress at

the Oregon Graduate Center using the SIM for microscopy and the FI

source has been used at the University of Chicago for STIM since

1974. The Hughes Research Laboratory is investigating the possi-

bility of microfabrication of electronic devices with the FI source

and the IBM Corporation has evidenced interest in investigating it,

presumably for similar purposes. Th~ General Electric Company is

prime contractor for a Department of Defense project to develop a
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