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Abstract

Objective:

Computerized Provider Order Entry (CPOE) is an important component of the electronic
health record, but there has been some difficulty with user acceptance, and this is often
due to poor computer interface usability which disrupts clinician workflow. This
qualitative research employed usability engineering methods to study community hospital

physicians using commercial CPOE systems while in a naturalistic context.

Methods:

Using Norman’s Theory of Action as a framework for analysis, this study sought to
understand any disparity between the users’ mental models and the representations and
behavior of the computer system as the basis for usability problems. Community-based
physicians from three health systems were observed entering patient admission orders in
real time on commercial CPOE systems. Using think-aloud methods, the users’ words,
video images and computer display activity were recorded. These data were analyzed

from cognitive, human-computer interaction and grounded theory perspectives.

Results:

Numerous usability problems were uncovered with these observations. Users
demonstrated cognitive problems when they were unable to specify the actions needed to
enter orders and when they had difficulty perceiving and interpreting the display. They
were noted to have problems locating items on the display and remembering details of

their respective systems and they expended excessive time and effort entering data. The



users occasionally were resigned to actions that were not initially intended, guessed at the
next steps to take and often ignored items on the display. Specific CPOE interface issues
that caused usability problems were inappropriate alerts and default values, overly long

lists and a lack of synonyms. Order sets were generally a benefit to usability.

Conclusion:
Field usability testing should be considered in all institutions implementing CPOE or
other clinical computer applications as a means of identifying problems important to the

user so that one might improve the usability and acceptance of those systems.



"...in an information-rich world, the wealth of information means a dearth of something
else: a scarcity of whatever it is that information consumes. What information consumes
is rather obvious: it consumes the attention of its recipients. Hence a wealth of
information creates a poverty of attention and a need to allocate that attention efficiently
among the overabundance of information sources that might consume it"

Herbert Simon (1)



Chapter 1. Introduction

1.1 The problem

The amount of information that must be utilized when practicing medicine can be
overwhelming. No practitioner can hope to keep up with the volume or the frequency of
change in information from biomedical research. In an effort to solve that information
overload problem, computerized clinical information systems have been created as tools
to provide the clinician with accurate information at the time it is needed in the practice
of medicine. However, the complexity of the computerized information tools may in
itself be aggravating the poverty of attention that this overabundance of information

creates.

Computerized clinical information systems in medicine are in a precarious position in
their evolution. We are several years past the pronouncement of the need for
computerization as a means for quality and safety improvement in health care, but the
hopes for that technology have fallen far short of the expectations of many. The use of
the computer to guide medical decisions as they are made, that is, computerized provider
order entry (CPOE) with clinical decision support (CDS) may be the most problematic
aspect of this phenomenon. CPOE has the potential for extracting the greatest benefit
from the computerized patient record and has yet to scratch the surface of that potential.
Indeed, not only has the widespread use of CPOE not occurred, there are already

criticisms of the technology as a potential cause of clinical errors (2, 3). Even when



implementations have been “successful”, there are still significant problems with end-

user acceptance during and after implementation (4).

1.2 CPOE

The Institute of Medicine’s well-known proclamations were a call to arms for Medical
Informatics. The IOM reports noted that shortcomings in medical care did not occur
because of the mistakes of individuals, but because more systems-wide problems existed.
This recognition that an excessive information load on physicians was at the heart of the
problem with medical errors allowed the consideration of information technology as a
potential solution (5, 6). The Institute reiterated this in July, 2006 recommending the use
of computer technology as a means of prevention of medical errors (7). Over the past
decade and a half, there have been many studies that have shown that CPOE can, in
certain circumstances, play a part in improving some of the most significant problems
that beleaguer the current healthcare delivery system. Studies have demonstrated that the
use of CPOE can increase the utilization of accepted preventive care practices and
compliance with organizational guidelines and formularies. It has also been shown that
these technologies can decrease errors in medication ordering, decrease unnecessary
ordering of diagnostic tests and decrease hospital costs (8). The US Congress has
proposed legislation in support of health IT and the Department of Health and Human
Services has steadily endorsed the same, indicating that there is significant support for
this issue (9). One should note that most of the research on the impact of health
information technology comes from observing its use in only academic centers. A recent

systematic review of health care information technology demonstrated that fully 25% of



the quality studies were based on only four academic institutions with internally
developed systems. Published evidence of the information needed to make informed
decisions about acquiring and implementing health information technology in community
settings is nearly nonexistent. (10) Of the 6706 hospitals listed in the American Hospital
Directory, only 293 (4.4%) are major teaching hospitals (Council of Teaching Hospital
members) in which the majority of orders are entered by resident physicians. Of the
remaining 96% that are community hospitals, some have a minority of orders written by
residents, but 85% have orders written solely by attending physicians. Thus, the vast

majority of care in the US occurs in the community setting. (11)

So although it would seem an ideal time to encourage CPOE implementations, the
introduction of CPOE into the US healthcare system presently faces significant barriers.
The proportion of computerized order entry use in US hospitals is small; estimates vary,
but it is certainly less than ten percent (12). In those institutions where CPOE has been
implemented many different problems have arisen that have hindered smooth
introduction of the systems. Foremost among these problems are the difficulties that the
physician users encounter when making the change from paper to computer (13, 14).
Arguably, the primary barrier to acceptance on the part of the clinicians is that the use of
the computer to enter orders is extremely disruptive to their daily workflow. (15)
Physicians justly complain that CPOE makes previously simple procedures difficult to
perform and adds an onerous amount of additional time to the work routine. This added
time spent is especially burdensome for the typical community hospital physician whose

compensation is generally fee-for-service. Clinical information systems are often difficult



to understand and thus may not be used productively or effectively. In addition to the
disruption of workflow, the difficulty understanding the information system makes some
physicians fear that the quality of patient care may be affected. This is important because
the success of an information system rests on the acceptance of the users, who, in the case

of order entry, are primarily physicians (14, 16-18).

As stated, one of the main reasons for user frustration and lack of acceptance of CPOE is
the difficulty clinicians have in understanding and using the technology. Indeed, usability
is a primary reason that workflow is disrupted and consideration of these unique usability
issues must be made at the time of software development. It is well known in software
engineering that human-computer interaction concerns should be addressed iteratively in
the software development life-cycle (19). Unfortunately, considerations of end-user tasks
and preferences by health care software developers are often overlooked, resulting

in dissatisfied users and abandoned systems (20). Research in understanding user
interfaces and the evaluation of these systems is thus greatly needed in heath care

informatics.

There is clearly room for improvement in the human-computer interaction of clinical
information systems in order to improve user satisfaction. However, even with optimal
usability, there can still be problems with successful use because the skills of the user
must be considered as well. The computer skills of physicians are quite variable and often
may not be up to the task at hand; moreover, physicians’ understanding of medical

informatics issues are wanting (21). A poor user interface can also be compounded with



insufficient skill in an environment where the incentives to adoption are lacking to begin
with (22, 23). User training has been repeatedly observed to be instrumental in improving
user acceptance. But, there are difficulties inherent in training physicians and this is
especially so in the community setting. Here one often sees a lower level of computer
sophistication, the physicians spend less time in the institution where the training takes
place, and there is often a disinclination to learn to use CPOE effectively at all (13, 22,
24). Thus, in addition to understanding usability to advise application development, it
would seem that efforts to make efficient and successful training sessions are warranted

as well.

The need to create computer systems from the standpoint of the user’s needs instead of
merely exploring the functional capacity of the machine is an idea that is transforming
informatics. (25) Understanding the processes that occur when the clinician is using
computerized order entry is crucial to guiding vendor design prior to implementation, the
correct processes of implementation, the training the users receive after that, system
maintenance and support and even further research on the subject. There is a great deal of
information in the computer science literature studying end-user characteristics and
behavior and how they relate to technology acceptance. This research has been
inadequately extended, however, to the domain of clinical medicine and the users of
medical information technology. What follows is some background information on
technology acceptance, usability engineering and methods and frameworks that aid in

understanding usability.



Chapter 2. Background

2.1 The extent of current knowledge

Over the past few decades, the study of information science has progressively shifted
much of its focus from the technical issues of hardware and software development to the
social, organizational and cognitive behavior issues of the users of computer applications.
It has been recognized, especially in the last decade, that successful adoption of new
technology in health care systems depends on the understanding of the complexity of
these human organizations and individual behavior. Introduction of information systems
into medical organizations has a profound effect on them and it is destined for failure
unless one attempts to understand these individuals and their organizations and the
change that is imposed upon them with the implementation of the potentially disruptive
technology (26). Research in medical informatics is increasingly making attempts to
acknowledge the human factors that are involved in information system implementations.
In addition to considering these issues at the time of the introduction of the technology
into the organization, one must address issues such as workflow even earlier, at the stage

of software development (27).

Thus, in biomedical informatics we are learning that organizational and behavioral issues
are important to understand when implementing information systems, especially CPOE.
The biomedical literature has not, however, truly begun to examine the antecedents to

successful individual end-user acceptance of this technology. The study of human factors



and usability is just beginning to be recognized in our field. (28) However, outside of

healthcare IT study of these topics is extensive and is summarized in the next section.

2.1.1 Technology Acceptance

The research in computer and information science is rich in addressing user adoption and
the diffusion of technological innovation. The past thirty years are replete with theoretical
models of user acceptance with a great deal of empirical evidence to support the theories.
Foremost among these is the Technology Acceptance Model of Davis, further refined by
Davis and Venkatesh that describes the now well-accepted concepts of “perceived
usefulness” and “perceived ease of use” as antecedents to the intention to use and
thereupon the actual usage of a technology. Perceived ease-of-use is defined as "the
degree to which a person believes that using a particular system would be free from
effort" and perceived usefulness is "the degree to which a person believes that using a
particular system would enhance his or her job performance.” (29) The extended version
of the Technology Acceptance Model (TAM2) further elaborates upon antecedents to
those concepts (30). The technology acceptance models are based on various “value
expectancy” theories, first proposed by Vroom in 1963 and extended by Fishbein in the
1970s. These theories posit that behavior is a function of the belief (expectancy) in the
likelihood that behavior will achieve some outcome and the degree to which that outcome
has value. The constructs of perceived usefulness and perceived ease-of-use are well-
documented and are antecedents to the intention to use from which the behavior of use
follows. Furthermore, perceived ease-of-use appears to itself have an influence on

usefulness, and thus is an extremely potent predictor of use (31).
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These concepts are firmly established in the information technology literature. They have
been repeatedly demonstrated empirically to be predictors of use. These however do not
give us any information as to what specific attributes of computer systems will lead to
perceptions of ease-of-use and usefulness. One would like to understand, before the fact,
how to build systems that users will accept, no matter what characteristics the user has.
The study of these antecedents to use suggest that with time, system-specific perceived
ease of use comes to reflect objective usability (32). In other words, there are many user
characteristics that have been studied that collectively influence the user’s assessment of
a given computer system as being easy to use. There are also, conversely, attributes of the
computer system that can result in an assessment of “easy to use” by a user. In any user
with a given collection of “antecedents” there are numerous system qualities that allow
the user to ascribe it the quality of “ease of use.” These system qualities refer to the

concept of usability of the system.

Although this may seem self-evident, efforts employed at improving human-computer
interaction lead to improved computer system use and acceptance. Understanding
usability can only be achieved by observations of users working with the actual systems.
Usability may be broadly defined as “the capacity of a system to allow users to carry out
their tasks safely, efficiently and enjoyably.” (33) The application of cognitive science to
what is known about the design and construction of machines and technology is known as
cognitive engineering. When applied more specifically to the human-computer interface

it is generally referred to as usability engineering. (34) (35)
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2.1.2 Usability engineering

The field of user interface or usability engineering seeks to understand those elements of
computer design that facilitate the ease of use of computer applications. It is the study of
human-computer interaction. Human-Computer Interaction (HCI) research was initially
an effort to apply cognitive science methods to software development, when it began in
the early 1980s. Since then the field has developed considerably into a field of highly
active multidisciplinary research and industry interest. (25) (36) The process is strictly
user based in that it asks the user what he needs to make the system more acceptable.
Equally important is the understanding that the user may not know what he needs to

facilitate use. To effectively use a computer system, it must

1) Dbe easily learned,

2) be efficient to use to make the user more productive,

3) be easy to remember how to use once away from the system,
4) prevent the user from making errors and

5) create subjective user satisfaction — make it pleasant to use.
Because this information in so highly related to the user, these usability characteristics of
a computer system cannot be understood without methods for specifically studying the

user (34).

Research in human-computer interaction (HCI) has its roots not only in computer science

but also in cognitive science and psychology. The field of HCI is concerned with the
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study of humans as they use a computer within a certain task domain and what factors
within that context contribute to the efficient, productive and enjoyable use of computer
tools. The field explores empirically the issues that matter to humans such as computer
design issues. There are many methods of evaluation of these issues and one important
method is the think aloud evaluation, which will be described in detail subsequently. HCI
also takes analytic approaches by studying the knowledge requirements of tasks and the

cognition required for the execution of those tasks. (37)

When this research was first applied to industry, this field of applied cognitive science
became known as cognitive engineering. A subset of that field, usability engineering,
addresses the interaction of humans and computers. There are three major ideas that
became central to this applied research. The first was that of the iterative development of
computer applications, such that design is cycled with progressive evaluation at various
stages. The second idea was that the empiric (and iterative) evaluation of the applications
specifically employs user participation. The third important notion was cost-
effectiveness so that cycles of development need not actually employ writing computer
programs with each design stage. So, the computer interface was thus separated from the
software application, and consequently, models of human-computer interaction then

needed to be developed. (38)

A need for usability engineering arose in the first place because, like computerized order

entry in medicine, the introduction of computerization in the work environment often

leads to dramatic changes in the work processes and places increased cognitive demands
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on the computer user. (39) Thus the computer as a tool creates the possibility of greatly
improving the user’s performance at his work tasks, but because of a complex interaction
between user and computer there often is a decline in human performance. As such there

is a need for studying the cognitive processes that occur when humans use computers.

2.1.3 Methods for studying usability. “Please think aloud!”

“The Think Aloud Method consists of asking people to think aloud while solving a

problem and analyzing the resulting verbal protocols.” (Someren 1994) (40)

Various methodologies are employed in usability engineering to elicit users’ points of
view, such as interviews, observations, surveys, scenarios and heuristic evaluation (34).
One method that attempts to isolate and understand a user’s cognitive processes while he
is performing a task is protocol analysis or think-aloud methods. The term protocol
analysis refers to the “protocol,” or verbal description of what goes on in one’s mind as a
task is performed. (41) Protocol analyses are undertaken in real time and, if carried out in
their natural environment, capture the context of events. Think-aloud techniques are a
widely used method in usability engineering and also may be the most valuable. (42) The
participant in this type of usability study continuously verbalizes about his thoughts while
using the computer system. One gets a very direct understanding of the user’s
interpretations of the system as well as his misunderstandings (34). The theoretical
underpinning of this method is that verbal behavior may be treated as any other kind of

behavior. Observation of the performance of a task and its attendant behavior (immediate
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verbal reports) is a valid method of accessing an aspect of a user’s cognition or

information processing (41).

Thinking aloud was originally discussed in psychological research in the 1920s and
1930s and was referred to as the “introspection method.” It was used in research on
productive thinking by Duncker in 1945. The 1984 work of Ericsson and Simon in
protocol analysis, however, is considered the seminal volume on the topic. They argue
that the process of verbalizing concurrently with the performance of a task is
psychologically indistinguishable from the cognitive processes that occur in working

memory (short term memory). This research technique gives one access to mental

behavior and insight into the subject’s thinking. (43) Verbal reports have been shown to

be no different from other modes of responding, such as button presses with fingers or
nodding of the head. It represents the information that has come to our attention and
simply making it overt with verbalization. Ericsson and Simon claim that “cognitive
processes are not modified by the verbal reports, and that task-directed cognitive

processes determine what information is heeded and verbalized.” (41)

Within the theoretical framework, there are two forms of verbal reports that are
reflections of cognitive processes: concurrent and retrospective verbal reports. The
concurrent report is the most important reflection of the cognitive processes and is
divided into two types, Level 1, “talk aloud” and Level 2, “think aloud.” Level 1 is that
verbal response that is automatic and direct such as verbalizing a sequence of numbers

during a math problem. This response did not need be transformed linguistically before
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being verbalized. Level 2 requires some verbal encoding to transmit the information as
communication, such as the description of an image or abstract concept. Level 3
verbalizations, which are retrospective, also require verbal encoding as the user reports
on tasks immediately after they have been performed. This response involves some
filtering or analysis such as responding to a specific question or heeding previous
instructions on what to report. This requires some additional cognitive processes to
access the reported information. Levels 1 and 2 are considered the most valuable, because
they are direct reflections of that information that is heeded and stored in working
memory. Level 3 verbalization requires accessing long term memory to analyze and
report on the heeded information in working memory. Thus, it may represent information

in addition to what has immediately been attended to. (41, 42)

Although the concept of protocol analysis or think aloud study is quite popular, it is not
without its critics. The main concern is the premise that the verbal protocols are a direct
reflection of the user’s cognitive processes. The very idea that users are speaking aloud
automatically gives them a second task to perform, in addition to what they are talking
aloud about. (44) Critics argue that thinking aloud disturbs the cognitive process by
talking, but also due to interpretation by the subject of the task. In addition the task will
necessarily be slowed by the addition of talking. There are limits to the capacity of
working memory and this technique may be particularly problematic when attempting
high cognitive load tasks. (40, 43) Although verbal protocols may not be a completely
faithful reproduction of cognitive processes, it may not matter for the purposes of most

user testing. In usability testing, one hopes to understand human-computer interface
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issues that considers human cognition, but one does not necessarily need to capture

details of mental processing to produce useful results. (45)

The significant popularity of the think-aloud technique has also led to some misuse of the
methods that differs from Simon and Ericsson’s original vision. In fact, it is sometimes
felt to be synonymous with “usability testing,” which is not the case. The method, as
described above, often does not match what is incorrectly called thinking-aloud. The
instructor must be minimally involved, for if significant interaction occurs between him
and the test subject, the cognitive processes of that interaction are what will be recorded,
rather than the information processing about the task at hand, so-called interference
caused by non-task related processing. Often, the preponderance of data is of the Level 3
type, which potentially may not reflect the user’s cognitive processes and could have
undue influence of the instructor. Extreme care must be taken to adhere to the original

concept of thinking-aloud. (42)

Thus “thinking aloud” is theorized to allow access to cognitive processes. This

presupposes and necessitates some model of what those processes might be. Some

examples of cognitive models will now be explained.
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2.1.4 Models of cognition. What goes on in users’ minds?

One of the earliest models from cognitive psychology that relates to humans using
computers is the information processing model, developed in the 1970’s by Lindsay and
Norman. It simply describes human cognition as a series of stages that takes information
as an input, processes it and produces an output. Information that is received is encoded
in some manner, compared with other data already present in current memory stores,
chooses the best course in which to proceed and executes an action. (46) This model has
been modified many times and has been a useful framework with which to observe and
describe user behavior as well as a tool for the prediction of user performance. (47) It is

roughly depicted in Figure 1.

Ericsson and Simon’s model also sees human cognition as information processing, “that a
cognitive process can be seen as a sequence of internal states successively transformed by
a series of information processes.”(41) There is recognition of sensory stores as well as
short (or working) and long term memories, each of which has different capacities and
speed with which information can be accessed. External stimuli are appreciated by
sensory organs and the process of perception places these in working memory for
cognitive processing. That information may be further processed and stored in long term
memory stores. The latter process is reversible in that long term memories are retrieved
for cognitive processing in working memory. (41) This model is shown in Figure 2 with

its relationship to verbal protocols.
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Figure 1. The Information Processing Model (46) Information from the exterior world is perceived
and processed to produce an output response.

Cogpnitive
Processing

[

Perception Information
P Filing

Sensory Working Long Term
Stores Memory Memory

Y

o Information
Y
Verbal
Protocols

Figure 2. Human cognition model: accessing with verbal protocols, modified from Norman, 1983.
(48)

External information is noted by sensory organs and placed briefly in sensory stores. The process of
perception places that information into working memory. Information in working memory moves reversibly to
and from long term memory. The verbal protocol is a manifestation of the working memory processes.

As potent and informative as the Ericsson and Simon cognition model may be, it was
initially utilized mainly to understand very simple cognitive tasks and was not originally
intended to apply to the use of sophisticated computer systems. While the model may still
be apt for understanding these tasks, other cognitive models have been devised that are

intended for use with information systems while still applicable to the think-aloud

method.
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One of the earlier models of cognitive structure related to human-computer interaction
was that of Card, Moran and Newell. This classic model is similar to that of Ericsson and
Simon in that it views the human mind also as an information-processing system. The
first component of their framework is a characterization of this information processing
and they called this the Model Human Processor. It is described as a set of memories and
processes and a group of principles of operation. It was intended not as any statement of
what occurs physiologically but to model and predict computer-user interaction. The
human processor is divided into the perceptual system, the motor system and a central
cognitive system that mediates between the other two. All of these have processors which
have the attribute of Cycle Time (how fast it can access information). The cognitive
processor also has memory which has the parameters of Storage Capacity, Decay Time
(how long information remains in memory) and the Mode of information. (49). The
second component of the Card et al. framework is a way of describing what users need to
know in order to perform tasks and is known as GOMS, a reduction of computer tasks
into its elementary actions. GOMS is an acronym for Goals, Operators, Methods and

Selection.

The GOMS model has been used extensively and successfully in HCI research. It is
actually a family of models that describes the knowledge necessary and the four
components of skilled task performance: goals, operators, methods and selection. The
goal is that higher level task that the user intends to accomplish. An operator is any action

that is performed in order to reach that goal. The method is a specific sequence of
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operators that will bring about some action to achieve the goal. Of the various methods
that are available, the user must apply some rule of selection. There are many variations
of this model but all allow each action to be accurately observed and measured. The
strength of this “keystroke level model” is its ability to predict the time it takes a skilled
user to execute a task, based on the composite of actions of retrieving plans from long
term memory, choosing among alternatives and executing the motor movements of

keyboard and mouse. (49, 50)

While GOMS has a great deal of empiric substantiation and is highly predictive, it has
some significant limitations. First, it assumes that cognitive tasks occur serially, which is
often not the case. It applies to skilled users only, as it does not account for the time it
takes to learn a system or recall how to use it after a period of nonuse. Lastly, it does not
account for error, that is, its prediction value is based only on errorless performance. (50)
As such, it is not helpful in studying novice users, performing parallel cognitive
processes or in error-prone situations, which are precisely the user situations that may
warrant HCI study. Specifically, it would not be appropriate for the purposes of this

research about CPOE.

Hacker’s Action Theory is the first in a succession of theories that help to explain human
activity in the context of goal directed behavior, describing actions that are human
initiated as a series of stages that progress from a mental intention to a physical action of
the human body. Hacker’s theory lists the main components of act, actions and

operations. Acts are tasks that are higher order goals and they are motivated by intentions.
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The acts are then realized through actions, which are components of the higher order act
(sub-tasks.) Actions are the smallest unit of a cognitive or sensory-motor process, while
still being oriented to that higher order goal. Lastly, operations are components of
actions, but they are no longer specifically directed toward the original goal. (47, 51)

They are “all-purpose” activities that may be used for any number of acts or actions.

Action theories that deconstruct user behavior have been developed and utilized by many
researchers. While maintaining the concept of decomposing a task into smaller sub-tasks,
Donald Norman takes a different perspective by analyzing the kinds of mental activities
that occur in the control of action at the human-computer interface. He focuses on the
user activities that occur at the gulf between the mental and the physical. The user must
bridge the separation between the desired goal and the physical action of using a
computer, thus the brain-machine interface. Bridging that gulf between the goal and the
physical system is an “execution bridge” that implements some action. Then, the state of
the physical world changes and that must be perceived and analyzed. The gulf must again

be crossed in the other direction with an “evaluation bridge.” See Figure 3. (35)
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Figure 3. Bridging the gulfs of Execution and Evaluation, adapted from Norman, 1983. (35)
The user must bridge the gulf between himself and machine as a task action is executed. Then, changed in
the state of the physical system must be evaluated and compared to the task goal.

The gulf of execution is bridged from the psychological side by forming intentions
relevant to the goal and deciding upon an action sequence, and then executing those
actions. From the system side there are characteristics of the interface built by the
designer that must be evaluated. These characteristics change to a new state after a user
has manipulated the system by the execution of any actions. The user bridges this gulf of
evaluation by attempting to perceive the new state of the system, then interpreting that
state. He then evaluates the system state by comparing it to the original goals and
intentions. These tasks, Norman’s seven “Stages of User Activity” are explained in Table

1 and shown in Figure 4.

If the new state satisfies the original goal, the action ceases. Otherwise, the user must

determine what actions are necessary to bring the state closer to that goal, and form a new

intention. The cycle then repeats.
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Figure 4. Seven Stages of User Activity involved in the performance of a task, modified from
Norman, 1986 (35)

A benefit of Norman’s model is that it directly addresses the issue of the interface
between the mental and the physical. It also addresses the user’s mental model of the
system state based upon the external representations of the system. This framework is not
quantitatively predictive, but does demonstrate how the cognitive consequences of
particular software design on a user may be represented and understood. Users directly

act upon some physical representation of an action and then can interpret and evaluate the
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end result of that action. (37) Tasks do not have to be done serially, nor is there any need

to have any particular level of skill as errors may occur and be addressed.

Norman’s cognitive model of user activity is valuable in understanding the use of

computer systems by describing the intended tasks, the execution of actions and the

evaluation of the system. For the model to be useful, one must be able to observe those

behaviors during actual computer use. To interpret the behaviors observed during

usability testing in terms of this model, some additional discussion in necessary. The

following section attempts to explain what is actually observed in usability studies, and

how they relate to underlying cognitive processes, and how these processes may be

explained by the cognitive models.

1.

Establishing the goal:

The state the user wishes to achieve.

2. Forming the The decision to act so as to achieve the goal.
intention:
3. Specifying the action The user must map the psychological goals and

sequence:

intentions into the desired system state. He
must determine what physical manipulations of
the system are required to achieve that state.

Executing the action:

The user comes in contact with the interface
mechanism of the physical system.

Perceiving the system
state:

The interface display changes as a result of the
physical manipulation and the user senses that.

6. Interpreting the The user interprets the meaning of that
state: perception, what the displays is communicating
about the state of the system.
7. Evaluating the state: The user compares this interpretation of the

state to the expectations of what it should be,
based upon the original goals and intentions.
(35)

Table 1. Norman’s Theory of Action.
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2.1.5 Appreciating human cognition in action with usability

engineering methods.

What inferences may be drawn from the data that are obtained in usability studies,
specifically the think-aloud data? The verbal protocols that are generated from this
method are theorized to depict representations of cognitive processes in working
memory. By indirectly observing these cognitive processes, we can hope to understand
what goes on in the mind of the user when he attempts to do work with a computer

system as a tool.

2.1.5.1 Mental models.

When we humans use any technology, we form a mental idea of how that technology
works. This is what is known as a mental model. For example, if one flips a wall switch
up into the “on” position and the bulb in the ceiling lights, one needs to have some kind

of understanding of how this process works to use it successfully. One understanding

might be that flipping the switch allows the contacts to touch each other so that electricity

may flow to the ceiling fixture. Another might be that turning the switch to “on” causes
the bulb to light. Both of these mental models are really sufficient to effectively use a
light switch, although the former is closer to what the designer of the technology
envisioned. Another model might be that flipping the switch in an upward direction
causes power to move upward toward the ceiling and light the ceiling fixture. This mod
would be less robust in certain other circumstances. If hoping to turn on a light fixture

that is below the switch on wall, having this mental model would generate confusion.

el
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Mental models are important to consider in the use of technology. There are four
concepts to consider. The target system is the system the person is learning or using. The
conceptual model is the model conceived by the designer of the system on how it works.
The mental model is the user’s conceptualization of the system. It may or may not be
technically accurate, but it needs to be functionally accurate to be useful. The user’s
mental model may evolve with learning and persistent use. Lastly the scientist’s
conceptual model needs to be considered. That is the model the researcher has of the
user’s mental model. The closer the user’s mental model maps to the designer’s
conceptual model of the target system, the more effective the use. These two may differ
for two reasons. The user may not have a clear understanding of the system or the
computer interface may poorly represent the designer’s concept of how the system works.
In either circumstance, the internal representations of the user poorly match the external
representations of the physical system. Lastly, the closer the scientist’s conceptual model
obtained from usability studies maps to the user’s mental model, the more useful the

results are. (52)

2.1.5.2 Slips

It is important to understand that users’ mental models are frequently incomplete. They
may not be precise and the user may not feel certain about them. Mental models are
“unstable” in that they often change or are forgotten with time. They do not have firm
boundaries — similar devices or similar operations get confused with one another. They
can even be “superstitious,” that is, models and rules are created because they seem to
work sometimes. This allows the user to feel more certain, which in turn reduces mental

effort. The mental model reflects the user’s 