Numerical Smulations of Large River Plumesin the Pacific Northwest

Ryan Wesley Kilgren
B.S., Environmental Engineering, Michigan Technological University, 2003

A thesis presented to the faculty of the
OGI School of Science & Engineering
at Oregon Health & Science University
in partial fulfillment of the requirements
for the degree
Master of Science
in
Environmental Science and Engineering

October 2006



The thesis “Numerical Simulations of Large River Plumesin the Pacific
Northwest” by Ryan Wesley Kilgren has been examined and approved by the following
Examination Committee:

Antonio M. Baptista, Ph.D., Thesis Advisor
Professor
OGI School of Science & Engineering, OHSU

Yinglong Zhang, Ph.D.
Research Scientist
OGI School of Science & Engineering, OHSU

Michagl G. G. Foreman, Ph.D.
Research Scientist
Institute of Ocean Sciences, Fisheries and Oceans, Canada



DEDICATION

To my family: Wendy, Steven, Meg, Brett, Nicholas, and Ruby.



ACKNOWLEDGEMENTS

| would like to extend a special thank you to my advisor Anténio Baptistafor his
direction and guidance in thisresearch. Additionally, | would like to thank my thesis
committee members for participating in this process with me; it has been rewarding.

The unwavering support of family and friends has given me encouragement for
each challenge and they have aso provided much appreciated reprieve. Thank you to
several people for proofreading portions of this document, including my advisor and
thesis committee, Bill Johnston, Meg Koenemann, Carri Marschner, and Wendy, Steven,
John, and Nicholas Kilgren.

The National Science Foundation (ACI-0121475; OCE-0424602) and National
Oceanic and Atmospheric Administration (AB133F-04-CN-0033) provided financial
support for this research. Any statements, opinions, findings, conclusions or
recommendations expressed in this material are those of the authors and do not
necessarily reflect the views or policies of the federal sponsors, and no official

endorsement should be inferred.



TABLE OF CONTENTS

DEDICATION . L. e e e e e e e e e e e I
ACKNOWLEDGEMENTS. ..ot e e iv
TABLE OF CONTENTS. ... e e %
LIST OF TABLES. .. .. o e e e e e e e vili
LIST OF FIGURES... ... e e e e e e e e X

(@ VAN o4 I =1 = 0 R [ 11 0o U o1 o o
1L CONEEXT. .. ettt e e e e e e

L2 ODJECHVE. .. ..ceeiei e e e e e
1.3Background. .. .......ouuiriieiit e e
LANUMENiCal MOTE ... ... e e

1.4.1 General model desCription..........coueevieeeiiiiie e e

1.4.2 Eulerian-Lagrangian transport algorithm............................

1.4.3 Upwind transport algorithm..................cooiiiiiiiie,

1.6 TheSISTOMMEL. ... ...ttt e e e e e e aeees

© © 0o N oo o o0 NP PP

I S 1 = 010 ST
18 Figuresand Tables.......ovoe i

=
N

CHAPTER 2: Influence of Transport Algorithms on the Simulation of the
Columbia River Plume during the Early Winter of 1990-1991.............cccoiveveneee. 14
2 L ADBSITACE . .. e e e e 14
P28 1 110 o L8 o1 o o AP P
23MENOOS. .. ... e LT
2.3.1MOdel dOMaIN. .. ...t e e 17



2.3 2 FOICINGS. . et ettt e e e e e e e e
2.3.3 0DSEIVALIONS. .. ..t e
2.3.4 PerformanCe MELIiCS. .. ....ov vt it ee e
24Wind field @nalySiS. .. ...oe et
241 TiME SENESIMEANS. ..o ittt ee et e e e e e e
242 PrinCipal @XES......ue ittt e e
2.5 Results of the SELFE experiments...........ccoooviiiiiiiii i
25 L EleVAiONS. ... oot e
252 SAliNITIES. .. v
253 TOMPEIEIUIES. .. ... e e e e e e e e e
254 VEOCHIES. ..o
2.6 DISCUSSION. .. ettt ettt et e et e e e et e e e et e e e e
2.7 ACKNOWIEAgEMENES. .. ...ttt e e e e e
2 B REEBIENCES. ..o
29Figuresand Tables. .. ...

CHAPTER 3: Influence of Wind Forcings and Transport Algorithms on the
Simulation of the Fraser River Summer Plume.............ccooo i
G300 I o1 = o
G378 10110 o L1 Tox 1 o o R
BB MEINOOS. . . .. e
3.3. 1 Model dOMaIN. .. ...t e e e e e
BBl 2 FOrCINGS. .- et ettt e et e e e e et
3.3.3 0DSEIVALIONS. ...t
3.3.4 PerformanCe MELNICS. .. ... ovuviee e e e
BAWINA field @NalySiS. .. .c.one e e
341 TIME SENIESMEANS. .. c.ee e e ee e et e e e e e eaeeaeaeaenenn,
A2 PrinCipal @XES... . .ve et e e e
BABWINA SIIESS. .. ettt e e e e
3.5 Results of the SELFE experiments............ccoveiiiiiiiiii e,

Vi

18
21
23
24
25
25
26
26
26
28
29
30
31
33

37

86
86
87
89
89
90
93
94
95
95
96
97
98



BB L EIBVALIONS. ... e 98
3 5.2 SaAlNItIES. ..o 101
35.3VEOCHES. ..o e, 104
BB DISCUSSION. .. ettt ettt e e ettt e e e e e e e e e 106
3.7 ACKNOWIEAgEMENES. .. ...t e e e e 108
BB REEIENCES. ..ottt 108
39Figuresand Tables... ..o 112

CHAPTER 4: Final Considerations...........c.vevieviiieiineeiiiiiieeiiesnieiineenn e 155
4.1 Synthesisand CONCIUSIONS. .........c.coeveiieiiiiiieiieiieceie e eneeae e, 1B5
4.2 CONITDULTONS. .. ... oot et e e e e e e re e e eaeeeneenee 1DB
R | 1aTo] 1Yo (0] PP PRTIPR LY 4
A REFEIBINCES. .. oottt e et e e e e e e 157

APPENDIX ..o e 159
A.1Distanceinthecomplex plane.............c.ccooiiii i . 159
A2 PriNCIPal @XES. ...ttt e e e 160

A LB RE B ONCES. .. oo e e e 162

BIOGRAPHICAL SKETCH. ... e e e e 163

Vil



Tablel.1
Table2.1

Table2.2

Table2.3

Table2.4

Table2.5

Table 2.6

Table2.7

Table2.8

Table2.9

Table2.10

LIST OF TABLES

Resolution of the three wind datasetsthesis.................ccooeiennn 13
Percent reduction in amplitude from the pl64.m low passfilter at

each of the leading 8 tidal frequencies................cccoe i iiiiiiiennns 43
Vector and scalar mean speeds, mean directions, principal major

axis, principal minor axis, and principal major axis direction are

given for modeled and measured winds at buoy locations................ 43
Harmonic analysis of modeled and measured water elevations at the
tidegauge loCations. .. .........oovveeeie i e ieee e DL
Average differences between the measured and the ELM and UWM
modeled constituents and between the ELM and UWM model results

at thetide gauge loCations. ..........o v v e, 51
Harmonic analysis of modeled and measured water elevations using
inference of the P1, K2, and NU2 at the tide gauge

o0 1 o] 0 54
Average differences between the measured and the ELM and UWM

modeled constituents asin Table 2.5 at the tide gauge locations........ 54
RMS errors of low pass filtered salinities computed for results of the
ELM and UWM eXPeriments. .. ......c.oeeuie i e e 63
RMS errors of low pass filtered temperatures computed for results of
the ELM and UWM .. ..o e e e 70

Modeled and measured vector and scalar mean speeds, mean
(01T =i 1 0] USSP 77
Principal major axis, principal minor axis, and principal axis

direction of measured and modeled currents...........ccooeiiiii i, 80

viii



Table2.11

Table2.12

Table3.1

Table3.2

Table3.3

Table3.4

Table3.5

Table 3.6

Table3.7

Table3.8

Table3.9

Observed and modeled M2 tidal velocity components, phases, and
distances in the complex plane between the observed and model ed
tidal velocity COMPONENES. ........uieiee e 84
Observed and modeled K1 tidal velocity components, phases, and

distances in the complex plane between the observed and model ed

tidal velocity COMPONENtS. ..........vive i e e e, 85
Description of numerical experiments for the Fraser River plume....... 112
Mean speeds and directions of modeled and observed

L7016 P 116

Principal axis analysisincluding major and minor principal

components, direction of the principal axis, and the degree of

polarization of each modeled and observed wind........................... 118
RMS errors of water elevations at tide gauge locations..................... 125
RMS errors of synthesized water el evations after harmonic analysis

using inference for the P1, K2, and NU2 constituents in the observed

time series and fitting only the model ed constituents for the modeled

time seriesat tide gauge |oCations. .........cccvvivi i 131
Differences as the distance in the complex plane for the leading 8

harmonic constituents of the measured and modeled water el evations

for the BEXP1 and BEXP2 barotropic, and MM5 ELM baroclinic
SIMUIBLIONS. .. e e e e e e e e e e e e e e et e e eae e 139
Differences as the distance in the complex plane for the leading 8

harmonic constituents of the measured and modeled water el evations

after harmonic analysis as in Figure 3.20 for the BEXP1 and BEXP2
barotropic, and MM5 ELM baroclinic simulations........................ 140
Surface water current vector and scalar means and mean directions for
experiments using the ELM and the UWM transport agorithm at

SPECITIEd |OCAIONS. .. .. et e e e 148
Principal axes of surface currents for experiments using the ELM and

the UWM transport algorithm at specified locations....................... 151



Figure1.1

Figure 1.2

Figure 1.3

Figure2.1

Figure 2.2

Figure 2.3

Figure 2.4

Figure 2.5

Figure 2.6

Figure 2.7

Figure 2.8

Figure 2.9

LIST OF FIGURES

The Fraser and Columbia River watersheds drain a large portion of

the Pacific Northwest and southern British Columbiaregion........... 12
The Eulerian-Lagrangian Method within SELFE illustrated............ 12
The finite volume Upwind Method within SELFE illustrated........... 13
Full model domain and inside the Columbia River estuary and near

the mouth of the ColumbiaRiver................cccovvviiiiiin. 37
Nudging factors for the UWM and ELM SELFE Columbia River

1990 EXPEITMENTS. .. .. ettt et e e e e e e 38

Estimated discharge for the Columbia River estuary at Beaver Army
Terminal used for mode input............ccoceiii i, 39
Availability of data from the 20 mooring locations of the Hickey et

al. (1998) Columbia River plume field study providing observations. 39
Locations of observations of tidal water elevations and Hickey et al.
(1998) moorings used for model comparisons..............covcvevennnn.. 40
Location of moorings and casts used to compare the suggested
temperature adjustment provided for W1S...............coeiieii i, 41
Comparison of modeled ELM and UWM and measured

temperatures at 1m depth at the moorings ENS, N1S, B1, K1S, and

W1S with and without adjustment..................cooooiiiiiiiie e, 41
Filter weights from the pl64.m low pass filter, applied at each point

INan hourly tiMe Series........covvveie e e, 42
Amplitude transfer for the pl64.m low passfilter......................... 42



Figure 2.10

Figure 2.11

Figure 2.12
Figure 2.13

Figure 2.14

Figure 2.15

Figure 2.16

Figure 2.17

Figure 2.18

Figure 2.19

Figure 2.20

Figure 2.21

Figure 2.22

Vector mean measured and the NARR winds computed for buoy
locations further offshore than the model domain, and near the

northern, central, and southern portions of the model domain.......... 44
Principal ellipses for observed and NARR modeled winds computed

for buoy locations within and outside of the model domain............. 46
Wind stress computed for observed and NARR winds at buoys........ 48
Modeled ELM and UWM and measured water elevations, and RMS

errorsfor thetide gauge |oCations............coovviiieiie i 49

Differences in water elevation for the ELM and UWM experiments

for tidegaugelocations...............coo v viiiiiiiiiiiecii i e, 50
Modeled ELM and UWM and measured synthesized water

elevations after harmonic analysis using inference of the P1, K2, and
NU2 for the measured and fitting only the modeled constituentsto

the modeled time series, with RM S errors, for tide gauge

oo (0] 52
Differences in synthesized water elevation after harmonic analysis

using inference of the P1, K2, and NU2 for the measured and fitting

only the modeled constituents to the modeled time series for the

ELM and UWM experiments for tide gauge locations.................. 53
Surface salinity contours for the final time step of the ELM and

UWM model Simulations.............cooevvviiiiiiiiiieiiieiiie e veneee. 05
Plume volumes computed for the 20, 26, 28, 30, and 32 psu salinity
contours for the ELM and UWM model results................ccoeeeenaee 56
Plume thickness computed for the 20, 26, 28, 30, and 32 psu salinity
contours for the ELM and UWM model results............ccceeieennne. 57
Low pass filtered salinities for ELM and UWM model results and
MEASUNEd JaLaL. .. ... ettt e e e e e e 58

RMS errors of low pass filtered salinities computed between 1m
observations and model ELM and UWM results.................c.cee... 62
Low pass filtered temperatures for ELM and UWM model results

and measured data. .. .......oovoeie it 64

Xi



Figure 2.23

Figure 2.24

Figure 2.25

Figure 2.26

Figure 2.27

Figure 3.1
Figure 3.2

Figure 3.3

Figure 3.4

Figure 3.5

Figure 3.6

Figure 3.7
Figure 3.8

Figure 3.9

Figure 3.10

RMS errors of low pass filtered temperatures computed between
observations and model ELM and UWM results......................... 69
Low pass filtered u velocity components for ELM and UWM model
resultsand measured data.............ccooevi i i, T
Low pass filtered v velocity components for ELM and UWM model
resultsand measured data.............cocoovveiiiiii i, (4

Mean vectors of velocity for ELM and UWM model results and

MEASUNEd aLaL. .. ... et e e e e e e e 78
Principal ellipses of low-pass filtered velocities for measured data,

ELM and UWM model results..........coovviiiiiiiiiii i e 81
Model horizontal grid domain............cceieiiiiiiiii e 112
Nudging factors used to enforce baroclinic open ocean boundary
conditions for the Fraser Region smulations......................c.cee.. 113
Mean sea level values interpolated from NCOM results to the Fraser
Region numerical grid for the first day of each simulated week........ 114
Model inputs as mean climatological flow for the Fraser River at

Hope, BC (1912-2003) are shown with preliminary measured values

for 2005 and percentiles of historical flow...........cccoccvevvievicceieee, 115
The approximate path of the Tsawwassen-Duke Point (central) BC

Ferry isshown in theinset. Wind buoy locations used for wind and
velocity comparisons are shown. Tide gauge locations used for
comparisons are shown with the letter designation corresponding to

their order of comparison with model results...................ccooeni 115
Mean vectors of modeled and observed winds for the offshore and

Fraser Region for the MM5, ETA, NARR, and observed winds....... 117
Principal elipses of the observed, NARR, ETA, and MM5 winds..... 119
Comparison of u component of wind stress for measurements and

the weather models MM5, ETA, and NARR at buoy locations......... 123
Comparison of v component of wind stress for measurements and

the weather models MM5, ETA, and NARR at buoy locations......... 124
RMS errors of water elevations shown at tide gauge locations......... 126

Xii



Figure 3.11

Figure 3.12

Figure 3.13

Figure 3.14

Figure 3.15

Figure 3.16

Figure 3.17

Figure 3.18

Figure 3.19

Figure 3.20

MM5 ELM and measured zero mean water elevations for tide gauge
[OCALIONS. .. .. e et e e e e, 127
Differences in water elevations for the MM5 ELM for the tide gauge

00 0] PP 24
RMS errors of synthesized water el evations after harmonic analysis

using inference for the P1, K2, and NU2 constituents in the observed

time series and fitting only the model ed constituents for the modeled

time series shown at respective tide gauge location...................... 132
MMS5 ELM and measured zero mean water elevations after

harmonic analysis using inference for the P1, K2, and NU2

constituents in the observed time series and fitting only the modeled
constituents for the modeled time series for the tide gauge locations.. 133
Differences in water elevations after harmonic analysis using

inference for the P1, K2, and NU2 constituents in the observed time

series and fitting only the modeled constituents for the modeled time
seriesfor the MM5 ELM at the tide gauge

0707 1o PP I 151
Horizontal grid used for the barotropic simulation....................... 137
Differences in the complex plane between the harmonic constituents

of Foreman et al. 1995 and Foreman et al. 2000 along each of the 5

tidal grid boundaries of Foremanetal. 1995.............................. 138
Zero mean water elevation at Victoria Harbour for the BEXP1 and

BEXP2 barotropic, and MM5 ELM baroclinic simulations and

ODSEIVALIONS. . . oo e e e e 139
Differencesin water elevation for the BEXP1 and BEXP2
barotropic, and MM5 ELM baroclinic simulations....................... 139

Zero mean water elevation after harmonic analysis using inference
for the P1, K2, and NU2 constituents in the observed time series and
fitting only the modeled constituents for the modeled time series at
Victoria Harbour for the BEXP1 and BEXP2 barotropic, and the

MM5 ELM baroclinic simulations and observations..................... 140

Xiii



Figure 3.21

Figure 3.22

Figure 3.23

Figure 3.24

Figure 3.25

Figure 3.26

Figure 3.27

Figure 3.28

Figure 3.29
Figure 3.30

FigureA.1

Differences in water elevation after harmonic analysis asin Figure

3.20 for the modeled time series for the BEXP1 and BEXP2

barotropic, and the MM5 ELM baroclinic simulations.................. 140
Surface salinity contours for the final time step for each of the 6

MOdEl EXPENMENES. ...t e e 141
Observed and MM5 wind stress at the Central Strait of Georgiawind

buoy 46146 and daily averaged modeled and measured salinities

collected by the central Strait of Georgia BC Ferry for each of the

o 0= 1171 P I v24
Plume volumes computed using the 22, 24, and 26, 28, and 30 psu

salinity contours for each of the experiments. The y-axisscaleis

adjusted for comparing the wind variations of the ELM experiments. 143
Plume volumes computed using the 22, 24, and 26, 28, and 30 psu

salinity contours for each of the experiments. Y-axisscaleis

adjusted for comparing the wind variations of the UMM

EXPEITMENES. ...t e e e e e e e e e e e 144
Plume thickness computed using the 22, 24, and 26, 28, and 30 psu

salinity contours for each of the experiments. The y-axisscaleis

adjusted for comparing the wind variations of the ELM experiments. 145
Plume thickness computed using the 22, 24, and 26, 28, and 30 psu

salinity contours for each of the experiments. Y-axisscaleis

adjusted for comparing the wind variations of the UWM

EXPEITMENES. ... e ettt et et ee e e e eiee e neneene 146
Observed and MM5 wind stress at the Central Strait of Georgiawind

buoy 46146 and depth profiles of daily averaged modeled salinity
contours at the buoy location 46146.............ccceveieiie e i, 147
Mean vectors of surface currents for each of the experiments.......... 150
Principal axes of surface currents for each experiment at buoy

0707 1o PP o1
The phase and amplitude for a single harmonic constituent for two

separate results plotted as phasorsin the complex plane................ 159

Xiv



Figure A.2 Time series of the u and v vector components of observed and
NARR modeled winds for buoy 46010................cooviiiiiiinnnn.n. 161
Figure A.3  Observed and NARR modeled u and v vector components and the

respective principal axes shown asvariance dlipses..........ccccceceeeee.. 162

XV



ABSTRACT

Numerical Smulationsof Large River Plumesin the Pacific Northwest
Ryan Wesley Kilgren, B.S.

M.S., OGI School of Science & Engineering
at Oregon Health & Science University
October 2006

Supervising Professor: Dr. Antonio M. Baptista

Estuarine and coastal waters present complex physical systems, which support
unique habitats, areas of high population density and growth, and large economic sectors
(e.g. shipping, fishing, and tourism). Understanding the physical nature of these systems,
including the circulation and transport, is necessary to guide management decisions
which balance habitat, economic development, and urbanization. Numerical models
present a means to simulate these systems under a wide array of realistic scenarios in an
effort to fill knowledge gaps that may be cost prohibitive or impossible to fill via
observations alone. Therefore, it isimportant that decisions inherent to model operation
and the resulting outcome be properly assessed to ensure that the highest quality model
results are available for managing agencies.

This thesis presents modeling studies of two large river plume systemsin the
Pacific Northwest and southern British Columbia: the Columbia River and the Fraser
River. Choices of the algorithm used to solve for the advection of salt and hest are
investigated for each of these systems, while the choice of wind forcing isincluded for
the Fraser River experiments. Assessment of the results for each experiment is provided

in the context of retrospective observations. The modeling framework of a coastal

XVi



margin observatory, CORIE [1, 5, and 6], developed with the study of the Columbia
River in mind and the most current code, SELFE [7], used within this framework are
utilized in these experiments and adapted from the Columbia River application to that of
the Fraser River. Within SELFE, solution of the transport equations with an Upwind
Method (UWM) is clearly shown to produce better plume salinities than an equivalent
solution with an Eulerian-Lagrangian Method (ELM).
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CHAPTER 1
INTRODUCTION

1.1 Context

Numerical models may be applied to estuaries, river plumes, and near coastal
waters to better understand transport and circulation processes. Environmental
observation and forecasting systems [1] present a framework for using numerical models
in the context of measured data (e.g. the Gulf of Maine Ocean Observing System or
GoMOOS [2, 3], the Mediterranean Forecasting System: Toward Environmental
Predictions or MFSTEP [4], and a coastal margin observatory for the Columbia River or
CORIE [1, 5, 6]). However, an environmental observation and forecasting system is not
necessary for using numerical models to simulate these waters. Ultimately, the improved
understanding gained by use of models and observations may be used to direct
management and policy decisions regarding the future use of river and coastal water
bodies. For these purposes, it is critical that the influence of model inputs and solution

methods are carefully evaluated to ensure a meaningful result.

1.2 Objective

Finely tuned models are able to produce representations of circulation features
being studied. The objective of thisthesisisto better understand model decisions

through the influence each choice has on the model results. The choice of the advection

1



algorithm isinvestigated for modeling the Columbia River and Fraser River plumes.
Additionally, the choice of wind input is tested for simulating the Fraser River plume. In
both cases, the new hydrodynamic model SELFE [7] is used and comparisons are made
with observed data and between each experiment variation. An increased knowledge of
the influence of these modeling decisions on the model results will provide a method to
improve the simulation of these river-plume systems.

1.3 Background

Estuarine and coastal waters have physical, biological, and economic resources
that are unique to each particular area. Physical processes associated with these waters
lead to conditions that are utilized by various trophic levels. The increased tidal ranges of
most estuaries alow for pumping of saltier water in and fresher water out; causing a
constant mixing and alteration of environmental conditions. During tidal ebbs, large tidal
flats can be exposed, while shallower waters are more easily warmed. River inputs
provide not only a source of freshwater, but also nutrients and sediments. Nutrients are
used by lower trophic level organisms, while turbidity from sediment in the water column
creates shelter from predators.

These waters are a rich economic resource for avariety of activities, including
both commercia (e.g. shipping, fishing, municipal and industrial outfall, and real estate
development) and recreational (e.g. boating and swimming). Over 50% (153 million
persons) of the US population livesin areas near coastal waters, which comprise only
17% of total US |land area, and an increase of 7 million is estimated by 2008 [8]. This
high population density stems from the vast availability of economic opportunitiesin
these areas. Among US states, California and Washington have experienced the first and
fourth highest population growth, respectively, from 1980-2003, indicating the large
amount of growth along the west coast. Projected growth for the US west coast,
including Alaska and Hawali, is large, with a population increase of 2.2 million predicted
by 2008 [8].



A proper balance between economic and environmental resources isimperative
for sustaining viability of estuarine and coastal waters. Managing agencies require an
ever-increasing level of scientific understanding of the transport and circulation within
these watersin order to assist in the decisions affecting the development of this balance.
It isin that spirit that a coastal margin observatory and forecasting system for the
Columbia River (CORIE [1]), was developed and continues to operate.

The CORIE framework combines observation and modeling systemsin an effort
to increase the ability to predict the physical properties of the Columbia River, its estuary
and freshwater plume, and nearby coastal waters. Observations are made continuously
with a network of instruments at several fixed locations within the Columbia River
estuary and at two additional moorings located offshore and to the south of theriver's
mouth. The variables measured include salinity, temperature, velocity and elevation.
These measurements are provided publicly through the CORIE websitein area time
fashion, aswell asin areanaysis mode which includes quality assessments. The other
common method for measuring these parameters (except for water elevations) is by
scientific cruises. Cruises, by nature, are limited by financia resources and both ship and
crew availability. Therefore, cruises generally utilize only afew vessels operating for a
short time period, usually from April-October. Cruisestypically capture point, profile,
and flow-through measurements at locations which are either fixed or quasi-random in
their selection. While the data collected using this method is valuable, it inhibits the
ability to understand these physical parameters for the whole domain and for time periods
outside of the sampling periods. The CORIE sampling strategy presents a meansto
monitor conditions and changes in conditions of the Columbia River beyond the usual
gpatial and temporal constraints of cruises.

Scarcity of observations provides motivation for the use of models to understand
the system for the less sampled locations and time periods. The modeling half of the
CORIE framework is designed to meet these needs. It isdriven by the numerical codes
ELCIRC [5, 9] and, more recently, SELFE [7]. These codes were developed for
simulating estuarine, plume, and coastal processes, which occur over scales varying from
less than 1 meter to several kilometers. Each of these codesis used to generate daily

forecasts for the Columbia River estuary/plume and also to create databases of longer



term historical simulations (1999-2005). The retrospective databases rely on numerous
calibration experiments to adjust the many model parameters, such as bottom drag
coefficients and surface mixing lengths.

In the modeling process [10], the preliminary application of amodel to agiven
problem is followed by calibration and subsequent confirmation or validation. The work
presented in thisthesisis comprised of two experiments. The first presents afurther
calibration of two recent CORIE databases with data collected during the most extensive
winter field survey of the Columbia River plume[11]. The second experiment extends
the CORIE modeling framework to the Fraser River as the preliminary application of the
modeling process. The Fraser River isthe second largest estuarine system in the Pacific
Northwest and southern British Columbia. The SELFE code is used for both
experiments, and in both cases the use of two different advection algorithms for the
transport of salt and heat, Eulerian-Lagrangian (Section 1.4.2) and Upwind (Section
1.4.3), isinvestigated. Additionally, the Fraser River experiment investigates the choice
of wind forcing (Section 1.5) on the influence of the Fraser River plume, using three
different weather models for wind inputs and a reference case without wind.

The Columbia River and the Fraser River systems, are linked through seasonal
interactions of their buoyant plumes with the coastal waters near the entrance to Juan de
Fuca Strait [12-14]. Recent studies[15-17] suggest that this interaction may occur at
higher frequencies than the seasonal perspective indicates. Both are large sources of
freshwater, nutrients, and sediment to the Pacific Northwest and southern British
Columbia coastal waters, draining watersheds of 673,000km? for the Columbia River and
230,000km? for the Fraser River (Figure 1.1, p. 12). Theregional economy depends
heavily on these systems, which directly affect the commercial shipping and fishing of
Oregon, Washington, and British Columbia.



1.4 Numerical modd

1.4.1 General model description

The SELFE model [7] solves forms of the continuity equation (equation 1.1), free
surface equation (equation 1.2), Navier Stokes equations (equation 1.3), transport
equations for salinity (equation 1.4) and temperature (equation 1.5), and turbulence
closure, for the free surface elevation (), velocity (u, v, w), salinity (S) and temperature
(T) fields within the defined spatial/temporal domain. Turbulence closureis used to
compute viscosities within the Navier Stokes equations and diffusivities within the
transport equations. The conservation of momentum (equation 1.3) includes the
advection and diffusion of momentum and the additional terms (f) are each identified by
the letters (a-€) on the lower brace, for the Coriolis (a), potential acceleration of the free
surface (b), tidal potential (c), atmospheric pressure (d), and density differences, or
baroclinic differences (e).

ow

V-U+E=O (1.1
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a—77+V- [ udz=0 (12
ot
-h
Du_vy. 9 (,,9u
U _y (,uVu)+aZ(v aZ)+f
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d e
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DT _9( 0T, Q
Dt _GZ(K 8zj+pocp+|:h (9

The spatial domain is discretized in an unstructured fashion, using trianglesin the
horizontal direction, allowing for simulation of processes at varying scales and focus of

higher grid resolution within regions of interest. Also, unstructured triangles conform



better to complex boundaries than structured grids. The vertical domain uses a mixed
coordinate system of both S-coordinates and Z-coordinates. S-coordinates are terrain
following [18] and provide a method to more accurately represent processes occurring in
the surface and bottom layers of the water column. Z-coordinates are assigned at level
surface depths and offer a means to provide consistent resolution of the water column
over regions of rapidly changing bathymetry. In atypical application of SELFE for
simulating ariver plume, it is suggested by [7] that S-coordinates be used for depths most
influenced by the plume. It should be noted that this hybrid vertical grid system is used
to designate the level depths, but that the governing equations are solved at these depths

in untransformed Z-space.

1.4.2 Eulerian-Lagrangian transport algorithm

Initial versions of SELFE employ an Eulerian-Lagrangian method (ELM) to find
solutions for the transport of salt (Equation 1.4) and heat (Equation 1.5). Eulerian
methods evaluate temporal derivatives of fluid flows at fixed spatial locations (=), while

L agrangian methods eval uate these derivatives along trgjectory paths (u s +v2 + w52 ).

X
Eulerian-Lagrangian Methods (ELM) incorporate both of these techniques to deal with

i i i DC _ oC aC aC aC
the material derivative (3¢ = 5 + U5+ v+ w5 ) [19].

Within SELFE, ELM isimplemented numerically by accounting for advection of
salt or heat within the material derivative, similar to the application of [9]. Beginning at

n+l

the grid node location at which variables are being evaluated (x,y,z) ", the position of the

foot of the characteristic line (x,y,2)" is solved for by backwards tracking (from time step
t™ to t") using the method of characteristics as either amulti-step Euler or a5™ order
Runge-Kutta method (Figure 1.2a, p. 13). Along the characteristic lines the values of
salinity and temperature do not vary (velocities do vary along characteristic lines). The
multi-step Euler tracking is used in the experiments performed for this thesis, which is

related to single-step Euler (as below) using smaller time steps.



Xn — Xn+l _ un+lAt
yn — yn+1 _ Vn+1At
Zn — Zn+l _ V\leAt

After backtracking, the element within which the foot of the characteristic lineislocated
is split into four sub-elements (Figure 1.2b, p. 13). The vertices of the sub-element
within which the foot lies are used to interpol ate the variable of interest to the position of
the foot (Figure 1.2b, p. 13). Interpolation may be performed using either alinear or a
guadratic method. For the experiments comprising thisthesis, quadratic interpolation is
used within river and estuarine regions, while linear interpolation is used el sewhere.
Finally, the value found for the foot of the characteristic lineis placed within the total
derivative as the value for the prior time step (t"), for the nodal location being evaluated
(Figure 1.2c, p. 13), as

DS _ Sn+1_Sn

Dt At
Also, it isimportant to note that within the ELM SELFE version the heat exchange
module is inactive due to the non-conservative nature of the algorithm for the treatment
of mass[20]. Therefore, model temperatures are not affected by inputs from solar

radiation (Q), but are treated as a passive tracer similar to salt.

1.4.3 Upwind transport algorithm

Recent versions of SELFE allow for afinite volume upwind method (UWM), as
an alternative to the EL M, for the treatment of the advection terms of the transport
equations for salt (equation 1.4) and heat (equation 1.5). The upwind schemeis a hon-
centered approach for solving the advective term and is generally considered better than a
centered approach, since it removes the numerical dispersion associated with centered
space methods and more appropriatel y represents the physical nature of advection [21].

The drawback of UWM isitsinherent numerical diffusion, which tends to smear out

gradients[20]. Essentially, the direction of the normal (n) velocity (u, ) at each faceis

used to determine the locations of values (of salt and heat) to use in the computation of
gpatia derivatives.
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In SELFE, this scheme isimplemented by using a finite volume method advecting

heat and salinity into and out of each face of a control volume [20]. Since the horizontal
grid is composed of triangles, the control volumes (V;, ) are prisms (Figure 1.3aand
indexed as i, p. 13) with three facesin the horizontal direction (Figure 1.3b with areas

I5j,k, p. 13) and two in the vertical direction (Figure 1.3c with areas é,k , p- 13). Values

of salinity (S), temperature (T ), and addition of heat from solar radiation (Q) are

defined at the center of each prism (Figure 1.3a, p. 13). The normal velocity at each face
is used to compute the advective flux into or out of the prism, depending on the direction
of the normal velocity. The value advected is taken from the upwind prism. This method

iswritten as (for advection of salinity)

3
Srj’»l_sn? ~ n+1 _ ~ _ ~
%ts :V,nk At -+ Z(F)Jk (un )j,k SJ'T ) + l:'k ) Dk3<n:+ls,k - l;jk—l : Dk—lS(nq—-;}S,k—li
=1

where the superscript m designates a sub-time index with spacingAt”. The sub-time
interval is determined to ensure that multiple prism faces are not crossed during the
specified amount of time (Courant number restriction). This method reduces to the
continuity equation (equation 1.1) when salinity is held constant or for temperature when
temperature is held constant and the flux of solar radiation is set to zero [20]. The heat

exchange module within SELFE is used in the UWM version and inputs from solar

radiation (Q) are evaluated in the control volume,

1.5 Wind datasets

Weather model datasets present a method to apply spatially and temporally
varying wind and solar radiation values as surface boundary conditions to hydrodynamic
models. This serves as an alternative to imposing seasona winds or interpolated winds
from buoy or shore based measurement locations. The CORIE project systematically
archives several different wind datasets, including the three used for the experiments
presented in thisthesis. Datasets archived include the forecast data from the Mesoscale
Model 5 (MMS5) run at the University of Washington and the National Weather Service
ETA-12 (ETA), and the reanalysis data assimilated National Weather Service North



American Regional Reanalysis (NARR). These datasets offer varying spatial and
temporal resolutions (Table 1.1, p. 13), and subsequently varying levels of quality for the

Columbia River and Fraser River regions (Sections 2.4 and 3.4).

1.6 Thesisformat

The remainder of this comprises three chapters. The next two chapters present
methodology and results pertaining to the numerical experiments for the winter Columbia
River plume (Chapter 2) and the summer Fraser River plume (Chapter 3). Finally,
Chapter 4 presents a synthesis of these experiments as they relate to improving

simulations and knowledge of these two systems.
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Figure 1.1 The Fraser and Columbia River watersheds drain alarge portion of the

Pacific Northwest and southern British Columbia region.



13

(@) (b) (©)

\\\\ (xy, z)r ’?
O r

Figure 1.2 The Eulerian-Lagrangian Method within SELFE isillustrated by three
actions (a) backtracking of the characteristic line for the grid position being evaluated
from timet™* () to t" (+), (b) splitting of the element in which the foot of the
characteristic lineis located and interpolation from sub-element vertices (¢) to the
position of the foot (e), and (c) placing the value at the foot of the characteristic linein
the total derivative at the node being evaluated (o).

(@) (b)
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K

Figure 1.3 Thefinite volume Upwind Method within SELFE isillustrated with prisms
depicting (a) the definition of normal vectors (n, ), prismindices (i), centroid variable

definions (S, T, Q, U), and vertical level indicies (k and k—1), (b) horizontal prism
faces (P,,), and (c) vertical prism faces (S ).

Table 1.1 Resolution of the three wind datasets used in the experiments presented in this
thesis.

Resolution
Dataset Spatial (km) Temporal (h)
MM5 4 1
ETA 12 3

NARR 32 3



CHAPTER 2

INFLUENCE OF TRANSPORT ALGORITHMSON THE
SIMULATION OF THE COLUMBIA RIVER PLUME
DURING THE EARLY WINTER OF 1990-1991

2.1 Abstract

Hindcast simulations are performed using calibrations from two coastal margin
observatory for the Columbia River (CORIE [1-3]) databases (DB13 and DB14) to assess
the abilities of an Eulerian-Lagrangian Method (ELM, Section 1.4.2) and an Upwind
Method (UWM, Section 1.4.3) to advect salt and heat with the hydrodynamic model
SELFE [4] to reproduce awinter Columbia River plume. Evauation of the model
salinities, temperatures, and velocities is performed using observed data from an
extensive field survey [5], while water elevations are compared with measured tides four

tide gauge locations.

The UWM produces smaller and less fresh plumes than the ELM, and better
represents the low passed salinities, temperatures, and velocity directions than ELM
when compared with the observations. Use of the different advection algorithms has
little influence on elevations, and elevations are represented similar to that of the longer
term DB13 and DB14 time series. Magnitudes of low passed modeled velocities are
generally weaker than those measured. Adjustment of the surface mixing length may
help to improve the transfer of momentum from winds to the water surface [6].

An assessment of the wind inputs from the National Weather Service (NWS)
North American Regional Reanalysis model (NARR) is also performed using

14
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measurements from wind buoys. Generally, NARR represents the observed wind field
mean speeds and directions and variance well. However, comparisons of NARR nearest
the mouth of the Columbia River, at buoy 46010, have the larger average biasin mean
direction and the direction of maximum variance than the average of all locations.

2.2 Introduction

The Columbia River isthe largest source of freshwater on the west coast of North
America, supplying an average annual freshwater discharge of 2.28 x 10"'m®[7] from a
watershed covering 6.73 x 10°km?. The transport of this freshwater and the associated
suspended organic/inorganic matter is important for the natural resources of the estuary
and plume and also for commercial activities not limited to fishing, power generation,
and ship navigation. To increase the scientific understanding of this system and help
guide decisions impacting the management of the combined natural and economic
resources, the Columbia River estuary and plume has been the setting of numerous
physical oceanographic and modeling studies.

The breadth of topics investigated includes the variability in seasonal plume
location using field or satellite measurements, or modeled results [8-12], salinity
transport modeling within estuarine channels [13], extensive field observations of the
plume and estuary [1, 5], and multiyear database model simulations including the
estuary/plume and offshore regions of Washington and Oregon as part of the pilot
environmental observation and forecasting system, a coastal margin observatory for the
Columbia River (CORIE [1-3]). A greater understanding of the seasonal position of the
plume has been accomplished through several historical and more recent studies. The
historical accounts of [8] provide the basic seasonal patterns of a northward downwelling
positioned plume and a south-southwestward upwelling positioned plume during
summer. Recent studies conclude that this understanding is overly simplistic and
inadequately describes the highly dynamic plume for the Columbia River. The plume
position isinfluenced by forcings which vary at higher frequencies than seasonally,

including the California Current, river discharge, and wind stress events.
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The most comprehensive field survey for the Columbia River plume during the
winter was performed from October 8, 1990-February 26, 1991 [5]. Twenty-two
moorings, supporting 58 instruments, measured salinities, temperatures, velocities and
elevations inside and near the plume, extending approximately 100km in the north-south
direction and 50km off shore of the mouth. This study offers the most extensive spatial
and temporal coverage of the Columbia River plume during the winter performed to date.
It is particularly unique, as most previous and ongoing measurements within the
Columbia River plume are typically performed in the summertime.

The CORIE modeling system has focused on providing high quality hindcast and
forecast model products for the Columbia River, including its estuary and coastal plume.
Within the context of this modeling framework several multiyear databases have been
constructed, which utilize both improvements in hydrodynamic codes and representations
of the model domain using realistic bathymetries and coastline geometries and smaller
subsets of the greater region. In the current study, two recent database calibrations,
which both make use of the SEL FE model’s [4] ability to ssimulate 3D baroclinic
circulation, are assessed for their ability to reproduce the measurements of [5]. The
databases are given numeric names with Database 1 (DB1) as the first database
simulation and Database 16 (DB16) as the most recent database. Further description of
the databases, including the model domain extents, numerical codes, calibration
parameters, and time periods simulated within each database are available on the CORIE
website at http://www.cca mr.ogi.edu/CORIE/hindcasts/versionhel p.html. Calibrations
used for this thesis are from Database 13 (DB13) and Database 14 (DB14). Both of these
databases use SEL FE, with DB13 using the Eulerian-Lagrangian Method (ELM, Section
1.4.2) and DB14 the Upwind Method (UWM, Section 1.4.3) to solve for the advection of
salinity and heat. These two databases present simulations of the Columbia River domain
spanning six years (1999-2005).

Following this introduction there are four remaining sections of this chapter.
Section 2.3 focuses on the methodology used for the setup of each numerical experiment
and the dataset used for model evaluation. Section 2.4 analyzes the model input wind
fields, using comparisons of winds measured at buoys during the model ed time period.

Section 2.5 presents the results of the two numerical experiments, including comparisons
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with measured values of salinity, temperature, velocity, and tidal elevation. Finaly, a
discussion (2.6) of the results in context of the ability of each transport algorithm to

represent the Columbia River plume for the period of study.

2.3 Methods

Two experiments are performed using the hydrodynamic model SELFE to
evaluate differences between the two transport algorithms, the ELM and the UWM, with
respect to generating a freshwater plume for the Columbia River during the winter of
1990. Specifically, the time period chosen for the study corresponds to the availability of
observed field data for the Columbia River plume as part of the study by [5]. Each
experiment isinitialized on September 10, 1990 using readlistic inputs and run for a
duration of 63 days ending on November 12, 1990. Storage requirements for one week
of simulation are about 17gigabytes, or over 300gigabytes for the entire time series of
both ELM and UWM experiments. This places alogistical constraint on the ability to

both create and store long term simulations using the setup described below.

2.3.1 Model domain

The numerical grid domain (Figure 2.1, p. 37) includes the Columbia River
estuary west of Beaver Army Termina and extends along the coastline of northern
Californiato southern central Vancouver Island, reaching over 300km offshore. A
representative volume is included in the grid for the Strait of Juan de Fuca, Puget Sound
and the Strait of Georgiato eliminate tidal reflections apparent in previous CORIE model
studies which omitted this volume. This grid domain is consistent with that used for the
calibrations of the DB13 and DB14 [2].

The horizontal grid is comprised of 20,736 horizontal nodes forming 39,133
unstructured triangular elements. The unstructured triangles allow the domain to span
across varying horizontal resolutions, including spacing less than 100m within the estuary
to more than 15km near the open ocean boundary to the west (Figure 2.1, p. 37). Length

scales of processes of interest, namely those involved with the development, movement,
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and mixing of the freshwater plume associated with discharge from the Columbia River
gpan these same scales. For example, gradients of salinity can be high within the estuary
and plume at up to 1psu/m [5], while offshore tidal water elevations vary over larger
gpatial distances.

Interpolation of realistic (unsmoothed) bathymetries provides the nodal depths for
the numerical grid. Bathymetries within the Columbia River estuary are a combination of
recent US Army Corps of Engineers (USACE) bank to bank and channel surveys|[14],
National Elevation Dataset [15], and historical CORIE composite bathymetries[16]. The
coastal and offshore bathymetries are interpolated from mixtures of ETOPO2 [17] and
the Coastal Relief Models[18]. Offshore bathymetries near the mouth of the Columbia
River are adso interpolated from USACE surveys.

The vertical grid isdiscretized in ahybrid manner, using a combination of terrain
following S coordinates in the upper levels and fixed depth Z coordinates at the lower
levelsand is consistent with DB13 and DB14. This hybrid grid method provides the
ability to more accurately simulate the bottom and surface processes, such as those
associated with river plume systems, across varying depth scales — from shallow
estuarine, to the inner—mid shelf, and deepest offshore waters[4]. A total of 54 vertical
levelsare used. The upper 37 of these levels are S levels while the remaining 17 are Z
levels, with the transition between S and Z coordinates occurring at 100m depth below
the free surface.

2.3.2 Forcings

2.3.2.1 Initial and nudging salinities and temperatures

Typicaly the CORIE database simulations utilize salinity and temperature values
from the Naval Research Laboratory’s (NRL) Navy Coastal Ocean Model (NCOM [19,
20]). NCOM has been run by NRL as a data assimilated global ocean forecast model
since August 2000 [19] and it is used to provide initial ocean conditions and provide
periodic nudging (equation 2.1) of model solutions away from the mouth of the Columbia

River (Figure 2.2, p. 38). However, since the time period of the current study is prior to
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the availability of NCOM forecast data, climatological salinity [21] and temperature [22]
values are interpolated to nodal grid locations for initial and nudging conditions. These
values are defined on a 1° horizontal grid, which includes coarse coverage of the
Columbia River estuary. Salinity and temperature values within the estuary are
initialized using alinear transition from climatology to river conditions between the
mouth of the Columbia River and Astoria Tongue Point. Nudging is performed using a
vertically constant but horizontally varying nudging factor (« , [2]), providing a method
to maintain ambient ocean conditions outside of the primary region of interest.

The nudging factors vary from O inside of the Columbia River estuary and near
plume region to approximately 5x10™ along the open ocean boundary. In regions where
the nudging factor is greater than 0, the weighted average of the nudging value (S°) and
the model variable (S") isthe final output (S’) at each time step (equation 2.1 asin [2,
23]). For the nudging value of 5x10, the equivalent relaxation period (r ) is
approximately 2 simulated days (2* 86400s) using the model time step (At) of 90s.
Nudging factors are defined by equation 2.2 asin [23].

S(xy,2)=(1-a)S"(xy,2)+eS¢(xy,2) (21)

At (22)
r

o=

Different nudging factors are used for each of the two experiments. The ELM
experiment nudging factors use aradial decreasing factor (Figure 2.2b, p. 38). The
UWM application issimilar to the ELM, except to the north of the Columbia River
mouth, where the lower nudging factors are extended (Figure 2.2a, p. 38). The purpose
for these differencesisto highlight the ability of UWM SELFE to maintain a
conservative representation of the plume to the north along the Washington coast (the
seasonal location of the Columbia River plume; e.g. [8]) without the nudging factor being
imposed for maintenance of these ambient conditions. Section 2.5 will show that the
UWM is capable of maintaining plume size more appropriatel y without the aid of
nudging factors to correct the ambient conditions due to overly large plumes. However,
the nudging factors are applied well outside of the region observed by [5] and does not

impact any of the quantitative comparisons presented here.
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2.3.2.2 Tidal boundary conditions

Interpolated harmonics for eight tidal constituents, including the semi-diurnal
components M2, S2, N2, K2 and the diurnal components O1, Q1, K1, P1, are used to
impose tidal boundary elevations and are taken from [24]. These conditions are specified
for the open ocean boundary nodes, along the western and southern edges of the model
domain, and the boundary nodes along the northern Strait of Georgia. A mean sealevel
(Z0) forcing isimposed for the DB13 and DB14 long term simulations and is derived
from NCOM. The mean sealevel vaue (Z0) represents Since the time period of the
current study predates NCOM forecasts a Z0 value is not provided as a model forcing.

2.3.2.3 Estuarineriver inputs

Using model estimated discharge for the Columbia River and Willamette River, a
time history of tidally varying freshwater discharge representing the contributions from
these two riversis computed using a 2D barotropic ELCIRC [25] simulation and supplied
for the SELFE model near Beaver Army Terminal (Figure 2.3, p. 39). The discharges for
the barotropic simulation are taken from measurements for the Columbia River, from the
US Geologica Survey gauge (USGS 14128870), and estimated for the Willamette River,
as measurements are not available for this time period. Additionally, measured daily
discharge from the Environment Canada gauge (08M F005) at Hope, BC provides a
representative input for the Fraser River. Water temperatures for each of the combined
Columbia River/Willamette River inputs are supplied from daily measured temperatures
from the Columbia River; while those for the Fraser River are derived from the nearest
climatological vaues[22].

2.3.2.4 Atmospheric conditions

Thetime period of the field study is alimiting factor for the availability of
atmospheric weather model data that can be used for inputs into the SELFE simulations.
Although internal archivesinclude data from 8 weather model products for atmospheric
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properties, only two of these sources provide data within the time period of this study.
These two sources are the National Weather Service (NWS) North American Regional
Reanalysis model (NARR) and the NWS Global Reanalysis (NNRP). Asreanalysis
products, observations are assimilated into NARR and NNRP model outputs. NARR isa
more suitable choice, than NNRP, with an approximate resolution of 32km spatially and
3h temporally, compared with the NNRP at approximately 1.875° spatial and 6h temporal
resolution. The heat exchange module is inactive for the ELM version of SELFE, but
active for the UWM version.

2.3.3 Observations

A total of 58 instruments on 22 moorings were installed, as part of the field study
conducted by [5], along depth contours of approximately 30m, 55m, and 90m during the
winter 1990-1991 (Figure 2.4, p. 39). Theinstrument array was designed to capture the
wintertime Columbia River plume variability in the inner shelf (30m), shallow mid shelf
(55m) and deeper mid shelf (90m) regions, by measuring of salinities, temperatures,
velocities, water level pressures, and surface winds. Drifters, CTD casts, and satellite
imagery were also collected to help in the study of the wintertime plume variability;
however this datais not used for comparisons with thiswork asit was not included in the
supplied dataset.

Three character names were assigned by [5] to each of the moorings for unique
identification and this definition scheme is repeated here for clarity. Thefirst character
indicates geographic location of each mooring (Figure 2.5, p. 40): “EN” and “ES’ for
inside the estuary either on the north or south, “N” for north of the mouth, “S’ for south
of the mouth, “O” for Oregon, “K” and “B” for Klipsan and Long Beach respectively,
and “W” for Willapa. For moorings other than those inside the estuary the second
character identifies the approximate depth given by a“1” for 10 fathoms, a“3” for 30
fathoms, and a“5” for 50 fathoms, which correspond approximately with the 30m, 55m,
and 90m isobaths. The third and final character designates whether the mooring is
supported by a surface or a subsurface float, using the designation of “S” or “A”

respectively.
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Thetime period of data availability varies across each mooring location (Figure
2.4, p. 39). For the comparison with the model results of the current study, data quality is
of aconcern. Aswith any long term oceanographic field installations, each instrument is
subject to degradation of signal strength and reliability due to stresses from
environmental conditions and also those from commercial ship operations[5]. Metadata
indicated that degradation occurred at several locations (e.g. ENA, K5A, S5A, and B1).
Therefore, only data collected during the initial weeks of the deployment was used for
model comparisons (Figure 2.4, p. 39), minimizing the use of data from instruments that
may have moved physically or experienced various problems. The secondary reason
supporting the chosen length of each experiment was computational expense, including
storage constraints as previously discussed.

M etadata supplied with the dataset includes several suggested adjustments for
temperatures. These adjustments were used during the computation of salinities by [5]
and are applied for the comparisons presented in this study. However, it is noted that for
at least one location, W1S, the suggested reduction in temperature of 1.2°C may be too
large. Observations of 1m temperatures are compared for mooring locations within the
estuary and the inner shelf north of the plume and from five casts[26] located within
Willapa Bay and Grays Harbor (Figure 2.6-7, p. 41). For the casts, the deepest measured
valueis plotted. Additional cast data during this time period is not available from [26].
The measured and model ed temperatures are generally warmer than those of W1S using
the suggested reduction (Figure 2.7, p. 41). These instruments lie in the path of the
northward downwelling freshwater plume from the Columbia River; and correlations
between the daily and longer term fluctuations between temperatures within the estuary
and those in the plume are evident.

Data collected from the moored array presents evidence of the Columbia River
plume’ s response to strong wind forcings associated with 2-10 day storm events and that
the plume contains steep gradients of salinity in the vertical direction (up to 1psu/m) [5].
And, the plumeis generally confined to within 10m or 20m from the surface depending

on whether the plume is separated or attached to the north [5].
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2.3.4 Performance metrics

Low-pass filtered model salinities, temperatures, and velocities are eval uated
against low-pass filtered data observed by [5] (Figure 2.5b, 40). Low-passfilteringis
performed using the pl64.m [27] Matlab code, which removes tidal and higher frequency
oscillations from the time series by averaging the neighboring 64 points on either side of
each point in the hourly time series using constant weights (Figure 2.8, p. 42). Tidal and
higher frequency fluctuations can obscure fluctuations due to wind events [28]. The half
amplitude of thisfilter is 33hours, thus fluctuations occurring at higher frequencies than
this are reduced in amplitude by more than 50% (Figure 2.9, p. 42). The reductionsin
amplitude for the frequencies of the leading 8 tidal harmonics, when using thisfilter, are
shown in Table 2.1 (p. 43). The filter metrics provided above were computed using the
code available from [28].

Model elevations are compared with measurements at the National Oceanic and
Atmospheric Administration’s (NOAA) Center for Operational Oceanographic Products
and Services (CO-OPS) tidal gauge stations (Figure 2.5a, p. 40), including Neah Bay,
WA (9443090), Astoria Tongue Point, OR (9439040), South Beach, OR (9435380), and
Charleston, OR (9432780). Harmonic analysis[29] is used to evaluate the model
elevation results, at each of the tide gauge stations, with the eight constituents imposed at
the open ocean boundaries. The comparisons of elevations are performed against both
raw observations and also against synthesized observations after harmonic analysis.
Harmonic analysisis performed using inference for the observed time series of the P1,
K2, and NU2 constituents and P1 and K2 for the model time series. The observed
elevations are then synthesized using the same 8 harmonics as used in the model. These
two forms of analysisfor elevations alow for a determination of the model’ s ability to
represent the observed water elevations and to also understand how much error is due to
constituents not used in the model.

The first 28 days of both simulations occur prior to the beginning of the dataset
provided by [5], and are used as a ramp-up period to properly develop the Columbia
River plume asis consistent with previous CORIE database smulations [2]. Results
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from these initial weeks are shown in plots of time series of computed plume volume and

thickness using various salinity isopleths (Figures 2.18-19, p. 56-57).

2.4 Wind field analysis

Winds measured at buoy locations (locations shown on maps in Figure 2.10-11, p.
44-47), and operated by the NOAA’s National Data Buoy Center (NDBC) and
Environment Canada, are used to assess the quality of the NARR wind model for use as
atmospheric inputs to the hydrodynamic experiments. The three variables used for
evaluation of time series include mean values of speed and direction, principa axes, and
computed wind stress for several wind buoy locations within the northeastern Pacific
Ocean. Many of these buoys are outside of the numerical domain providing the reader
with abroader review of the NARR quality for this region.

The first and second of these variables (mean values of speed and direction, and
principal axes) are also utilized in arecent evaluation of weather model winds for use as
ocean model inputs[30]. Similar to the analysis performed by [30], the variables
describing the winds are compared using the metrics of magnitude ratios and directional
biases. Magnitude ratios allow for quick comparison of modeled to measured values,
with ratios approaching 1 indicating winds that are well represented. Directions for this
analysis are given with respect to which direction the winds are towardsto aid in the
interpretation of results in the context of water mass movements.

The analysis of [30] adjusts wind speeds measured at 5m height to 10m for
comparison with modeled results using the data of [31]; accordingly auniform
adjustment of 1.08 is applied. However, the anemometer heights were not publicly
available for the Environment Canada buoys, so for consistency in the analysis of winds
at each location no corrections have been applied for the height of the wind data. The
magnitudes of measured wind speed presented may be between 2-8% less than if the
corresponding correction from [31] had been applied.
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2.4.1 Time seriesmeans

Winds farther offshore than the model domain are predominately directed
northeastward during the time period studied; while those near the mouth of the
Columbia River are predominately directed northward (Table 2.2, p. 43; Figure 2.10, p.
44). Winds south of the Oregon/California border and near the northern California coast,
are directed southward. Generally, the NARR winds represent the mean observed wind
fields quite well with an average ratio of modeled to measured mean vector winds of 1.1,
an average ratio of modeled to measured mean scalar winds of 0.95, and an average bias
of mean direction for the model winds of 21° clockwise with respect to the mean
direction of the measured winds. The average bias between the measured and modeled
mean wind directions s slightly worse for near shore buoys located within 300 km of the
Columbia River mouth (46206, 46041, 46010, and 46040) than the average bias for all
buoys at 33.8° clockwise with respect to the mean direction of the measured winds.

2.4.2 Principal axes

Principal axes ([32]; Appendix A.2) of modeled and measured wind velocities are
computed to measure variance within each wind field in the major and minor directions
of variance and compare the ability of amodel to resolve the observed variance. The
principal axes values are typically shown as standard deviations for consistency in units
with velocity (m/s). The NARR weather model represents alarge amount of the variance
in the observed wind field from September 1 to November 12, 1990 for the locations used
for comparisons (Table 2.2, p. 43; Figure 2.11, p. 46). The average ratios of modeled to
measured major and minor principal axes are 0.89 and 0.91 respectively. The bias
between the modeled and measured principal direction shows that the NARR results are
directed an average of 15° counter-clockwise of the measured winds. However, the
direction of principal axesfor locations nearest the mouth of the Columbia River (46206,
46041, 46010, and 46040) is biased by an average of 71° counter-clockwise of the
observed major axes. Comparisons with buoys that are in the SELFE model domain

show similar results as the near shore locations outside of this region.
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2.4.3Wind stress

Observed and NARR winds are used to compute wind stress, using the method of
[33], at buoys located within the model domain (Figure 2.12, p. 48). These time series
plots reveal patterns similar to those of the mean and principal axes metrics, mainly, that
the NARR winds are representative of the direction reversals, although a bias exists
between the measured and modeled wind directions, and that the NARR winds are
weaker and show less variance than the observed. However, several strong wind events
associated with the summer to winter transition period storms are evident within both the
observed and NARR modeled time series. As an example, attention is given [5] to the
strong wind event during approximately October 25-28 which causes a northward
downwelling plume position. Increases in observed and modeled wind stress, for this
described event, are shown at buoy 46010 (Figure 2.12b, p. 48) near the mouth of the
ColumbiaRiver.

2.5 Resaults of the SEL FE experiments

Differences are seen in the results of the two experiments. The ELM simulations
produce larger fresher plumes while the UWM simulations produce plumes that are both
saltier and smaller than the ELM. Asaresult of these algorithm derived plume
differences, ELM and UWM model water velocities are different, particularly at locations
farther offshore (e.g. K5S and N5S). Sincethe ELM plumeis larger, it has agreater
baroclinic forcing on model velocities farther offshore than UWM. Generaly UWM
agrees more favorably with the observations of [5] than ELM. Similar to the results
presented by [5], the observed and modeled salinities, temperatures, and velocities have

been filtered to assess the subtidal variations, such as influence by wind events.
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2.5.1 Elevations

Model water elevation results are similar for both experiments, with the ELM
performing slightly better, indicating a need to further calibrate the drag coefficients for
the UWM, or DB14, simulations [6]. These results are compared with observed
elevations at four tidal gauges including Astoria Tongue Point, Charleston, South Beach,
and Neah Bay (Figure 2.13, p. 49). These elevations represent the observed tidal signal
similar to those of the longer simulations comprising DB13 and DB14. It should be
noted that for these tide gauge locations the model domain is best resolved to capture the
elevation at Astoria Tongue Point. The numerical grid is much less resolved near the
remaining three gauges. Accordingly, the smallest errors of elevation are at Astoria
Tongue Point, athough differences in elevation indicate that these errors fluctuate
throughout the experiment (Figure 2.14, p. 50). RMS errorsare 0.115m, 0.167m,
0.114m, and 0.252m for the ELM results at Astoria Tongue Point, Charleston, South
Beach, and Neah Bay respectively. Elevations (Figure 2.15, p. 52) and difference of
elevation (Figure 2.16, p. 53) are also compared by performing harmonic analysis[29] on
the observed tides using inference at each station for the P1, K2, and NU2 constituents
and subsequently synthesizing the time series of observed elevations using only the 8
modeled constituents. These comparisons result in decreased RMS errors for both the
ELM and UWM simulations and at each observation location. These reductions are
attributed to the removal of constituents not used in the model from the observed time
series. Thus, these errors are primarily factors of boundary condition and grid errors.

Harmonic analysis [29] is performed using the 8 modeled tidal constituents for
both the model results and the observed values during the ssmulated period, the P1, K2,
and NU2 constituents are obtained with inference for the observed while inference of the
P1 and K2 are used for the model (Table 2.3, p. 51). The distance in the complex plane
(Appendix A.1), between modeled and measured constituents, is used as a measurement
of error, and isshown in Table 2.3 (p. 51) asthe value D. The largest differences at
Astoria Tongue Point for both experiments are in the semi-diurnal constituents M2 and
N2. Average differencesin the complex plane for each constituent (Table 2.4, p. 51)
further indicate that the ELM results are slightly better than the UWM results. When this
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same analysisis used to compare the synthesized observed el evations and model resuilts,
reductions in the error the N2 constituent is most apparent (Table 2.5, p. 54 and Table
2.6, p. 54). Thisreduction occurs due to the removal of the NU2 constituent from
overlapping with the N2 harmonic by using inference. The differencesin complex
distance, when comparing the synthesized observations and model results, are less than
1cm for the congtituents other than the N2 (Table 2.5, p. 2.5 and Table 2.6, p. 2.6). This
again indicates that much of the remaining error is not due to missing harmonics within
the model results, but is due to errorsin the boundary conditions and the grid.

2.5.2 Salinities

The choice of transport algorithm causes differences in simulated salinities.
These differences are readily apparent in surface contours of salinities for the final time
step (November 12, 1990) of each of the two simulations (Figure 2.17, p. 55). The plume
generated using ELM is substantially larger in volume (Figure 2.18, p. 56), extends to
greater depths within the water column (Figure 2.19, p. 57), and is fresher than the UWM
plume. UWM represents the mean salinities measured by each instrument and also
several of the fluctuations in the measured time series better than the ELM. Examples of
well represented salinity fluctuations (Figure 2.20a, d, f, g, and h, p. 58-59) include the
increases during October 25-26 and decreases during October 26-27 apparent at 1m depth
within the estuary (ENS) and northern plume region on both theinner (N1S, B1, and
K1S) and shallow mid shelf (K3S). The use of UWM improves the representation of
inner shelf northern (N1S, B1, and W1S) and mid shelf northwestern (K3S and W3S)
plume salinities as opposed to ELM (Figure 2.20d, f, h, i, and j, p. 58-60). UWM also
represents the data measured at 1m and 5m depth along the edges and turning regions of
the plume better than the ELM (Figure 2.20g, k, |, m, and n, p. 59-61) as shown for the
shallow mid shelf (N3S and S3S) and the deep mid shelf (S5S, N5S, and K5S). Finaly,
estuarine and near plume representations (Figure 2.20a, b, ¢, and d, p. 58) are better using
UWM as shown for 1m locations (ENS, N1S) and deeper estuarine instruments at 5m
(ENS) and 8m (ENA). RMS errors of salinities are shown for all instruments (Figure
2.21, p. 62 and Table 2.7, p. 63). Except for two of the instruments (O3A at 45m and
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S5A at 35m) located both deeper and south of the mgjority of the plume, UWM out
performs ELM at each location.

2.5.3 Temperatures

A larger number of instruments capable of measuring temperature were deployed
than the number for measuring salinity; 39 temperature instruments are used for model-
data temperature comparisons, while only 21 are used for salinity comparisons. Itis
important to remind the reader that for the ELM experiments performed, the heat module
within SELFE wasinactive. Therefore, the comparisons between the two experiments
can not be directly attributed to the choice of transport algorithm. Similar to the salinity
results, UWM temperatures (with the heat exchange module) compare more favorably
with measurements than ELM (without the heat exchange module) within the estuary and
near plume (Figure 2.22a, b, ¢, and d, p.64), the inner and shallow mid shelf northern and
northwestern plume (Figure 2.22¢, f, g, h, i, and j, p. 65-66), and the deep mid shelf
(Figure 2.22k, |, m, and n, p. 66).

During the wintertime, the difference between air and water temperature for the
Columbia River plume region isless than during the summertime [34]. Thisleadsto low
pass temperatures with little fluctuation near the surface. However, at deeper depths
larger fluctuations in temperature are measured (S3A at 41m, 46m, 51m, and 56m; O3A
at 35m, 45m, and 50m). These larger fluctuations in measured temperature occur during
northward wind events and are likely due to the downwelling of warmer waters to these
deeper layers (October 18, 21, 30 and 31, and November 3 and 7; see Figure 2.12b for
wind stress events occurring on these same dates, p. 48). UWM represents the
fluctuations in temperature at depth better than the ELM results at S3A (Figure 2.22p, q,
r,and s, p. 67) and slightly better at O3A (Figure 2.22u, v, w, and X, p. 68). RMS errors
of temperatures are shown for all instruments (Figure 2.23, p. 69 and Table 2.8, p. 70).
Similar to the two instances when ELM resulted in lower RMS error of salinity than
UWM, there are locations where the RMS error of temperature is lower for ELM than for
UWM. These locations are mostly outside of the plume region and are at depths greater
than those generally influenced by the UWM modeled plume (Figure 2.19, p. 57). This
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indicates that the larger errorsin the UWM results, for locations outside of the plume
influence, are primarily due to differences in the climatological values, used for initial

and nudging conditions, and those observed during the simulated time period.

2.5.4 Veocities

Velocity data from 15 instruments is used to analyze the model results. Except
for the measurements made inside of the estuary near the river mouth (ENS), the
velocities have a mean northward direction during the time period studied (Figure 2.24-
26, p. 71-79 and Table 2.9, p. 77), asis consistent with the findings of [5]. The ELM and
UWM model velocities are generally weaker in magnitude and variance than the
measurements (Figure 2.26-27, p. 78-83 and Table 2.9-10, p. 77-80).

The velocities for the longer term simulations of DB13 and DB14 are al so weak
[6]. The parameterization of the surface mixing length is believed to be too shallow [6].
The mixing length used throughout the domain for the ELM and UWM is 10cm and 4cm
respectively. Thisinput parameter acts to transfer momentum from wind stress to the
water column, thus a more accurate calibration of this parameter should improve the
influence of wind on water velocities.

The average ratios of modeled to measured vector mean speeds at 5m are 0.55
and 0.65 for the ELM and UWM respectively. The average directions of model currents
are aligned to the right (clockwise) of the measured directions by an average of 49.6° for
the ELM and 7.5° for the UWM. And, at 10m depth, the average ratios of modeled to
measured vector mean speeds are 0.34 for the ELM and 0.36 for the UWM, and with an
average bias in mean direction of 38.7° for the ELM and 27.9° for the UWM. The UWM
is therefore shown to provide improvements in representing the direction of the measured
currents at both the 5m and 10m depths, while the averaged ratios of modeled to
measured mean scalar speed at 5m, 0.62 for the ELM and 0.61 for the UWM, show that
both models represent the magnitude of the observed currents with asimilar skill (Figure
2.24-253, p. 71-74).

Analysis of principal axes ([32]; Appendix A.2) indicates that the ELM at 5m
represents the observed variance in velocity better than the UWM results. However, the
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ELM suffers from a higher bias between the measured and model ed average principal
direction at 50.7° to the left (counter-clockwise) than the UWM at 34.7° to the left. The
average ratio of the modeled to measured principal major axes are 0.96 for the ELM and
0.81 for the UWM, thus quantifying the smaller modeled variance than that of the
observed currents (Figure 2.27, p. 81-83 and Table 2.10, p. 80). The modeled currents
are more rectilinear than the measured currents at 5m, with mean degrees of polarization
of 0.19, 0.21, and 0.41 for the ELM, UWM, and measured data respectively.

Although the two models produce magnitudes and variances of velocities weaker
than the observed, the models do show some similar fluctuations and occurrences of
maxima of magnitude. Thisis particularly apparent with the only inner shelf mooring
used for comparison W1S at 5m (Figure 2.23-24d, p. 69-71) on October 29, November 3,
and November 7. The model velocities are better resolved at W1S than at other offshore
locations (e.g. N5S and K5S), because the plume, as shown by the salinity comparisons,
is better defined in thislocation. Velocities at W1S are therefore controlled more
strongly by the baroclinic forcing than by winds or mean sea slope.

Harmonic analysis of the u and v components of the instantaneous (not low pass
filtered) velocities, for the M2 (Table 2.11, p. 84) and K1 (Table 2.12, p. 85) constituents
also indicates that errors exist outside of the low pass signal. The distances (D) in the
complex plane (Appendix A.1) are computed between each modeled and measured tidal
velocity component to assess the representation of the observed values. Thisanalysis
does not provide any consistent trends, except that the model results do not match the
observed. Asthe plumes are different for both simulations and that observed, the effect
of the plume on thetidal velocitiesis different for each case, contributing to the
differencesin thetidal velocities.

2.6 Discussion

Generaly, the simulations represented the seasonal northward orientation [8-12]
of the Columbia River wintertime plume. Water elevations were also well resolved by

the model, and have similar fits to those of the longer term simulations using the two
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different transport algorithms (DB 13 and DB14). Errors are not due to missing tidal
constituents within the model.

Comparisons between measured and modeled water elevations, salinities,
temperatures, and velocities reveal differences between the abilities of ELM SELFE and
UWM SELFE to simulate the wintertime conditions of the Columbia River plume for
1990-1991. Resultsindicate that UWM produces smaller and less fresh plumes than
ELM, thus better representing the observed temperature and salinity values. The
decreased nudging factors used to the north of the Columbia River mouth help to
emphasize that the UWM conserves the plume preventing the unrealistic growth into this
region that occurs with ELM. Modeled plume thicknesses for the 30psu contour during
the period of study by [5] vary between 5-10m and 18-25m for the UWM and ELM
respectively. These thicknesses are similar to those reported in the field study.

UWM transport leads to improvements in mean values and fluctuations of
salinities, temperatures, and velocity directions. However, UWM velocities at the
southern and western most moorings (O3S, O5S, N5S, and K5S) are weaker than
observed. Further calibration of the surface mixing length should improve these results,
asthis model parameter influences the transfer of wind stress into momentum into the
upper most portion of the water column [6]. Additionally, arecently discovered error in
the application of wind direction (see discussion below) likely contributes to the average
model clockwise (right) biasin water velocities.

Ratios of modeled to measured low pass filtered mean vector speeds at ENS,
within the estuary and near the mouth, indicate that the model freshwater input is
generally appropriate, with 1.13 for the ELM and 1.51 for the UWM. Here, the mean
modeled directions are directed out of the estuary, but have biases of 14.2° and 25.6°
counter-clockwise with respect to the measured mean direction for the ELM and UWM
respectively. Thisdiscrepancy in direction may be due to differencesin the
representation of the model grid domain and the actual channel during the survey time
period, causing the currents to turn in a different manner at this location.

Comparison of mean directions of winds at buoy 46010 shows that the model
winds are directed 21.1° to the right of the observed winds. A portion of this difference
most likely contributes to the biases directed to the right for the 5m and 10m modeled
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currents with respect to the observed currents. Upon completion of each of these
experiments, it was noted that an error in the application of wind input directions was
systematically imposed [34]. Wind inputs were used within the model in the geographic
projection, with north directed towards the model grid positive y direction. However, the
model grid used the Oregon State Plane Coordinate System North (OSPCSN) North
American Datum 1927 (NAD27) projection, in which the positive y direction does not
correspond to northward. The directional errors associated with this projection error are
approximately 2.5° to the right of the correct direction near the mouth of the Columbia
River [16].

Future modeling studies of the Columbia River plume using the CORIE
framework should incorporate the lessons learned from the analyses presented in this
thesis. The use of the UWM scheme in these experiments was generally more
computationally expensive than ELM (UWM requires 28% more time to simulate 1 week
than ELM), its use should continue to be pursued as the improvements are substantial.
Recently improvements in the UWM algorithm have increased its computational
efficiency and will aid initsfuture use [6] Next, these experiments have indicated that
the nudging factors may be decreased north of the plume while still properly resolving
the observed salinities using UWM. Further exploration of decreased nudging in the
regions nearest the plume (Figure 2.2, p.38), including those to the south of the plume
(i.e. the seasona summer location of the plume[5, 9, 10, 12]), can be investigated for
how plume influences coastal waters outside of the current nudging over long time
periods. Errorsin wind application should be corrected. Finally, efforts should be
directed towards improving model velocities, which may improve with correctionsin
wind application, application of a mean sea slope (Z0) and further calibration of the

mixing parameters which transfer wind energy into and through the water column [6].
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Figure 2.3 Estimated discharge (m°/s) for the Columbia River estuary at Beaver Army
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Figure 2.4 Availability of data from the 20 mooring locations of the Hickey et al. (1998)
Columbia River plume field study providing observations. The modeled time period
from September 10 — November 12, 1990 is also shown.
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Figure 2.6 Location of moorings and casts used to compare the suggested temperature

adjustment provided for W1S. Colors correspond to those of Figure 2.7.
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temperatures at 1m depth at the moorings ENS (=), N1S (=), B1 (-), K1S (=), and
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) and measured

W1S with (== ==) and without (==) adjustment. Also included are the deepest recorded
measurements from casts taken by [25] within Willapa Bay and Grays Harbor, shown as
stars with colors corresponding to the locationsin Figure 2.6.
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Figure 2.10 Vector mean measured (==) and the NARR (==) winds computed for the
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the model domain.
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Figure 2.18 Plume volumes (m*) computed for the (a) 20, (b) 26, (c) 28, (d) 30, and (e)
32 psu salinity contours for the ELM (==) and UWM () model results.
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Figure 2.19 Plume thickness (m) computed for the (a) 20, (b) 26, (c) 28, (d) 30, and (e)

32 psu salinity contours for the ELM (=) and UWM (~) model results.
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Figure2.21 RMS errors of low pass filtered salinities (psu) computed between 1m
observations and model ELM (==) and UWM () results, excepting S5Swhichis
computed for 5m results.
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Figure 2.23 RMS errors of low pass filtered temperatures (°C) computed between
observations and model ELM (==) and UWM () results at (a) 1m and (b) 5m depth.



70

9.0 €9°1L 8zl 18°0 £€0 610 AMN
£6°1L y'0 160 0Ll 210 0G'L W13
wl ‘SSO wos ‘veo wsy ‘veo wse ‘veo woz ‘s€o0 wl ‘S€0
(®
95°1 €62 902 /20 880 €61 260 70 ¥8°0 80'L WMN
980 90°L 00'L 80°0 S22 9¢'0 920 G9°0 S0 1.2 TRE]
wes ‘ves ws9 ‘vSS WSy ‘vGs ) ws ‘sss wog ‘veS wis ‘ves woy ‘ves Wiy ‘veS w| ‘ses
(p)
650 190 ¥9°0 ¥9'L 260 880 880 €0 9.0 /80 AMN
0L} 611 002 6 102 802 €12 16} ¥12 162 W13
wol ‘SEM ws ‘SEM Wi ‘SEM wl ‘SEM wol ‘SSH ws ‘SSH Wl ‘SGH wgs ‘SeM wl ‘Sey Wl ‘SIM
(?)
€L°0 280 680 090 €80 290 AMN
2L'e 602 622 €22 862 152 W13
wol ‘SSN ws ‘SSN w| ‘SN wl ‘SEN wl ‘19 wl ‘SIN
(a)
201 €10 160 20’1 680 SOk 880 WMN
L) 89°0 18°L ¥9'2 862 59°L 09’1 W13
w9l ‘¥N3I wel ‘vN3 wg ‘¥N3 ws ‘SN3 w1 ‘SN3 wel ‘vs3 wg ‘vs3
(e)

‘p1 BuLioow 01 1xau
pap1n0.d 81e syidep JuswNISUIl [RUILLON "SIUBLUINJISUI JjBUS Pl Jodssp-Mo|[eys UBYINGS (8) pue ‘Jpus piw Jodasp-mo|eys ueyinos
159.JeaU (P) ‘}US PIW Jodsap-mo|feys pue ‘Buul uByHou (3) ‘Jpus il Jodssp-mo|feus pue ‘jauul Usyou 1salesu () ‘suleniss

(e) yoes e sswLRdXe NN PUe IATT 83Ul JO S1nsal Joj painduwiod (D,,) seinfesedws) passl|1)ssed MO| JOSI0LB SINY 8'Z3ldeL



71

‘WG9 e VSS (0) pue ‘wog P SEO (U) ‘wg e Se0 (W) ‘wg ' SSO (1) ‘wig ' Ses () ‘wioT 1 S ()
‘wg B SSY (1) ‘woT B SSN (U) ‘wg ' SSN (B) ‘woT B SEM (J) ‘ws B SEM @) ‘WG B STM (P) ‘Wg B SEY (0) ‘Ws B SEN (0) ‘wg e
SN3 (e) e (=) eep painsesw pue s}nsal ppow (—) INMN pue (—) N3 Joj siueuodwod A3 oo A n pasel|lyssed Mo gz d4nbi

066T JGWAAON-BI0RO

(8 6 YA g € I o€ 8¢ 9¢ e (44 0c 8l 91 14" cl (0] 8
T I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I T ] @OI
= Jv0-
— 3 20-
- 10
= 20
= qv0 va
= —190
— B 9'0-
— 3 ¥ 0-
- . c0-
- 40
= 20
= Jor <
= a0 @
- jro & ()
C J90- &
- Jyo- s
= 20~
= -0 m
= —12¢0 ©
- 4v0 S (9)
- Joo @&
- J90- =
- 2o 3
- 10
= —4¢0
= 170 AQV
= —190
— B 90—
- . ¥'0-
— 3 20-
= 10
= 420
- qro (e)
Eo0o0 0 90




{

I I
| |
I I

T T T
| | |
[ [ [

I I
B e
| |
I I
| |
| |

SOS 999OCS 99999 999955 999959 999
(S/w) wBuodwod A1100pA N
~—~~

e =

—~
~ — =

(f)
(9)

11

12 14 16 18 20 22 24 26 28 30
October-November 1990

10

Figure 2.24 Continued.



N O

(k)

(s/w) weuodwos A1popA N

0]

~—~

S

N

~—~

c

N—r

©
N—r

12 14 16 18 20 22 24 26 28 30
October-November 1990

10

Figure 2.24 Continued.

73



12 14 16 18 20 22 24 26 28 30
October-November 1990

10

74

SSS 999555 935S 99995 99555 999

(S/w) usuodwod A1100pA A

~

< o) © © )
~ = - —~ ~

Figure 2.25 Low passfiltered v velocity components for ELM (==) and UWM (—) model results and measured data (==) at (a) ENS
at 5m, (b) N3S at 5m, (c) K3S at 5m, (d) W1S at 5m, (€) W3S at 5m, (f) W3S at 10m, (g) N5S at 5m, (h) N5S at 10m, (i) K5S at 5m,

(j) K5Sat 10m, (k) S5Sat 5m, (1) O5S at 5m, (m) O3S at 5m, (n) O3S at 20m, and (0) S5A at 65m.



11

12 14 16 18 20 22 24 26 28 30
October-November 1990

10

[o0]
O NONYTOOYTNONTOOINONTOOITNONTOOLTNONT ©

(s/w) weuodwos A1opA A

(f)

(9)

~—~

e

N—r

~~

N—r

—~
=

Figure 2.25 Continued.

75



(k)

(s/w) weuodwos A1opA A

(N

~—~

S

N—r

~—~

c
—~

©
N

12 14 16 18 20 22 24 26 28 30
October-November 1990

10

Figure 2.25 Continued.

76



77

261" 2v'0 820 £'YEE 850°0 1€0°0 011 1€°0 $90°0 S’y ¥v0°0 12000 G'EGE Y10 110 VGS
U@ _ E® m.u—._ \ w.EZ >.U_1_ \ >.E3 E® m,E—._ >.E3 U@ — E® m.u—._ \ w.EZ >,U_1_ \ >.E3 E® m,E—._ >.E3 U@ m,n—._ >.U3 OCCOOE
MmN W3 viva
(P)
/"0E€E- 87°0 S9'0 S’ /900 650°0 6°/GL- 81°0 9€°0 €91 990°0 £€0°0 Z2'vee ¥1'0 1600 SE0
u@ _ E® m,u: \ m,Ej >,n: \ >,E3 E® m,E: >,E3 u@ _ E® m,u: \ m,Ej >,n: \ >,E3 E® m,E: >,E3 n@ m,n: >,n3 DC_LOO_\/_
MmN W13 viva
(0
Sel €10 6800 1'8¢€ €10 8800 a|dwes ay} Jo 10119 pJepuels
6°L2 (0)400] 9€'0 168 150 €0 abelony
v'1e [KX0] 620 L9 9200 0200 0zet 6€£0 20 9'90} 1600 1500 9vve ferA] 20 SSN
4% S€°0 €0 '8¢ 8200 690°0 €001 870 o0 G'S6 L0 ¥80°0 €'65¢ 4 12’0 S
881 S50 910 091 11°0 180°0 8'9Y S9°0 180 0¥y €10 990°0 2'LGE 020 810 SEM
U@ _ E® m.u—._ \ w.EZ >.U_1_ \ >.E3 E® m,E—._ >.E3 U@ — E® m.u—._ \ w.EZ >,U_1_ \ >.E3 E® m,E—._ >.E3 U@ m,n—._ >.U3 DC_\_OO_\/_
MmN [TRE] viva
(@
€92 SGe0 2s0 999 0g0 €50 a|dwes ay} Jo 10118 pJepuels
S'L 190 S9°0 9'6Y 290 jeieN0] abelony
9'6e SP'L 1S €/82 PANG) PAN(] 44" 60°1 el 6°6/2 €ro €10 L7192 cLo L0 SN3
9vL 190 290 V'St SO €10 6l 190 6v°0 €02 SO 010 60 20 020 SEM
0°Ge- 66°0 WAL oY 910 €10 €0op- oc'k 81 9'8G€ 610 43¢ 6'8¢ 910 900 SIM
y've Y0 8€0 ¥'8€ €ro L0 (A4 0S50 9€°0 Zs SO 010 oty 0€0 820 SEeM
y'ee €0 2e0 ey cko L0 (M7 9€0 0g0 168 €ro 660°0 90t S€0 €e0 SSH
6L 6€°0 180 Ve €10 L0 6'85 9€0 120 vey cko 290°0 Sve 2e0 0g'0 SEN
L2 6¥°0 90 S8l €0 2Lo 1’82 S¥°0 9€°0 069 2o 160°0 8'0G¢ 920 S20 SSN
8°0¢- 90 8¢0 6°GLE SO 2Lo €'8p- €0 800 ¥'862 L0 9200 L°9ve €€0 1€0 SSS
(WA €50 610 7oL €600 1200 8'0G1 S9°0 820 109t L0 ¥0°0 €6 810 9l'0 S€0
£61L- 8€°0 €20 (WA 1200 S70°0 8'0v L 890 170 [WA4" 10 8200 S'9 020 610 SSO
Pg — g s/ sup ~op / wu wg s N Pg — g s/ sup ~op / wu wg s N "o sPp ~pp BuLIoop
MmN [ E] viva
(e)

"Uyidep wg9 (p) pue ‘wiog () ‘wiot (4) ‘wg (e) e sjuawnuisul oy USAID ae
(Yriou a1 01 19803 Y1IM SSIMXMI0[0,) SUOITDIIP Ueaw ‘(S/w) spaads Ueal (S) fefeds pue (A) J01I8A paInseau pue PeRPOoIN 62 3|0 L



78

-124.5° -124.25° -124° -123.75° -123.5°

(@)

L
was| /o
465 o | 465
'V \K3S
NSS/\ 4
46.25°| S8 N3S " 46.25°

ossL

o]
@
(2]

46° 46°
-124.5° -124.25° -124° -123.75° -123.5°
-124.5° ~124.25° -124° ~123.75° -123.5°
|
W3S
46.5° 46.5°
K5S
N5S
46.25°f 46.25°
a6° 146°
-124.5° -124.25° -124° -123.75° -123.5°
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Figure 2.27 Principa ellipses of low-pass filtered velocities for (a) measured data (=),
(b) ELM (=) and (c) UWM (~) model results at the specified depth
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CHAPTER 3

INFLUENCE OF WIND FORCINGS AND TRANSPORT
ALGORITHMSON THE SSIMULATION OF THE FRASER
RIVER SUMMER PLUME

3.1 Abstract

Six baroclinic numerical experiments are performed with the hydrodynamic
model SELFE [1] to assess the influence of atmospheric conditions and the advection
algorithm for the transport of salt on the development and representation of a summer
freshwater plume for the Fraser River, British Columbia. Wind inputs are derived from
the University of Washington Mesoscale Model (MM5), National Weather Service ETA-
12 model (ETA), and National Wesather Service North American Regional Reanalysis
model (NARR) weather models and a reference case without wind forcing. The
advection algorithms are based on Eulerian-Lagrangian Methods (ELM, Section 1.4.2)
and Upwind Methods (UWM, Section 1.4.3).

Model computed water elevations and salinities are compared with observed tides
and a thermosalinograph mounted on the hull of the Tsawwassen-Duke Point (central)
BC Ferry. The choice of wind forcing influences the model results due to differencesin
the strength of each forcing. Water elevations are similar for each of the experiments,
with phase and amplitude errorsin the tidal signal mainly attributed to inadequate
representation of the tidal forcing at open boundaries along the northern Strait of Georgia.
Improvements in this boundary condition are shown to reduce errors in elevation through

two barotropic SELFE experiments.
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The UWM agorithm produces much smaller and saltier plumes, and has results
which more closely match observed salinities than the ELM agorithm. Wind forcing is
also an important choice for modeling thisregion, as ETA and NARR have weak winds,
while MM5 is overly strong.

3.2 Introduction

The coastal waters of southwestern British Columbia and northwestern
Washington, including the Straits of Juan de Fuca and Georgia and Puget Sound, (Fraser
Region hereafter) have been the center of numerous studies utilizing observations and/or
model simulations. The Fraser Region presents a complex system for studying
circulation and other important physical/biological processes, through field or simulated
experiments. It iscomprised of many narrow deep passages, the largest of which are
Juan de Fuca Strait and the Strait of Georgia (Figure 3.1, p.112). The Strait of Georgiais
on average 30km wide and 210km long; while Juan de Fuca Strait is narrower at 20km
wide and shorter at 130km. The connections from the Strait of Georgiato the northern
tip of Vancouver Island are particularly constricted and are dominated by tidal velocities
of several meters per second [2]. These high velocities are due to elevation differences
caused by the lag of up to 5 hoursfor tides to travel through these channels instead of
around Vancouver Island [2]. Duein part to these high velocities and also to dramatic
changes in bathymetry, tidal mixing prevents much subtidal exchange from occurring
between the Strait of Georgia and the Pacific Ocean through these northern passages.
Therefore, exchange between the Strait of Georgia and the Pacific Ocean primarily
occurs through the southern connections around the Gulf and San Juan Islands, including
Haro and Rosario Straits, and then through Juan de Fuca Strait (Figure 3.1, p. 112). The
Fraser River conveys the largest freshwater discharge for British Columbia, with a
watershed covering 230,000km? and an annual mean ranging between 700-7,100 m*/s
providing approximately 50% of the annual total discharge to the Fraser Region.

The framework developed for a coastal margin observatory for the Columbia
River (CORIE [3-5]), a pilot environmental observation and forecasting system, includes
an observation network of instruments within the Columbia River estuary and plume
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delivering real time measurements of salinity, temperature, elevation, and velocity via
telemetry and a hydrodynamic modeling system producing both forecast and hindcast
products. Operating since 1996, CORIE has served as a mechanism to increase the
understanding of the Columbia River estuary and plume circulation and also changesin
the circulation, providing guidance for scientific cruises and the management decisions
affecting this resource.

As part of the current research, the modeling portion of the CORIE framework
has been extended to the Fraser Region providing a second model proving ground for a
large freshwater plume within the Pacific Northwest and southern British Columbia. A
strong interest exists in being able to understand and predict the physical and biological
oceanic properties within the Fraser Region. Many of the previous modeling studies have
been focused on tidal modeling including [2]. Other recent and future model studies
intend to focus on oceanographic processes that are wind driven and/or of biological
importance, such as the generation and transport of algal blooms[6]. A hydrodynamic
forecast [ 7] is operated by the Institute of Ocean Sciences (10S) using the Princeton
Ocean Model (POM [8]). Thisforecast is performed in a barotropic mode, forced only
by eight tidal constituents (K1, O1, P1, Q1, M2, S2, K2, and N2). An additional forecast
for the Fraser Region, operated in a baroclinic mode, was implemented using the CORIE
modeling framework and the National Estuarine Forecasting System (NEFS [9]) for the
model grid domain and ELM SELFE presented in thisthesis.

The focus of this study isto investigate the influence of the choice of advection
algorithm and wind inputs from numerical weather models on the generation of a summer
plume for the Fraser River using the hydrodynamic model SELFE [1]. Thetwo
advection a gorithms, Eulerian-Lagrangian Method (ELM, Section 1.4.2) and Upwind
Method (UWM, Section 1.4.3), are used to compute the transport of salt; while the
datasets produced by the numerical weather models, National Weather Service North
American Regional Reanalysis (NARR), National Weather Service ETA-12 (ETA), and
the University of Washington Mesoscale Model 5 (MM5), are compared against results
from experiments performed without wind inputs. In total, six experiments are
performed with varied wind forcing; all four variations of the wind forcing using ELM

and two wind forcing variations using UWM. Table 3.1 (p. 112) indicates the variations
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in the six experiments. Improvementsin daily forecasts and future hindcast modeling
studies will be guided by an increased understanding of the impact of these model
choices.

The remainder of this chapter is composed of five sections. The next section (3.3)
describes the methods used during the setup and analysis of the numerical experiments,
including a description of each of the wind datasets. Section 3.4 assesses the quality of
each of the three atmospheric datasets by comparing the mean speeds/directions,
principal axes, and wind stress with those of the measured winds. Section 3.5 presents
the results using SELFE for each of the six hydrodynamic experiments. Finally, section
3.6 provides adiscussion of these resultsin the context of the different wind fields and

representation of the summertime Fraser River plume.

3.3 Methods

The six experiments presented in this chapter explore the use of the two transport
algorithms, ELM and UWM, within SELFE [1] and also the influence of different wind
datasets on the devel opment of the Fraser River plume for the summer of 2005. Forcings
were applied in areadlistic fashion, using forecasted values when available (initial and
nudging salinities'temperatures and winds) and climatol ogical values (freshwater input)
when necessary. The model domain and individual inputs are discussed within this

section.

3.3.1 Modd domain

The model domain includes the Fraser River from Hope, British Columbiaand
extending west through the northern and southern arms to the Strait of Georgia, although
tributary inputs below Hope are neither included in the model domain nor used for
freshwater inputs. Also included in the domain are Puget Sound, Juan de Fuca Strait, and
offshore regions west of Vancouver Island, and the states of Washington and Oregon
(Figure 3.1, p. 112). Thegrid is composed of 24,857 nodes making up 44,189
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unstructured triangular elements and 37 S vertical levels. Similar to other experiments
using SELFE (see Section 4.3 and 4.5 of [1] and Chapter 2 for a description of the
Columbia River simulations using SELFE and realistic bathymetry), realistic bathymetry
was used in the grid construction when available. Horizontal resolution variesin the grid
from 20km in the offshore regions to 100m inside the mouth of the Fraser River.

A constant bottom friction factor of 0.0025 is used for these experiments, which is
acommonly used value in coastal ocean model [8, 10]. Thisfriction factor isthe default
used for new forecast simulationsinitialized within NEFS [9], and is currently used for
the Fraser Region, Humboldt Bay, Monterey Bay, Siletz/Depoe, Tampa Bay,
Tillamook/Nehalem/Netarts, and Y aquina/Alsea forecast smulations. Other modeling
studies for the region have used larger friction factors to compensate for energy losses
associated with physical processes other than bottom drag, such asthose givenin [11]
(i.e. turbulent mixing, internal tides, side wall friction, etc). A constant bottom friction
factor of 0.01 isused for the barotropic simulations of [12], while alarger value of 0.03is
used by [2] within the narrow channels surrounding the San Juan / Gulf Islands (i.e. Haro
and Rosario Straits). These calibrations are not explored within the context of the current
studies, asthiswork presents afirst effort to understand the influence of certain modeling
options for the ssimulation of the Fraser River summer plume and an example of
expansion of the CORIE framework to another large river plume system located in the
Pacific Northwest and southern British Columbia.

3.3.2 Forcings

3.3.2.1 Initial and nudging salinities and temperatures

All four of the ELM simulations are initialized from a quiescent state with salinity
and temperature values interpolated from the Naval Research Laboratory’s (NRL) Navy
Coastal Ocean Model (NCOM [13, 14]) forecast model outputs for August 13, 2005.
NCOM is operated by NRL as a data assimilated global daily forecast model [14] forced
by wind stress and heat flux from the Navy’ s Operationa Global Atmospheric Prediction
System (NOGAPS) [14]. NCOM assimilates temperatures and salinities from the
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Modular Ocean Data Assimilation System (MODAYS) [14]. Theresolution of NCOM is
1/8°, or approximately 14km, at the mid-latitude 45°. Use of NCOM in the Fraser
Region SELFE experiments allows for the incorporation of ocean dynamics initiated
outside of the Fraser Region but moving into the model domain. To decrease the
computational time for the two UWM simulations, both are initialized from the
conditions at the end of the first week of ELM simulation, on August 20. A transition
between oceanic and river salinity valuesis created in theinitial conditions between river
kilometer 25 and 31 to facilitate the generation of an August salt wedge for the Fraser
River [2]. Salinities and temperatures are nudged to daily NCOM values with a
maximum horizontal nudging factor [4] of 5x10™ near the open ocean boundaries and
decreasing to O near the plume (Figure 3.2, p.113). Vertical nudging profileis
homogenous. Nudging maintains ambient ocean conditions near the grid boundaries.
The maximum nudging factor, 5x10, contributes a weighted portion of the NCOM
salinity/temperature value to a SELFE computed value at each model time step (90s for
each of these experiments). This nudging scheme is the same as used in Chapter 2 for the
Columbia River experiments and again follows [4, 15] as shown in equations 2.1-2.

3.3.2.2 Tidal boundary conditions

Model boundary €elevation conditions are forced by 10 tidal constituents (O1, K1,
Q1, P1, K2, N2, M2, S2, M4, and M6) and a mean sea level (Z0). The amplitudes and
phases for the 10 tidal constituents were from measured water elevations at the Campbell
River (8074) and also interpolated from [16, 17]. Thetidal conditions were applied to the
northern, western, and southern open ocean boundaries, as well as the northern entrance
to Johnstone Strait near Port Hardy. Each open boundary node, along the northern Strait
of Georgia, isforced by the harmonics of the measured time series of elevation at the
Campbell River (8074). Weekly Z0 values are applied from NCOM forecast model
outputsto tidal boundary nodes (Figure 3.3, p. 114).
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3.3.2.3 Estuarineinputs for the Fraser River

The Fraser River isthe dominant source of freshwater for the region of this study,
contributing approximately 50% of the total freshwater, and larger percentages during the
freshet and also in late summer when less precipitation feeds coastal rivers not receiving
input from snowmelt [18]. The period chosen for this model study occurs after the peak
freshet and much before when winter rains begin to the smaller coastal rivers. Inputs for
the Fraser River are applied from the mean climatological discharge at Hope, BC from
1912-2003 (Figure 3.4, p. 115) and daily river temperature from NCOM model results
near the river mouth. Baroclinic solutions to the transport equations are ramped during
thefirst day of simulation. Preliminary discharge measurements at Hope for 2005 were
obtained after completion of each of the experiments from Water Survey Canada. For the
modeled time period the mean climatological discharge is 27%, or 21,170 m® greater than
the preliminary discharge. It isaso noted that the preliminary discharge was below
normal during thistime period, falling between 5th and 25th percentile of the mean

climatological discharge.

3.3.2.4 Atmospheric conditions

SELFE does not compute atmospheric parameters; therefore these values are
needed as inputs for the computation of heat exchange and surface stress at the air-water
interface. For the purposes of the sensitivity tests performed in this study, the heat
exchange module is neglected for each of the 6 experiments, and atmospheric inputs are
used to compute surface stress only. These experiments do not explore the ability of the
air sea heat exchange module available within SELFE. Upon initialization of each
experiment the inputs from the wind fields are ramped up during the first smulated day
from no forcing to full strength.

The sensitivity of simulated coastal processes to three different atmospheric
conditions has been assessed for adomain near Point Conception, CA using the
hydrodynamic model POM [19]. The atmospheric forcings included two model outputs,
the European Centre for Medium-Range Weather Forecasts (ECMWF) and the Coupled
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Ocean-Atmosphere Mesoscale Prediction System (COAMPS), and ECMWF blended
with remote and in situ observations (SEB). The findings of [19] indicate differences
between the modeled circulation from each of the forcings. In particular the lowest
resolution wind input, ECMWF (110km), resulted in weaker wind driven circulation.
The higher resolution and stronger winds of SEB produced results in better agreement
with observations.

Similar to the experiment of [19], the sensitivity of the summertime Fraser River
plume to three atmospheric inputs is investigated with SELFE. However, for the current
study each of the forcingsis taken from different atmospheric datasets and not
interpolated from measured winds. The atmospheric datasets (Table 1.1, p. 13) used
include output from the University of Washington operated Mesoscale Model 5 (MM5),
the National Weather Service ETA-12 model (ETA), and the National Weather Service
North American Regional Reanalysis model (NARR).

NARR wind input is derived from the NCAR / NCEP regional analysis data set
grid 221, which has a horizontal resolution of 32km and is available at 3h intervals.
NARR isareanaysis product using the ETA numerical code and assimilating measured
data. NARR isthelowest resolution product used, and it is coarse when considering its
resolution in relation to the size of the Strait of Georgia (on average 30km wide by
210km long). The ETA model inputs are also derived from the ETA grid 218, which is
run in forecast mode. ETA has ahigher spatial resolution than the NARR at 12km, but is
available at the same temporal resolution. MM5 wind inputs have the highest spatial
(4km) and temporal resolution (1h) of the three forcingsinvestigated. MM5isaso runin
forecast mode. For reference purposes, additional experiments using both the ELM and
UWM transport algorithm were performed without forcing.

3.3.3 Observations

Winds measured at 21 observation stations, maintained by the National Oceanic
and Atmospheric Administration’s (NOAA) National Data Buoy Center (NDBC) and
Environment Canada, are used for comparison with the results of the three wind models
(Figure 3.5, p. 115). Only nine of these stations (46029, 46041, 46087, 46088, WPOW1,
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46146, 46134, 46131, and 46206) fall within the domains of all three models and should
be used to compare the quality of each wind model for the specific region being model ed.
The other comparisons performed provide a reference for future modeling studies.

Model salinities and zero mean elevations are compared against measured data
(Figure 3.5, p. 115). Salinity datais measured along the Tsawwassen-Duke Point
(central) BC Ferry route by a hull mounted thermosalinograph. Water elevations are
measured by the NOAA’s Center for Operational Oceanographic Products and Services
(CO-0OPS) and Department of Fisheries and Oceans Canada tidal gauge stations (Figure
3.5, p. 115). Thetide gauge stations used include: Bamfield (8545), Campbell River
(8074), Cherry Point (9449424), Friday Harbor (9449880), Neah Bay (9443090), New
Westminster (7654), Port Angeles (9444090), Port Hardy (8408), Port Townsend
(9444900), Tofino (8615), Vancouver (7735), Victoria Harbour (7120), and Winter
Harbour (8735).

3.3.4 Performance metrics

Similar to the methods of [20] mean speeds (vector and scalar), mean directions
and principal axes ([21]; Appendix A.2) for each atmospheric forcing are compared with
observed winds. Vector and scalar mean speeds assess each model’ s ability to represent
the long term trend of the observed wind field. Vector means measure the average speed
in the average direction of the wind, while scalar means measure the average speed
independently of the direction. Using both of these methods revealsif the model
represents the magnitude properly and if it accounts for the proper direction. Principal
axes serve as a means to compare the magnitude and direction of the maximum and
minimum variance of the vector field. Time series of wind stress are also compared.

The results from each of the hydrodynamic experiments will be assessed for their
ability to simulate and maintain the freshwater plume of the Fraser River. The
comparisons of modeled and measured water elevations are assessed and a sub-
experiment forced by tides only is performed to understand how the tidal boundary
condition along the northern Strait of Georgiaisimpacting water elevations with the
Straits of Georgia and Juan de Fuca. Time series comparisons of modeled to measured
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salinities and contours of surface salinities are used to compare the results of each of the
experiments. Mean speeds, mean directions, and principal axes are computed for

horizontal water currents and used for evaluating differences between the experiments.

3.4 Wind field analysis

Analysis of the MM5 wind fields, for both the 12km and 4km grid versions, has
been performed for the summer and fall of 2003 by [20]. Their analysisindicates that
both of the models capture a majority of the observed wind fluctuations. However, they
also note that the model windsin the central Strait of Georgia have avery low coherence
with the observed summer diurnal winds.

Time series means and principal axes, also used in the analysis of [20], are
computed for modeled wind fields and compared with and measured winds at 20 moored
buoys and one land based site. Average metrics are computed using the 9 stations
(Figure 3.5, p. 115) that lie in the domain of all three weather models and are also closest
to the Fraser Region. Consistent with the analysis of NARR model winds presented in
Chapter 2, adjustments to measured wind speeds for height have not been performed in
the analysis presented here and directions are referenced towards the direction of wind
movement, as opposed to meteorological angles, to readily place them in context with the
directions of water currents. Height adjustments were performed in the study of [20] asa
uniform factor of 1.08 using the data of [22]. Asfor Chapter 2, the adjustments for
anemometer height were not applied as heights for al anemometers were not known.
Therefore, the presented magnitudes of measured wind speed maybe underestimated by
2-8% using the tables of [22].

3.4.1 Time series means

The seasonal mean winds for the Fraser Region are steered and modulated by the
varied topography of the mountain/valley landscape [23]. In particular the summer mean
winds are variable in the southern part of thisregion. These patterns of variability are
reflected in the mean wind vectors for the stations 46088, 46134, 46131, and 46146
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(Figure 3.6, p. 117). The variability decreasesin the northern part of this region, where
the mean summer winds are aligned with offshore winds, similar patterns were found in
[20]. Thisisevident when comparing mean wind vectors for stations 46131 and 46132.

Mean values of wind vector and scalar speed and direction are provided for each
of the atmospheric models and observed data (Table 3.2, p. 116). MM5 winds are
stronger on average than both the NARR and ETA, when compared with the measured
data. Using the nine stations coincident in all three of the weather model domains, the
average ratio of modeled to observed wind mean vector speed is 2.7, 0.90, and 0.88 fo