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The partitioning of nonionic organic compounds in gaslparticle and 

waterlparticle systems is of fundamental importance in determining their 

transport and ultimate fates in the environment. Knowledge of both the extent 

and rate of sorption reactions is necessary to properly assess the environmental 

behaviors of such compounds. Very little is known about the kinetics of 

gaslparticle sorption reactions in the atmosphere. In aqueous systems, 

intraparticle diffusion is often implicated as a mechanism of rate-limited 

sorption, but previous studies have not determined the relative importance of 

intraparticle transport versus other diffusive processes. 

The kinetics of sorption in gaslparticle systems was investigated and 

evaluated for consistency with a diffusive rate limitation. Models of gaslparticle 

sorption kinetics were developed using intraparticle diffusion as the rate-limiting 

mechanism and a porous shelllsolid core representation of atmospheric particles. 

Sorption reactions were modeled for airborne particles and for particles captured 

on filters. Based on intraparticle pore diffusion, sorption reaction time scales 

were predicted to be on the order of minutes to hours for commonly determined 

compounds. The observed rates were significantly slower than predicted, 

although the results were consistent with intraparticle diffusion. Liquid-like 

xvii 



diffusion through an organic phase, solid phase diffusion, and dead-end pores 

were postulated as additional resistances to intraparticle transport. 

Investigations of sorption kinetics in aqueous sorbent suspensions were 

conducted to discern the nature of the rate-limiting mechanisms. The 

characteristics of five mechanistic models were examined. Experiments were 

performed to determine the kinetics of adsorption for several chlorinated 

benzenes with a model sorbent (XAD-7). The ability of each of the models to 

describe the experimental data was assessed. A dual resistance model, coupling 

both external film diffusion and intraparticle diffusion in series, provided the 

best description of the data. External film diffusion was found to dominate the 

adsorption kinetics, while intraparticle diffusion contributed only a minor 

resistance. Prior to this work, film diffusion had been discounted as an 

important rate-limiting mechanism. These data suggest that film diffusion must 

be reconsidered as an important, and possibly dominating, mechanism of rate- 

limited sorption in natural waters. 
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CHAPTER I 

Introduction 

Background 

Adsorption and desorption are fundamental processes that affect the 

transport and fate of almost all organic compounds in the environment. Because 

many processes in natural systems are coupled to partitioning processes, a clear 

understanding of the rates and equilibrium positions of sorption reactions will 

also contribute to the study of other important processes. Sorption can affect 

biodegradation rates (1-2), inhibit or accelerate chemical and photochemical 

reactions (3-6), retard or facilitate transport in groundwater (7-8), influence long 

range atmospheric transport and deposition (9-lo), complicate site remediations 

(Il), and affect estimates of the ecological and health effects of pollutants (12-13). 

The factors that affect sorption equilibrium in aqueous and atmospheric 

environments have been characterized fairly well. Sorption of nonionic organic 

compounds in aqueous systems is dominated by a partitioning process in which 

the solute is proposed to actually dissolve into the organic fraction of the sorbent 

(1415). The adsorption of such compounds on inorganic materials in soils or 

sediments is negligible because water easily displaces those solutes from mineral 

surfaces (16). According to partitioning theory, equilibrium concentrations of 

nonionic organic compounds in the solid phase are linearly related to their 

aqueous-phase concentrations. Linear partitioning theory also has been applied 

successfully to the distribution of organic compounds between the gas and 



particulate phases in the atmosphere (17). A theoretical consideration of 

gaslparticle partitioning (18) has shown that the linear partition coefficient is 

related to particle properties such as the aerosol surface area and compound 

properties such as the subcooled liquid vapor pressure and the difference 

between the enthalpies of desorption and vaporization. 

Although important, knowledge of the equilibrium phase distribution of 

a particular compound may not be sufficient to f d y  describe its sorption 

behavior. To accurately predict the behavior of a compound in the environment, 

the mechanisms that control its approach to sorption equilibrium must also be 

characterized. Sorption kinetics in aqueous systems is often described by a fast 

initial exchange followed by a very slow uptake or release of sorbate. Time 

scales for the reaction can be very long, ranging from days to weeks or even 

years in certain cases (1, 19-21). Because the sorption of nonionic organic 

compounds in aqueous systems is characterized by very weak forces, it is 

generally recognized that chemical reactions such as chemisorption cannot be 

responsible for rate-limited sorption. In chernisorption, strong chemical bonds 

are formed between sorbate and sorbent. Consequently, diffusion-limited 

transport has been implicated as the slow step in sorption interactions. A 

moderate amount of success has been achieved by modeling aqueous sorption 

kinetics with intraparticle diffusion (e.g. 22-23). 

Very little work has been done to characterize the time scales of sorption 

reactions in gaslparticle systems of environmental significance. Reported results 

suggest that sorption to fly ash particles is quite rapid and requires only minutes 

to achieve equilibrium (24). The kinetics of sorption for urban particulate matter 

is expected to be slower due to the stronger partitioning to such particles. 

Kinetic studies using urban particles, however, have been limited to those 

concerned with desorption losses from filter-bound particles (e.g. 25). In such 

systems, rate-limited sorption is partially masked by the kinetics associated 

simply with the capacity of the air flow to transport material to and from the 

filter; the data analysis required to isolate the sorption kinetics has never been 
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performed. A diffusive rate limitation was implicated in the previously-

mentioned study of organic sorption to fly ash particles. For environmentally-

significant particulate material, only one theoretical investigation of diffusion-

limited sorption kinetics could be found. In that study, estimated reaction time

scales were on the order of minutes to hours (13).

For many years, diffusion has been known to control the rates of many

types of reactions. Ion exchange was shown to be a diffusion-limited reaction

as long ago as 1947by Boyd et al. (26). Chemical engineers have long studied

the effect of diffusion on reaction rates in porous catalysts (27). Environmental

engineers have known for forty years that the sorption rates of many organic

compounds to activated carbon were controlled by diffusive. intraparticle

transport (28-29). The importance of diffusion in these very similar processes

lends support for the idea of diffusive rate control for sorption in natural

systems.

Although much support has been offered for a diffusive rate limitation,

the nature of that process is still not clearly defined. Diffusive rate control can

manifest itself in any of several different forms. Intraparticle diffusion, the most

commonly implicated rate limitation, can be the result of diffusion both within

the particle pores (pore diffusion) and along the walls of those pores (surface

diffusion). Solid phase diffusion or diffusion through the polymer-like matrix

of organic matter (intraorganic matter diffusion, 30) might also significantly

contribute to the intraparticle rate-limitation. External to the particles, diffusion

across a boundary layer (film diffusion) at the particle surface can exert a

significant resistance to mass transport.

Objectives

The objective of this research was to characterize the importance of

diffusion as a rate-limiting mechanism of sorption in both atmospheric and

aqueous systems. It was particularly important to assess the ability of each of

the different types of diffusion to control the sorption rate. Because so little is
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known about sorption kinetics in gas/particle systems, it was felt that it was

valuable to show simply that a diffusive rate-limitation is consistent with

experimental data. Speculations could then be made concerning the probable

nature of that diffusive process. For aqueous suspensions of a sorbent, since

intraparticle diffusion has so often been implicated in previous studies, the goal

was to probe the exact nature of the rate-limiting mechanism. An assessment

of the relative importance of intraparticle diffusion versus external film diffusion

would provide valuable information upon which to build models of

environmental fate and transport.

Models of diffusion-limited sorption were developed to provide theoretical

predictions of sorption reaction time scales. The characteristics of the models

were investigated. Experiments were conducted to determine the kinetics of

sorption in selected atmospheric and aqueous systems. The ability of the

sorption models to describe the experimental data was then assessed. Fitted rate

parameters were probed for insight concerning the nature of the rate-limiting

mechanisms at the microscopic level. Mechanistic information is extremely

valuable and without a doubt will be the most important contribution of this
work.

Overoiew

Chapter Two through Chapter Five were written in the form of research

papers; each chapter contains an independent abstract, introduction, summary,

and reference section. Chapter Two and Chapter Three consider the kinetics of

sorption in gas/particle systems. Chapter Four develops the analytical

methodology that is needed to perform the experiments discussed in Chapter

Five. The kinetics of sorption in aqueous sorbent suspensions is the subject of

Chapter Five.

In Chapter Two, a radial intraparticle diffusion model is adapted to

describe gas/particle sorption kinetics for both airborne particles and particle-

laden filters. A porous shell/solid core model is proposed as a rough description



of particles that are not completely porous. The characteristics of the 

intraparticle diffusion model are examined. Diffusion reaction time scales are 

estimated. Mass transfer time scales are defined. The probability and 

magnitude of sorption-related artifacts for field-derived values of the gaslparticle 

partition coefficient are assessed for compounds of different volatility. 

In Chapter Three, the filter-based intraparticle diffusion model is tested 

with experimental data. Particulate matter was collected on a filter. Organic 

compounds associated with the particulate phase were then desorbed over time 

in a controlled experiment. The experimental data were fitted to the model 

using two fitting parameters. The ability of the model to describe the data is 

discussed. The optimized fitting parameters are probed for insight concerning 

the possible rate-limiting processes and the physical properties of atmospheric 

particles. Estimates of diffusion reaction time scales are re-examined. The role 

of rate-limited sorption in the expression of sampling artifacts is explored. 

Chapter Four describes the analytical method employed in Chapter Five 

to determine the concentrations of chlorinated benzenes in aqueous samples. 

This gas chromatographic method is an adaptation of the purge with whole 

column cryotrapping method (PIWCC, 31) for use with an electron capture 

detector. Purge gas desiccation is effected with a glass-bead water trap (32). 

Theoretical purging efficiencies are analyzed and compared to experimentally 

obtained values. This method combines the simplicity and high reliability of the 

PIWCC method with the exceptional sensitivity of an electron capture detector. 

In Chapter Five, various mechanistic and empirical models of sorption 

kinetics in aqueous sorbent suspensions are examined and compared. The 

characteristics of four diffusion-based models, a particle abrasion model, and two 

implementations of a first order reaction model are investigated. The kinetics 

for the adsorption of several chlorinated benzenes to a model sorbent (XAD-7) 

was measured experimentally. Each of the diffusion-based models and the 

particle abrasion model were fitted to the data to gain insight concerning the 

most important rate-limiting mechanisms. The relative importance of film 



diffusion versus intraparticle diffusion in aqueous sorbent suspensions is 

assessed. 

Chapter Six is a summary of the conclusions reached in each of the 

previous chapters. In addition, areas of further research are identified. In 

Appendices A and C, the experimental data from the filter desorption and the 

aqueous adsorption experiments, respectively, are presented. During this 

investigation of sorption kinetics, a great number of computer programs were 

developed. The source codes of the most important programs are listed in 

Appendices B and D. 

The material discussed in Chapter Two was published in a modified form 

in the September, 1990 issue of Environmental Science 6 Technology (33). The 

filter desorption research presented in Chapter Three has been submitted to 

Environmental Science 6 Technology in a modified form (34). Bruce Tiffany is a co- 

author on that paper. A discussion of the analytical method presented in 

Chapter Four has been submitted to Journal of High Resolution Chromatography 

(35). The research presented in Chapter Five has not yet been prepared for 

publication. 
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CHAPTER I 1  

The Application of a Radial Diffusion Model 
to Describe Gas/Particle Sorption Kinetics 

Absf racf 

A radial diffusion model is adapted to describe the kinetics of the 

exchange of organic compounds between the gas and particulate phases in the 

atmosphere. A Crank-Nicolson finite difference scheme with variable time 

stepping is used in applying the model to polydisperse particle size 

distributions. Two sets of conditions are simulated: (1) airborne particles, as in 

the ambient atmosphere, and (2) filter-bound particles, such as those found in 

an air filtration apparatus. The time scale of the intraparticle diffusion reaction, 

TD, is greatly dependent upon the atmospheric partition coefficient of the 

compound, Kp (m311pg), and the particle size distribution of the aerosol. For 

most compounds typically determined in atmospheric samples, sorption 

equilibrium with airborne particles is approached rapidly. Sorption reactions 

that take place onlin filters are controlled not only by TD but also by an 

equilibrium mass transfer time scale TM which is a function of Kp, the amount 

of particulate mass Mp, and the volumetric flow rate f. The kinetics of sorption 

reactions onlin filters is predicted to play an important role in the determination 

of both the probability and the magnitude of sorption related artifacts within 

field-derived values of K,. 



lntroduct ion 

The transport, fate, and health effects of atmospheric pollutants depend 

in large part upon whether those pollutants are associated with the gas phase 

or with the particulate phase. In general, the distribution of a compound 

between the gas and particulate phases depends upon the vapor pressure of the 

compound, the ambient temperature, and the volume concentration of 

atmospheric partidate matter. For urban atmospheric partidate matter, the 

dependence on the latter two variables has been placed in the context of a linear 

Langmuir model by Yamasaki et al. (I), leading to 

log K = log 
AaTSP m =,+& 

F T 

where K is an atmospheric partition coefficient (rglm3), A is the gas-phase 

concentration of the compound (nglm3), TSP is the total suspended particulate 

matter concentration F is the concentration of analyte associated with 

the particulate phase (nglm3), and T is the absolute temperature. The 

parameters rn and b are compound-dependent constants. In a recent review of 

the theories of equilibrium partitioning in the atmosphere, Pankow (2) has 

shown that the parameter b includes the dependence of K on the compound's 

subcooled liquid vapor pressure, p:. 

The partition coefficient K as defined by Yamasaki et al. (I) is the inverse 

of the usual form for a distribution coefficient. Normally, gaslsolid partition 

coefficients are defined such that an increase in the coefficient results in more 

"partitioning" to the solid phase. As defined in equation (2.1), an increase in the 

partition coefficient decreases the partitioning. To avoid this counterintuitive 

notation, Pankow (3) has proposed the use of a redefined partition coefficient 

K, (m31rg) such that 



To emphasize the fad that equation (2.2) represents a simple distribution 

of a compound between two phases, K p  may be written as the ratio of the 

concentration of analyte in the particulate phase (FITSP (nglpg)) to its 

concentration in the gas phase (A (ng/m3)). 

F - - F l  TSP 
= A TSP A 

Recent work by Bidleman and co-workers (46) has supported the Yamasaki 

approach for a set of organochlorine compounds and polycyclic aromatic 

hydrocarbons (PAHs). Ligodci and Pankow (7) also used this model successfully 

to describe the equilibrium partitioning of PAHs. Furthermore, Bidleman and 

co-workers (4,8) and Ligocki and Pankow (7) have found that these compound- 

dependent partition coefficients are remarkably independent of the source of the 

particulate matter. 

Although much support for the linear Langmuir model has been 

generated, some evidence suggests that deviations can occur, especially at low 

surface coverages. In a study of the distribution of PAHs between the gas and 

particulate phases in Portland, Oregon, Ligocki and Pankow (7) found that 

compounds with relatively high values of p; exhibited significant positive 

deviations from the expected values of Kp.  An identical behavior was observed 

by Hart (9) for a set of n-alkanes. As one possible explanation for this deviation, 

Ligocki and Pankow (7) and Pankow (10) have postulated that a fraction of the 

particle-associated compound may be "non-exchangeable," i.e., incapable of 

exchange with the gas phase. The amount of non-exchangeable material is 

expected to depend on the nature, source, and age of the particulate matter as 

well as the properties of the compound. This type of result is consistent with 

a classic two-site model in which the sorbed material is divided into two 
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fractions, one of which is assumed to exchange freely with the non-sorbed

phase, while the other is assumed to be bound comparatively tightly to the

particulate phase, and cannot desorb within the time scale of interest. The

observed deviations may therefore be examples of non-equilibrium behavior.

Partition coefficients of the type discussed above are frequently calculated

using values of A, F, and TSP measured by the simultaneous collection of

particulate matter on filters, and gas-phase compounds on polyurethane foam

(PUF) or another type of sorbent. During the time in which a sample is

collected, however, several physical processes may act to modify the gas/particle

distribution of the compounds within the sampling apparatus, thereby

introducing artifacts into the measured values of A and F. Two such processes

that have been hypothesized to cause sampling artifacts are the desorption of

sorbed compounds from filter-bound particles (11), and the adsorption of gas-

phase compounds onto collected particles (4,6) and filters (12). For example,

during laboratory experiments in which constant concentrations of analytes were

passed through particle-laden filters, Foreman and Bidleman (5) observed that

the downstream gas-phase concentrations of some compounds did not stabilize

rapidly. The observed stabilization time, up to 30 hours in one case, was

attributed to slow adsorption of the compounds by filter-bound particles.

Despite the frequency with which adsorption/desorption artifacts have been

invoked to explain experimental data, however, no attempts have been made to

determine the extent to which sorption kinetics might limit the rates of these

processes.

This study is a first attempt to develop guidelines for predicting when the

application of an equilibrium partitioning model is appropriate for atmospheric

systems, and when sorption kinetics must be considered. The time scales of

atmospheric sorption reactions are important to predictions of long-range

transport, deposition and washout processes, reaction kinetics on/in particles,

and the health effects of particle-associated compounds. To explore the time

scales of atmospheric sorption reactions, the uptake and release of organic
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compounds by atmospheric particles was simulated using a radial diffusion

model. In addition, the kinetics of sorption reactions which may occur on/in the

filters of air sampling equipment was investigated using a similar diffusion-based

model together with face velocities and sampling times that are typical of high-

volume air sampling. Finally, the implications of non-equilibrium sorption

behavior during aerosol collection on the determination of ambient gas- and

particulate-phase concentrations are discussed.

The Radial Diffusion Model

Development. The model used in this study describes the diffusive

uptake or release of a gas-phase organic compound by atmospheric particles.

Similar models were developed more than 35 years ago to describe the kinetics

of ion exchange or absorption in batch reactors (13) and in fixed beds (14-15).

The application of such models to environmental problems, however, has only

recently received widespread attention (16-18), and then only in aqueous

systems.

This study is the first to simulate general atmospheric sorption kinetics

with a radial diffusion model. Many assumptions are inherent in the formu-

lation of this model. Diffusion into and out of the particles is assumed to be the

only rate-limiting process. Thus, mass transport in the air is assumed to be

sufficiently rapid that the gas-phase concentration of the compound is uniform

up to the external surfaces of the particles. In light of available specific surface

area measurements for urban aerosols (19), most atmospheric particles are

probably not fully porous. In addition, the consideration of particles that are

only fractionally porous is more consistent with the appearance of scanning

electron micrographs of aerosol particles (e.g. 20). Therefore, the particles are

assumed to be spherical and to have a nonporous, nons orbing inner core

surrounded by a uniformly porous, sorbing outer shell (Figure 2.1).

Given the fractional particle volume which is porous, a, the radius of the
inner core is



Particle Radius = R 

Core Radius = r,  

Core Porosity = 0 

Shell Porosity = n 

Figure 2.1. Cut-away drawing of a spherical particle characterized by a 
nonporous core and a porous outer shell. 



where R is the radius of the particle. The value of a is nonzero, and is assumed 

to be constant for all particle sizes. All particles are assumed to have identical 

sorption properties; therefore, the Kp of a compound does not vary from one 

particle to another, regardless of size. Finally, sorption within the miaopores 

of each particle is assumed to be reversible, instantaneous, and described by the 

linear Langrnuir isotherm of Yamasaki et al. (1). Although this diffusion model 

is somewhat simplistic, and does not exactly describe the true shape, porosity, 

or heterogeneity of atmospheric particulate matter, the hope is that the model 

simulates reality suficiently closely that its predictions can offer meaningful 

guidance. 

The mathematical formulation of this model is similar to that of the radial 

diffusion model proposed by Wu and Gschwend (16) to describe the rate-limited 

sorption of hydrophobic organic compounds in soillwater and sedimentlwater 

systems. Because the particles in our model are not necessarily completely 

porous, however, a portion of the development of this model differs from that 

of Wu and Gschwend (16). 

In spherical coordinates, the governing equation for diffusion is 

as(r) - Dmn a 2 ~ / ( r )  2 a ~ / ( r )  [ at 7 + -  r ar I (2.5) 
ar2 

where S(r) is the total volumetric concentration of the compound at a radial 

distance r from the center of a particle, r > r,. The volumetric concentration of 

the compound in the micropores of a particle is A1(r), Dm is the molecular 

diffusion coefficient of the compound in air, n is the intraparticle porosity of the 

porous shell (void volume in the shell per total volume of the shell), 7 is a 

tortuosity factor that relates the actual diffusion length to the thickness of the 

porous shell, and t is the time. Gas-phase pore diffusion is assumed to be the 



predominant mechanism for intraparticle transport. Transport due to surface 

diffusion is assumed to be negligible. 

Local equilibrium is assumed to exist within the miaopores of the 

particles. For linear equilibrium sorption, the concentration of analyte associated 

with the solid phase as a function of radial distance is given by 

where S'(r) is the concentration of analyte associated with the solid phase 

(masslmass) at a distance r from the center of a particle and I$ is a modified 

partition coefficient. Because only the outer shell 0f.eac.h particle is involved in 

sorption, the measured value of the partition coefficient K p  must be corrected to 

exclude the fraction of the total particulate mass which is nonporous and 

therefore not able to sorb. This correction is a simple function of cr and n, and 

represents the ratio of the total particulate mass to the mass of the porous shell. 

The modified partition coefficient, then, is related to the measured value by 

If the total volumetric concentration of the compound in the particle at radius 

r is defined as 

where p, is the specific density of the particulate matter, then S(r) in terms of 

A'(r) is 

1 I I S(r) = P,(I-~)K,A (r) + nA1(r) = [ p $ ( l - n ) ~ ~  + n ] ~ ' ( r )  (2.9) 

Substituting equation (2.7) into equation (2.9) gives 



Solving for At(r) and substituting into equation (2.5) yields 

where Def is an effective diffusion coefficient. The tortuosity factor can be 

assumed to be equal to the inverse of the intraparticle porosity (16). 

The effective diffusion coefficient, then, is constant within the porous shell and 

is given by 

If units of glcm3 are utilized for ps, then 

where Kp is in m31pg, and Dm and Dg are expressed in cm21s. 

Solution Technique. Equation (2.12) can be solved analytically for a 

monodisperse particle size distribution. Solutions of this type for several sets 

of boundary conditions have been documented by Crank (21). For polydisperse 

particle size distributions such as those encountered in the atmosphere, 

however, a numerical solution is necessary. Wu and Gschwend (22) used an 

Euler explicit finite difference method to model polydisperse distributions 



suspended in aqueous systems. In this study, a Crank-Nicolson (C-N) finite 

difference scheme was developed to solve the diffusion equation. Although the 

C-N method is computationally more intensive than the explicit technique, it 

possesses distinct advantages. In particular, the C-N method is unconditionally 

stable and has a truncation error on the order of ( ~ t ) ~ .  Larger time steps can be 

used (23), and the time step can be inaeased as the simulation proceeds. The 

Crank-Nicolson formulation can complete a simulation with fewer time steps 

and in less CPU time than the explicit technique, and with no significant loss 

of accuracy. 

Model Compounds and Parameter Estimation 

The uptake and release kinetics of four model compounds characterized 

by a range of Kp values were simulated in this study. The four compounds are 

pyrene, chrysene, hexachlorobenzene (HCB), and 2,2-bis(4chlorophenyl)-1,l- 

dichloroethene (p,p'-DDE). At typical urban TSP levels, HCB resides almost 

exclusively in the gas phase, while chrysene is predominantly associated with 

the particulate phase. Pyrene and DDE have intermediate partition coefficients, 

but are expected to be found primarily in the gas phase. Because Kl varies over 

several orders of magnitude within this group, the results of these simulations 

apply to compounds with a wide range of sorption properties. 

Gas-phase molecular diffusion coefficients were estimated by the method 

of Wilke and Lee, as outlined by Lyman et al. (24). Values of Kp for HCB, DDE, 

and pyrene were taken from laboratory data (T = 20°C) compiled by Foreman 

and Bidleman (5). The K, value for chrysene was estimated based on data from 

Ligocki and Pankow (7). Effective diffusion coefficients were calculated using 

equation (2.15), assuming p,  = 2.0 g/cm3 and n = 0.50. Typical urban gas-phase 

concentrations for these compounds were used in the simulations, and were 

taken from Bidleman and co-workers (45) and from Ligocki and Pankow (7). 

These parameters are summarized in Table 2.1, where Dell is given for fully 

porous particles (or = 1.0). The classic Pasadena aerosol, as described by Whitby 



ef al. (25). was used as the atmospheric particle size distribution. The volume 

distribution of this aerosol is depicted in Figure 2.2. 
- - p p p p p  

Table 2.1. Sorption Parameters for Model Compounds. 

compound Kp (m31pg) Dm (cm21s) Def (cm21s) A (ng/m3) 

HCB 1 .47x10m6 0.058 9.8 x 0.3 

DDE 2 . 2 2 ~ 1 0 ~  0.050 5 . 6 ~ 1 0 ' ~ ~  0.1 

Pyrene 3 . 5 7 ~ 1 0 ~  0.058 4.1x10-~' 15.0 

Chrysene 1.00~10-~ 0.049 1 .hl0-l3 2.0 

Model 1. GaslParticle Distributions in the Atmosphere 

Formulation. The first system of interest is that of particulate matter 

suspended in the atmosphere. In this model, a gaslparticle system is allowed 

to proceed toward equilibrium for specific values of Kp, TSP, a, and initial values 

for A and F. Initially, the fraction of analyte which is particle-associated is 

assumed to be distributed uniformly throughout the particulate phase, and the 

sorbed fraction is assumed to be in equilibrium with an intraparticle gas-phase 

concentration A,, where A, # A. In other words, particles which initially are 

at sorption equilibrium with a compound whose gas-phase concentration is A, 

are forced to adjust to a new gas-phase concentration A. 

Verification. To ensure the predictive accuracy of the model, the results 

of simulations for a simple monodisperse aerosol were compared to the 

predictions of the analytical solution described by Crank (21). This comparison 
-4 3 is shown in Figure 2.3 for Def = 4.1x10-" cm21s, K p  = 3.57~10 m lpg, TSP = 

3 50 pglm3, a = 1.0, A = 15 nglm . A, = 0 nglm3, and R = 0.375 pm. The 

numerical solution used 21 nodes per particle. The curves in Figure 2.3 are 

plotted against the dimensionless time, t/TD, where TD is the diffusion reaction 

time scale and is defined as 





Figure 2.3. Numerical and analytical predictions of the fractional approach to 
equilibrium for model 1 using a monodisperse particle size distribution. 



To = 
(diffusion length)2 

Defi 

When the factor cr is 1.0, the diffusion length equals R. On the y axis, Mt is the 

total mass adsorbed or desorbed at time t, Me is the corresponding amount at 

equilibrium, and MiM,, therefore, is the fractional approach to equilibrium. 

Because a linear isotherm is assumed, the rate of approach to equilibrium is 

independent of the values of A and A,. 

The numerical method overestimates MtlMe at small t due to the fact that 

diffusion into or out of the particles is exaggerated during the fust few time 

steps. This numerical error increases as the dimensionless parameter Kp-TSP 

increases. A finer spatial disaetization can be used to more closely approximate 

the analytical solution at early times. Increasing the number of nodes per 

particle, however, also inaeases the computation time. For the cases discussed 

here, up to 201 nodes per particle were used when large values of Kp.TSP were 

studied, or when highly accurate curves were required. For most of the 

simulations, however, 51 nodes per particle were sufficient to keep the 

numerical error at an acceptable level. 

Model 2. GaslParticle Distributions for Filter-Bound Particles 

Formulation. A model was constructed to simulate compound adsorption 

to and desorption from particles that are trapped onlin a filter, such as that 

which can occur in an air sampling apparatus containing a filter followed by an 

adsorbent. This model was developed specifically to simulate the processes of 

adsorption and desorption onlin filters and to predict the magnitude of the 

associated artifacts. In this system, particles are collected on a filter from an air 

parcel which contains a compound at a constant gas-phase concentration A,. 

The particles are assumed to be in sorption equilibrium with A,. The simulation 

is then started by passing a different, particle-free air parcel through the particle- 

laden filter. This new air parcel contains the compound at a concentration A, 



where A z A,. Adsorption or desorption, depending on whether A > A, or A 

< A,, respectively, then occurs until the particles are in equilibrium with the 

new air parcel. 

Over the course of a typical six hour aerosol collection period, the gas- 

phase concentration of a compound in the sampled air volume may vary greatly, 

causing the first particles collected to react to changes in the gas-phase 

concentrations to which they are exposed. The time scales of sorption reactions 

on filters can be expected to control the magnitude of the potential adsorption 

or desorption sampling artifacts. If the reaction time scale is short compared to 

the sampling period, then the artifacts in the determination of gas- and 

particulate-phase concentrations can be large. 

The formulation of this model is fairly complex, since the concentration 

of the compound in the gas phase must be allowed to change (due to adsorption 

by, or desorption from the trapped particles) as the air passes through the filter. 

To allow such changes, the thickness of the filter was discretized into N layers 

such that the thickness of each layer is llNth of the total thickness. An air 

parcel first enters layer 1, then passes to layer 2, and so on until exiting the filter 

after layer N. Each layer of the filter is assumed to contain 1INth of the total 

particulate mass, and to have a size distribution which is identical to the overall 

distribution (Pasadena aerosol (25)). This conceptual-ization is accurate for 

heavily-loaded filters. When the total mass of particles is low and glass fiber 

filters are used, the number of particles will drop off exponentially with distance 

into the filter. Including this level of complexity in the model, however, would 

not have changed the conclusions obtained here to a significant degree. 

To start the simulation, an air parcel is sent into layer 1, where adsorp- 

tion or desorption is allowed to occur for a specified period of time, and the gas- 

and particulate-phase concentrations are decreased or increased according to the 

radial diffusion model. The air parcel then moves into layer 2, where an 

identical period of time is allowed to elapse. The gas-phase concentration of the 

air parcel and the sorbed concentrations for each particle size are modified as the 



air parcel moves through each layer of the filter. Upon leaving the filter, the 

exiting gas-phase concentration, AOuf, is recorded, and the next air parcel is sent 

into layer 1 to repeat the process. 

The magnitude of adsorption and desorption artifacts will be influenced 

by many factors including sorption kinetics and the variability of A, TSP, and 

temperature over the sampling period. In order to isolate the effects of sorption 

kinetics, several simplifying assumptions were made. Firstly, as discussed 

previously, the influent gas-phase concentration A was held constant during the 

simulation. The flow rate of air through the filter was also held constant and 

was typical of flow rates commonly used in hi-vol samplers. Secondly, the total 

particulate mass on the filter was fixed; no particles were added during the 

simulation. Finally, the temperature was assumed to be constant; thus the value 

of Kp did not change during the simulation. 

Parameter Optimization. The sensitivity of the filter-based model to the 

number of filter layers, the number of nodes per particle (grid points), and an 

internal time step criterion was tested. Figure 2.4 illustrates the dependence of 

the normalized breakthrough curve on the number of layers used by the model, 

varying from five layers to sixty, with a = 1.0, A, = 0 ng/m3, 21 nodeslparticle, 

and a Pasadena-type particle size distribution. The x axis in Figure 2.4 is a 

dimensionless time, f/TM, where TM is the time required for the influent gas to 

deliverlremove the mass of analyte that must be exchanged between the gas and 

particulate phases for sorption equilibrium to be achieved. This mass transfer 

time scale is 

where Mp is the mass of particles on the filter and f is the volumetic flow rate 

of gas through the filter. If the sorption kinetics were infinitely fast, then the 

particles would be in complete equilibrium with the influent concentration when 

t = TM. The dependence of TM upon %.Mp illustrates the similarity between 



Figure 2.4. Dependence of the normalized breakthrough curve for model 2 on 
the number of layers within the filter. The ratio of the mass transfer time scale 
to the diffusion reaction time scale for these simulations is 100. 
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sorption processes on/in a filter and those in a PUF plug or a Tenax cartridge;

it is the product of the partition coefficient and the mass that determines the

retention volume (26). (This is just one of many examples of why Kp is a more

intuitive type of partition coefficient than is K.) The dimensionless time, then,
is

.!.- = Vlf = ~
TM KpMpl f KpMp

(2.18)

where V is the volume of air that has passed through the filter at time t. When

the y axis is also non-dimensionalized, the breakthrough curve depends only

upon the ratio TMITD rather than the individual values of Kp' Mp' f, and A.

Figure 2.4 shows that the normalized breakthrough curve asymptotically

approaches a final position as the number of layers is increased. Though not

shown, the relationship between the normalized breakthrough curve and the

number of layers depends upon the ratio TMITD;the dependence becomes more

pronounced as the ratio is increased. The largest ratio used in this study was

100; therefore, this ratio was used for the layer optimization. As the number of

filter layers is increased, the computation time increases proportionally, but the

incremental increase in accuracy decreases. Because of this trade-off, forty layers

were considered to be adequate, and this number was used for the balance of

the simulations.

The sensitivity of the model to the number of intraparticle grid points was

investigated using 21, 41, and 61 grid points with TMITD = 100, a = 1.0, Ao =

0 ng/m3, 40 filter layers, and the Pasadena size distribution. As illustrated in

Figure 2.5, the normalized breakthrough curve shows virtually no dependence

on the number of grid points. The dependence of the breakthrough curve on

this parameter does not increase significantly for other values of TMITD' In

order to minimize computation time, therefore, 21 grid points were considered

to be sufficient. Finally, the dependence of the normalized breakthrough curve

on various types of internal time step criteria was studied. Again, no significant
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Figure 2.5. Dependence of the normalized breakthrough curve for model 2 on 
the number of nodes per particle. Curves are shown for 21, 41, and 61 nodes, 
using 40 filter layers and a TM/TD of 100. 



dependence was observed, indicating that the variable time stepping algorithm 

used in this model did not lead to significant errors. 

Results and Discussion 

Model 1. Airborne Particles. Simulations were performed with model 

1 to study the dependence of M,IM, on the dimensionless parameter K;TSP. 

Fully porous particles were used in a Pasadena-type size distribution. When 

plotted against the dimensionless diffusion reaction time t/TD, a family of curves 

is created that is compound-independent (Figure 2.6). The diffusion reaction 

time scale used in plotting the computed results for this polydisperse system 

was taken as the average TD for all sizes, weighted by the mass fraction. The 

resulting value of TD is the same as that which would result from a diffusion 

length (R) of 0.915 pm. Figure 2.6 describes the behavior for any l$, value and 

any concentration of airborne particles giving %-TSP in the range 0.001 to 100. 

The fractional approach to equilibrium depends on Kp-TSP because this value 

equals the equilibrium ratio FIA, and therefore determines the driving force for 

the final fractional uptake or release of a compound. The dependence of 

intraparticle transport rates on the equilibrium ratio FIA, a fundamental 

parameter which Crank unfortunately designates a, has been well documented 

(21). 

Since specific surface area measurements of urban aerosols (19) indicate 

that atmospheric particles may not be fully porous, a set of simulations was 

performed to examine the dependence of the diffusion reaction time scale on the 

fractional particle volume that is porous, a. Porous fractions of 0.1,0.2,0.4,0.6, 

and 1.0 were simulated using pyrene, an A, of 0 ng/m3, the Pasadena-type size 

distribution, and a TSP of 50 &m3. The results are shown in Figure 2.7. As 

would be expected, particles which are only fractionally porous, and therefore 

have smaller diffusion lengths, are predicted to reach equilibrium more quickly 

than particles which are fully porous. The decrease in TD caused by the change 

in diffusion length, however, is partially offset by a decrease in the effective 



Figure 2.6. Normalized fractional approach to equilibrium curves as predicted 
by model 1 for fully porous particles. The characteristic parameter for each of 
these curves is the dimensionless parameter $.TSP. 



Log 10 (Time) 

Figure 2.7. Dependence of the diffusion reaction time scale on a, the fractional 
particle volume that is porous. Curves are for pyrene, a TSP of 50 &m3, and 
101 nodeslparticle. Time is expressed in minutes. 



diffusion coefficient as calculated by equation (2.15). As a rule of thumb, 

particles that have a nonporous core such that only 10% of their volume is 

porous (a = 0.1) are predicted to reach sorption equilibrium in roughly 10% of 

the time required for fully porous particles in a system of the same I$.TSP. 

The sensitivity of model results to changes in the intraparticle porosity 

and the specific particle density were explored. For a given value of a, a change 

in either the specific density or the porosity of the outer shell affects the amount 

of particulate mass that resides in the porous shell. This results in a small 

change in the value of Dd and a corresponding shift in the diffusion reaction 

time scale. This effect, however, was found to be small. 

The dependence of the diffusion reaction time scale on the atmospheric 

particle size distribution was also explored. The results are shown in Figure 2.8, 

where the sorption kinetics for a Pasadena-type distribution is compared to the 

kinetics that result from three different monodisperse distributions. For the sake 

of comparability of the results, the simulations for the monodisperse particles 

were performed with the numerical model. Particle diameters of 0.00875 pm, 

0.25 pm, and 5.22 pm were chosen because they represent the measured lower 

limit, the maximum, and the upper limit, respectively, of the mass distribution 

of the Pasadena aerosol. All four simulations used fully porous particles. Since 

the Pasadena aerosol contains significant numbers of particles smaller than 0.25 

pm in diameter, these results indicate that the larger particles in a polydisperse 

distribution tend to be more important than the smaller particles in determining 

the overall reaction time scale. 

Predictions of the reaction time scales for each of the model compounds 

are shown in Figure 2.9. These curves were generated using the values listed 

in Table 2.1, fully porous particles, a Pasadena-type size distribution, TSP = 50 

pg/m3, A, = 0 nglm3, and 101 nodeslparticle. As the value of the atmospheric 

partition coefficient increases from HCB to chrysene, the reaction time scale 

increases due to a corresponding decrease in Def  Equilibrium is achieved for 

each of these compounds very quickly relative to their residence times in the 
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Figure 2.8. Dependence of the fractional approach to equilibrium for model 1 
on the particle size distribution, using pyrene, 51 nodeslparticle, fully porous 
particles, and a TSP of 50 rg/m3. Curves for the three monodisperse size 
distributions are labeled with their diameters. Time is expressed in minutes. 
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Figure 2.9. Predictions from model 1 of the fractional approach to equilibrium 
for each of the four model compounds. The solid lines were generated using a 
TSP value of 50 pglm3, while the dashed lines represent duysene with TSP 
values of 30, 10, and 1 pglm3. Time is expressed in minutes. 



atmosphere. Even chrysene, which has the largest Kp and therefore the smallest 

Defi of the model compounds, is predicted to approach sorption equilibrium in 

approximately one hour under these conditions. 

Figure 2.9 also illustrates the dependence of the reaction time scale on the 

value of Kp.TSP. Chrysene exhibits a significant dependence on the value of 

TSP. The other three compounds, however, show such weak dependence on 

TSP in the range 1 to 50 that the effects are not visible in a plot over this 

time range. The rate of reaction for chrysene is particularly sensitive to a change 

in the value of TSP because, for this range of TSP, the partition coefficient is of 

sufficient magnitude to dictate that a significant fraction of the compound is 

associated with the particulate phase at equilibrium. As mentioned previously, 

the equilibrium fraction of analyte associated with the particulate phase affects 

intraparticle transport rates. The equilibrium values of FIA for pyrene, DDE, 

and HCB, however, are too small for the kinetics to be significantly affected by 

changes in TSP within this range. 

Model 2. Filter-Bound Particles. The filter-based model is designed to 

predict the time required for trapped particles initially in equilibrium with one 

air parcel, perhaps a relatively clean one, to react to the arrival of a second, 

possibly polluted air parcel, or vice versa. The gas-phase concentration 

differences used for these simulations are identical to those listed in Table 2.1. 

Because linear isotherms are used, however, the magnitude or sign of the gas- 

phase concentration change is not of fundamental importance in determining the 

shape or position of the breakthrough curve. 

The shape and position of the normalized breakthrough curve are 

determined by the relationship between the intraparticle diffusion reaction time 

scale and the equilibrium mass transfer time scale. Simulations were performed 

to determine the dependence of the output of model 2 on the ratio TMITD using 

forty layers, 21 nodeslparticle, fully porous particles, and a Pasadena-type size 

distribution. The results are plotted as A,,,IA versus tlTM in Figure 2.10, and as 

M,IM, versus t/TM in Figure 2.11. As the ratio TM/TD decreases, the diffusion 



Figure 2.10. Normalized breakthrough curves for model 2, using forty layers, 
21 nodeslpartide, and fully porous particles in a Pasadena-type size distribution. 
The characteristic parameter for each curve is the ratio T,IT,. 



Figure 2.11. Normalized fractional approach to equilibrium curves for model 2, 
using forty layers, 21 nodeslparticle, and fully porous particles in a Pasadena- 
type size distribution. The characteristic parameter for each curve is the ratio 
TMITD. 



kinetics becomes more limiting. Conversely, as TM/TD increases, diffusion 

kinetics becomes less limiting. The kinetics of intraparticle diffusion is important 

everywhere in the range of TMITD from 0.01 to 100. If it were unimportant, the 

breakthrough curve would be a step function. Indeed, as the ratio TMITD 

increases from 0.01 to 100, Figure 2.10 shows that the simulated breakthrough 

curve becomes more, but not completely, vertical. The relative importance of 

intraparticle diffusion versus equilibrium mass transfer is illustrated well in 

Figure 2.11. If diffusion were not limiting (TM/TD = a), then the curve would 

be a straight line from (0,O) to (1,l). Because the small particles on the filter 

react rapidly to changes in A, every curve starts on the TMITD = line. The 

extent of the deviation from that line depends on the relative importance of the 

intraparticle diffusion reaction. 

The dependence of the normalized breakthrough curve on ct was also 

explored. Simulations with 40 layers, 21 nodeslparticle, and the Pasadena size 

distribution were performed. The ratio TMITD for the case of fully porous 

particles was set equal to 10. Figure 2.12 illustrates the results. Essentially, as 

the fraction of porous particulate volume decreases from 1.0 to 0.01, the 

reduction in the diffusion length causes a decrease in the diffusion reaction time 

scale which in turn results in a larger ratio of TMITD. 

Simulations for each of the four model compounds were performed using 

the parameters in Table 2.1, fully porous particles, a Pasadena-type size 

distribution, and 21 nodeslparticle. The flow rate through the filter was fixed 

at 0.43 m31min, corresponding to a face velocity of approximately 14 cmlsec in 

a high-vol with a 20 cm by 25 cm filter. The results are shown in Figure 2.13 for 

particulate masses of 240 mg (solid lines) and 130 mg (dashed lines). Under 

these conditions, the TM values for HCB are quite small. Values of TM for DDE 

and pyrene are larger, but still less than a typical 6 hour sampling period. 

Chrysene, however, has a TM that is much larger than typical sampling times. 

The ratio TM/TD for these simulations is fairly large for all of the model 

compounds, averaging -54 for Mp = 240 mg and -29 for Mp = 130 mg. 



Figure 2.12. Dependence of the normalized breakthrough curve for model 2 on 
a, the fractional particle volume that is porous, using forty layers and 21 
nodeslparticle. The ratio TM/TD = 10 for the curve where a = 1.0. 
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Figure 2.13. Predictions from model 2 of the time required for filter-bound 
particles to react to a change in a compound's influent concentration, using fully 
porous particles in a Pasadena-type size distribution. Solid lines are for 240 mg 
of particulate mass; dashed lines are for 130 mg. The volume of air is expressed 
in m3. 



Simulations with less particulate mass on the filter (smaller TMITD) would 

produce curves that are shifted to smaller times and more affected by 

intraparticle diffusion, as in Figure 2.11. 

The potential artifacts caused by adsorption to and desorption from 

trapped particles onlin a filter depend upon many factors including the reaction 

time scales and the variability of A, TSP, and temperature over the course of the 

sampling period. To extend the results of this study to the description of 

adsorption and desorption artifacts within a hi-vol sampler is not straight- 

forward. During the course of particle collection, TD may vary somewhat with 

temperature, but TM increases linearly with M,. In fact, the ratio TM/TD is 

essentially a function of Mplf. Therefore, the ratio TM/TD will increase as the 

sampling event progresses. Particles collected at different times and from 

different air parcels will proceed toward sorption equilibrium along different 

interdependent paths. 

The above caveats notwithstanding, some general statements concerning 

the probability and magnitude of adsorption and desorption sampling artifacts 

may be made. They are grouped into three categories according to the 

magnitude of Kp. For compounds that react quickly (small I$,, large Def), the 

measured particulate-phase concentration will reflect the last gas-phase 

concentration to which the particles were exposed. The measured gas-phase 

concentration will represent the sample volume average of A,,. Because Kp is 

small, the measured value of A will be largely unaffected by any exchange of the 

compound between the gas phase and filter-bound particles. The value of A for 

the last air parcel, however, is not likely to be equal to the average value of A 

for the entire sampling event. Therefore, the potential for sigruficant artifacts 

in the calculation of Kp for these compounds is high. For compounds which 

react on time scales much longer than the sampling period (very large Kp, small 

Def), the measured gas- and particulate-phase concentrations are more likely to 

reflect the true volume average of A and F over the course of sampling. 

Consequently, the potential for the above artifacts is low. Finally, for 



compounds which have diffusion reaction time scales on the same order as the 

sampling time (chrysene, for example), a significant amount of analyte may 

exchange between phases, but the exchange will probably be incomplete. The 

potential for sign%cant artifacts is present, but at a lower probability than for 

compounds that react very quickly. 

The implications of these predictions on sample collection and handling 

are serious. In order to increase the probability that only one air parcel is 

sampled, collection times should be kept at a minimum as allowed by analytical 

method detection limits and the need to minimize sorption directly to the filter. 

Alternative sampling methods which have the potential to average or eliminate 

adsorption and desorption artifacts should be investigated. The determination 

of partition coefficients for highly volatile compounds may need to be made in 

the laboratory, where better control over conditions can be exercised. In 

addition, filter samples must be handled with care during their transport and 

subsequent analysis. Exposure to laboratory air, even over a short period of 

time, may cause sorbed compounds to redistribute between the collected 

particles and the air in the laboratory. 

Summa y and Conclusions 

An intraparticle diffusion model was adapted to describe sorption kinetics 

both in the atmosphere and on particle-laden filters. Both systems were 

simulated for a series of model compounds whose partitioning properties vary 

over a large range. The radial diffusion model predicts the rapid attainment of 

equilibrium for most compounds typically determined in atmospheric samples. 

For compounds with Kt, values smaller than 0.10 m31rg, reaction time scales in 

the atmosphere are expected to be on the order of several hours or less, 

depending on the particular compound. Particles which are only porous in the 

outer portion of their structure are predicted to approach equilibrium faster than 

their fully porous counterparts. During aerosol filtration, the potential for 

adsorption and desorption artifacts is controlled in part by the kinetics of 



sorption processes. The magnitude of the artifact will depend upon the 

variability of A, TSP, and temperature during the sampling event as well as the 

diffusion and mass transfer reaction time scales. For compounds possessing 

small K p  values, adsorption to and desorption from fdter-bound particles is 

predided to be rapid. Consequently, the potential is high for significant artifacts 

in the measurement of A and F and in the subsequent calculation of K p .  

Compounds that have large values of K p  are predicted to react more slowly and 

therefore are less likely to display artifacts of the same magnitude as those that 

have small values of Kp.  The predictions of these models, however, only 

provide rough guidelines. The radial diffusion model requires calibration and 

verification for actual atmospheric particles. The implications of these 

predictions are serious enough to merit further investigation. 
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gas-phase concentration ( n g / d  

gas-phase concentration in sorption equilibrium with particles 

before a simulation is started (ng/m3) 

gas-phase concentration leaving the filter (ng/m3) 

gas-phase concentration in micropores at a radial distance r from 

the center of the particle (nglm3) 

constant in equation for log K 

effective diffusion coefficient (cm2/s) 

gas-phase molecular diffusion coefficient (cm2/s) 

volumetric flow rate through the filter (m3/min) 

particulate-phase concentration (ng/m3) 

sorption equilibrium constant (Irglm3) 

sorption equilibrium constant (m3lPg) 

sorption equilibrium constant corrected for the fractional particle 

mass in the porous shell (m31rg) 

compound-dependent slope of log K versus 1IT 
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TM 
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mass exchanged between phases at equilibrium 

mass of particulate matter on the filter 

mass exchanged between phases at time t 

fractional approach to equilibrium 

intraparticle porosity 

number of filter layers 

subcooled liquid vapor pressure 

radial distance 

radius of the nonporous inner core (pm) 

particle radius (pm) 

sorbed-phase concentration of analyte at a radial distance r from 

the center of the particle (nglpg) 

total volumetric concentration of analyte at a radial distance r from 

the center of the particle (ng/m3) 

time (min) 

absolute temperature (K) 

diffusion reaction time scale (min) 

mass transfer time scale (min) 

total suspended particulate matter concentration (ag/m3) 

dimensionless diffusion reaction time 

dimensionless mass transfer time 

volume of air (m3) 

fractional particle volume that is porous 

specific particle density (glcm3) 

tortuosity factor 

Registry No. Chrysene, 218-01-9; Hexachlorobenzene, 118-74-1; p,p8- 

DDE, 72-55-9; Pyrene, 129-00-0. 
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CHAPTER I I I  

Description of Gadparticle Sorption Kinetics with an 
Intraparticle Diffusion Model: Desorption Experiments 

A bsf racf 

An intraparticle diffusion model was successfully used to describe the 

desorption of a wide range of n-alkanes and polycyclic aromatic hydrocarbons 

(PAHs) from a particle-laden filter. Aerosol particles from a highway tunnel 

were collected using standard techniques. Sorbed organic compounds were 

then desorbed for 28 days by passing clean nitrogen through the filter. Volatile 

compounds were liberated from the filter quickly; only a small fraction of the 

less volatile compounds were desorbed. A non-linear least squares method was 

used to fit the diffusion model to the experimental data. Two fitting parameters 

were used: the gaslparticle partition coefficient (Kp), and an effective 

intraparticle diffusion coefficient (De$ Optimized values of Kp are in agreement 

with previously reported values. The slope of a correlation between the fitted 

values of Defl and Kp agrees well with theory, but the absolute values of Defl are 

a factor of - lo6 smaller than predicted for sorption-retarded, gaseous diffusion. 

Slow transport through an organic or solid phase within the particles or 

preferential flow through the bed of particulate matter on the fiiter might be the 

cause of these very small effective diffusion coefficients. 



lnt rod uction 

Theoretical models that describe the equilibrium distribution of organic 

compounds between the gas and particulate phases in the atmosphere are often 

based upon linear sorption isotherms (1-4). For a given compound and 

temperature, the linear model defines the ratio of particulate- and gas-phase 

concentrations in terms of a partition coefficient K p  (m3/&, given as 

F I TSP KP = 
A 

where F is the concentration of analyte associated with the particulate phase 

(nglm3), TSP is the total suspended particulate matter concentration (flglm3), and 

A is the gas-phase concentration of the compound (nglm3). The partition 

coefficient varies with the absolute temperature T (K) according to 

rn 
P log Kp = - + bp 

T 

where rnp and bp are constants that depend upon the compound and the nature 

of the particulate matter. This temperature dependence was first proposed by 

Yamasaki et al. (3) and later modified and given a theoretical foundation by 

Pankow (1, 5). In addition, Pankow (1 )  has shown why the magnitude of the 

linear partition coefficient K p  is expected to be proportional to the inverse of the 

compound's subcooled liquid vapor pressure, p:. Linear partitioning theory has 

been applied successfully to a wide range of organic compounds in both field (3, 

6-1 0) and laboratory (1 1-13) experiments. 

Although the characterization of gaslparticle sorption equilibrium has 

been met with a considerable amount of success, relatively little is known about 

the kinetics of gaslparticle interactions. Studies of the kinetics of these 

interactions are important in the elucidation of the mechanisms that control such 

processes. In turn, a better understanding of the physical nature of gaslparticle 

partitioning will provide an improved foundation upon which to build models 



of long range atmospheric transport, deposition and washout processes, reaction 

kinetics onlin particles, and the health effects of particulate-bound compounds. 

Much disagreement exists, for example, concerning the ability of atmospheric 

particles to catalyze reactions or, in contrast, to protect sorbed compounds from 

reaction (1419). Kinetic investigations can also provide critical insight into the 

microscopic physical properties of atmospheric particles. Sorption kinetics may 

be an important factor in the aging of particulate materials as they are 

transported from their sources. In addition, adsorption and desorption 

processes that occur onlin filters as a result of concentration gradients or 

temperature changes are often cited as the cause of artifacts in high-volume air 

samplers (6, 14, 20-21). The extent to which sorption kinetics might limit the 

rates of these processes and the magnitude of the associated artifacts, however, 

is not yet well understood. Because gaslparticle partitioning affects so many 

important processes, knowledge of the mechanisms that control sorption kinetics 

in atmospheric systems will be of great benefit. 

Only a few attempts have been made to model sorption kinetics in 

atmospheric systems. Natusch and Tomkins (22) developed a predictive model 

for gaslparticle adsorption kinetics based on a Langmuirian isotherm with 

activation energies for adsorption and desorption. Kittelson and Barris (23) 

extended the model of Natusch and Tomkins (22) to include diffusion-limited 

transport across a boundary layer around the sorbent particles. Neither of these 

groups, however, expanded their studies to describe experimental data. 

Rothenberg and Cheng (24) applied a first order rate model to the adsorption of 

water on fly ash particles. The obtained rate data did not follow the predictions 

of the model of Natusch and Tomkins (22), but could be explained in the context 

of intraparticle diffusion. Experiments concerning the adsorption kinetics of 

m-xylene on coal fly ash gave similar results (25). Miguel et al. (26) collected 

particles on a filter, then passed clean air through the filter and measured the 

desorption of PAHs from that filter. No attempt was made to correlate the 

results with a mechanistic model. Gerde and Scholander (27) applied diffusion- 



based analytical models to predict the adsorption rates of gas-phase PAHs by 

individual porous particles and fibers. Recently, Rounds and Pankow (28) 

developed a radial intraparticle diffusion model for the desaiption of sorption 

kinetics both in the atmosphere and on particle-laden filters, and discussed the 

implications for sampling. 

In this study, the intraparticle diffusion model of Rounds and Pankow 

(28) is used to describe the desorption of a set of n-alkanes and PAHs from a 

particle-laden filter. The ability of the model to describe the observed behavior 

is discussed in terms of diffusionlpartitioning theory. Values of the fitted 

diffusion coefficients are probed for implications concerning the nature of 

atmospheric particles and the gaslparticle partitioning process. The significance 

of the observed diffusion reaction time scales is assessed. In addition, the limits 

placed on the magnitude of adsorptionldesorption sampling artifacts by 

intraparticle diffusion are briefly discussed. 

This filter desorption experiment was a group effort. The people involved 

in the project were Stewart A. Rounds, James F. Pankow, John M. E. Storey, 

Lorne M. Isabelle, and Bruce A. Tiffany. All worked on the experimental 

design. Bruce collected the particles and performed the bulk of the experimental 

work with the assistance of John and Lorne. Bruce, Jim, and Stewart worked 

up the raw data. The data analysis and modelling were performed by Stewart 

and are the subject of this chapter. 

Experimental 

Sampling Site. Particulate matter was collected from air in the eastbound 

tube of the Vista Ridge Tunnel (U.S. Route 26) in Portland, Oregon. The Vista 

Ridge Tunnel is a 306-meter, two-tube tunnel that conveys a moderate to heavy 

vehicular load; each tube contains three lanes of traffic. Tunnel air was sampled 

from a room above the eastbound traffic tube by positioning the sampler intake 

line through an open ventilation grate 30 meters from the eastern end of the 

tunnel. 



Filter Loading. Particles were collected on a Teflon membrane filter 

(TMF) (Gelman Sciences, Inc., AM Arbor, MI) which had been cleaned via 

Soxhlet extraction with methylene chloride (EM Science, Gibbstown, NJ, 

chromatography grade) for 18 hours. The tared filter was then mounted in the 

sampling system, consisting of a Ya inch copper intake tube followed by a 71 mm 

filter holder (Model 710, Environmental Research Corp.) and a carbon-vane, oil- 

less pump (Model 1022, Gast Mfg., Benton Harbor, MI). Air from the tunnel 

was sampled continuously from May 3rd, 1990 (10:30 am) to May 23rd, 1990 

(10:15 am) with an average flow rate of 173 m3/day and an average pressure 

drop of 230 mm Hg across the filter. The total volume of air sampled was 3460 

m3. The mass of particulate matter was 96.73 mg (average TSP = 28.0 &m3). 

After replacing the loaded filter in the filter holder, the inlet and outlet ports of 

the holder were capped and the assembly was stored in a refrigerator. 

Desorption Apparatus. A schematic of the filter desorption apparatus is 

shown in Figure 3.1. The same filter holder that was used to collect the particles 

was used for the desorption. Clean, humidified N2 was passed through the 

filter at a controlled rate, thereby inducing sorbed compounds to desorb from 

the particle-laden filter. The lab-grade compressed N2 (Air Products) was 

cleaned with a hydrocarbon trap containing 50:50 activated carbon and molecular 

sieve 13X (Chemical Research Supplies, Addison, IL). The trap was conditioned 

prior to use by heating it for several hours at 300°C with concomitant 

throughput of ultra-high purity He (Air Products). A humidifier downstream 

of the hydrocarbon trap maintained an environment of constant relative 

humidity to prevent the particles from drying out during the desorption. Ports 

in the N2 line both before ("system blank") and after ("sample") the filter 

allowed the gas stream to be sampled with adsorptionlthermal-desorption (ATD) 

cartridges packed with 0.9 grams of 35/60 mesh Tenax-TA (Alltech Associates, 

Inc., San Jose, CA). Needle valves regulated the flow through each cartridge. 

Approximately 20% of the flow through the filter passed through the sample 

ATD cartridge. The balance of the flow ("waste") was vented to a hood. Flow 





rates were measured with a calibrated wet test meter (Recision Scientific, 

Chicago, IL). Relative humidity measurements were made with a dew point 

hygrometer (Model 880, EG&G Thermoelectric, Idaho Falls, ID). Teflon tubing 

was used throughout the system. 

Procedure. The desorption experiment took place over a period of 28 

days. Except for very brief periods when it was necessary to replace cartridges 

or N2 cylinders, a continuous flow of N2 through the filter and the ATD 

cartridges was maintained. Because the gas-phase concentrations of the more 

volatile compounds were expected to decrease rapidly over time, the ATD 

cartridges were initially replaced after short time intervals, and thereafter at 

increasingly longer intervals. The system blank and sample cartridges were 

always replaced simultaneously. Each used ATD cartridge was capped, sealed 

in a screw cap tube, and stored in a refrigerator. Ten sets of system blank and 

sample cartridges were collected over the course of the experiment. 

The total flow rate through the filter was measured periodically and 

averaged 3.30 Llmin, giving an average filter face velocity of 1.5 cmlsec (Figure 

3.2). The average flow rates through the system blank, sample, and waste lines 

were 0.63, 0.69, and 2.61 Llmin, respectively. A total of 131.5 m3 of N2 was 

passed through the filter during the experiment. The mean relative humidity 

of the exit gas was 53%. The experiment was conducted at ambient laboratory 

temperature (22'-24OC). 

Compounds. A suite of n-alkanes and PAHs were selected as 

representative compounds with a range of gaslparticle partitioning properties. 

The n-alkanes used were hexadecane (C16), octadecane (ClB), nonadecane (C19), 

eicosane (C20), heneicosane (C21), docosane (C22), tricosane (C23), tetracosane 

(C24), and pentacosane (C25). The PAHs used were acenaphthene (ACE), 

acenaphthylene (ACY), benz(a)anthracene (BaA), chrysene (CHR), fluoranthene 

(FLA), fluorene (FLU), 9-fluorenone (9FL), 2-methylphenanthrene (2ME), 

phenanthrene (PHE), and pyrene (PYR). Compounds with relatively high vapor 

pressures (e.g. naphthalene) were excluded from the group because they were 
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Figure 3.2. Row rates measured during the desorption experiment. 



not likely to be present in the particulate phase at measurable levels. Similarly, 

compounds with extremely low vapor pressures were not included since the 

desorption rates of those compounds would be immeasurably low and therefore 

unsuitable for a kinetic study. Standard materials were obtained from various 

suppliers and used without further purification. 

Analytical Methods. All analyses were performed with a Hewlett- 

Packard 5790A GC (Palo Alto, CA) interfaced to a Finnigan 4000 mass 

spectrometerldata system (MSIDS) (Sunnyvale, CA). Chromatographic 

separation was achieved with a 30 m, 0.32 mm i.d. DB-5 capillary column with 

a 0.25 pm film thickness (J&W Scientific, Folsom, CA). ATD cartridges were 

analyzed in the manner of Pankow et al. (29). Prior to the analysis, each 

cartridge was spiked with an internal standard. Cartridges were desorbed with 

ultra-high purity He for 30 minutes at 270°C. Whole column cryotrapping at O°C 

was employed during the thermal desorption step, followed by a temperature 

program of: 0'-150°C @ 25OClmin, 150'-310°C @ 10°Clmin, hold @ 310°C for 

2 minutes. Standard mlz values were used for quantitation. 

Immediately upon completion of the experiment, the filter was removed 

from its holder and extracted to determine the concentrations of all compounds 

that were incompletely desorbed. A blank TMF was similarly extracted to 

determine procedural blank levels. Each filter was spiked with a surrogate 

standard, then Soxhlet-extracted with 325 mL methylene chloride for 51/2 hours. 

The extract volume was reduced to between 2 and 3 mL via evaporation using 

3-ball Snyder columns. Upon cooling, each extract was passed through a clean- 

upldrying column packed with 0.6 grams of activated silica gel (J.T. Baker, 

Phillipsburg, NJ, 60-200 mesh, chromatography grade) and 0.4 grams of 

anhydrous sodium sulfate (Mallinckrodt, Inc., St. Louis, MO, analytical grade) 

to remove polar compounds and traces of water. The silica gel was conditioned 

prior to use at 400OF for over 16 hours; the Na2S04 was conditioned at 800°F for 

the same period of time. Each column was rinsed with 100 mL of methylene 

chloride before use. After passage through the cleanup columns, the treated 



extracts were gently blown down to -400 pL with N2. The columns were then 

rinsed with - 3 mL aliquots of methylene chloride. These rinses were combined 

with the extracts, and the volume was again blown down. This rinselblow- 

down cycle was repeated a total of three times. The extracts were stored in vials 

in a freezer. 

Immediately prior to analysis, the extract vials were weighed and spiked 

with an internal standard. Analysis was performed with the previously 

described GCIMSIDS, equipped this time with an on-column injector (J&W 

Scientific, Folsom, CA). Injections of 1.0 pL of each extract were analyzed using 

a temperature program of: hold 60°C for 0.5 min, 6O0-150°C @ 20°Clmin, 

15O0-300°C @ 10°Clmin. 

The gas-phase concentrations determined downstream of the filter 

represent averages over their respective sampling periods. Because the observed 

concentrations were not associated with precise points in time, the experimental 

data were most conveniently represented as 

(cumulative mass desorbed ), 
total mass of compound 

The subscript t is the total elapsed time at the end of a given sampling period; 

the total mass includes the total amount desorbed during the experiment as well 

as the mass extracted from the filter. This ratio is the fractional approach to 

equilibrium. At equilibrium with the clean N2, the cumulative mass desorbed 

will equal 100% of the total mass of the compound. 

Intraparticle Diffusion Model 

Formulation. The filter-based intraparticle diffusion model used in this 

work is the one discussed by Rounds and Pankow (28). This version, however, 

is modified to accept a variable flow rate through the filter. Many assumptions 

are inherent in the formulation of this model. Intraparticle diffusion is assumed 

to be the only process that limits the exchange of compounds between the gas 



and partidate phases. Particles are assumed to be spherical and to have a 

nonporous, nonsorbing inner core surrounded by a uniformly porous, sorbing 

outer shell. The radius of the solid core is given by 

where R is the radius of the entire particle and a is the fractional particle volume 

that is porous. Alpha is nonzero and assumed to be constant, regardless of 

particle size. It is assumed that sorption within each particle is reversible, 

instantaneous, and follows the linear isotherm represented by equation (3.1). 

Each particle in the size distribution is assumed to have identical, uniform 

sorption properties; that is, K p  and Defare constant both within the particles and 

from particle to particle. These assumptions may oversimplify the shape and 

uniformity of atmospheric particulate matter, but they do constitute a workable 

set of approximations. 

The governing equation for intraparticle diffusion in spherical coordinates 

is given by 

where S(r) is the total volumetric concentration of the compound at a radial 

distance r from the center of a particle (r > r,), Defl is the effective intraparticle 

diffusion coefficient, and t is the time. The effective diffusion coefficient is 

defined by Rounds and Pankow (28) as 

where Dm is the molecular diffusion coefficient in air, n is the intraparticle 

porosity of the porous shell (void volume in the shell per total volume of the 

shell), and ps is the specific density of the particulate matter (glcm3). For the 



purposes of this study, the values of p, and n are assumed to be 2.0 g/cm3 and 

0.5, respectively. 

This model represents the thickness of the filter (or the deposit of particles 

onlin the filter) as a series of N layers, each of which is equally populated with 

11Nth of the total particulate mass. Air parcels proceed through the filter one 

layer at a time, pausing for a time interval (At) to interact with the particles in 

each layer before moving through to the next layer. The filter, therefore, acts 

very much like a chromatographic column; N is the number of theoretical plates. 

At the beginning of a simulation, it is assumed that gaslparticle partitioning 

equilibrium exists for each of the sorbed compounds; that is, S(r) is constant 

with respect to r for r > r,. As long as partitioning equilibrium exists at the 

start of the desorption, any phase redistribution problems that may have 

occurred during the collection of particles are irrelevant. 

The size distribution of the collected particles was not measured. Rather, 

the classic Pasadena aerosol as measured by Whitby et al. (30) was used as an 

estimate of the actual size distribution. That distribution has 27 size fractions. 

The computation time required to utilize a 27-bin distribution when the diffusion 

model is coupled to an optimization routine, however, is enormous, even on a 

computer such as the IBM lUSC System16000 (model 320, -8 Mflops). 

Consequently, size fractions from the 27-bin size distribution were combined to 

create a 6-bin size distribution that still retains the basic character of the original 

distribution (Figure 3.3). The diameter for each bin of the 6-bin distribution is 

the average of the combined bins, weighted by volume fraction. When a 

uniform specific density is assumed, the volume fraction is identical to the mass 

fraction. 

General Characteristics. The general behavior of the filter-based 

intraparticle diffusion model is characterized by three parameters: the number 

of filter layers, N; the mass-transfer time scale, TM; and the diffusion reaction 

time scale, TD. The physical significance of TM can be conceptualized by 

considering the effect of an instantaneous change in gas-phase concentration 
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Figure 3.3. Volume distribution of aerosol particles in a 27-bin (a) and a 6-bin 
(b) distribution. The 27-bin distribution is the classic Pasadena aerosol as 
described by Whitby et al. (30). The 6-bin distribution is a coarser, volume- 
averaged version of the Pasadena aerosol. Diamonds on the 6-bin plot denote 
the volume-averaged diameter of each bin. 



upon a particle-laden filter originally at sorption equilibrium with the influent 

gas phase. For equilibrium to be re-established, a finite mass of analyte must 

be exchanged between the gas and particulate phases; TM is the time required 

for the influent gas stream to deliverlremove that mass of analyte. Regardless 

of the rate of the exchange process, equilibrium cannot be re-achieved in a time 

less than TM. Mathematically, TM and TD are given as 

where Mp is the mass of particles on the filter (pg), and f is the constant flow 

rate through the filter (m31min). For a general analysis, it is convenient to 

consider a system with a constant flow rate. The diffusion reaction time scale 

for polydisperse size distributions can be defined as an average of TD for each 

size, weighted by the mass fraction. For fully porous particles (cr = LO), the 

diffusion length is equal to the particle radius. 

The normalized breakthrough curve predicted by this model is determined 

almost entirely by the number of filter layers and the relative magnitudes of TM 

and TD. Consider first the base case in which diffusion is instantaneous (TMITD 

= 03). The dependence of the normalized breakthrough curve and the fractional 

approach to equilibrium on the number of filter layers is illustrated in Figures 

3.4 and 3.5, respectively. The gas-phase concentration exiting the filter is A,,,, 

and the fractional approach to equilibrium is MJM,, where M, is the mass 

exchanged between phases at time t and Me is the corresponding amount at 

equilibrium. Characteristic curves are plotted in each graph for N = 1, 2, 4, 8, 

16, 32, 64, 128, 256, 512, and a. The x axis is a dimensionless mass-transfer 

time, t/TM. AS the number of layers is increased, the breakthrough (desorption) 

curve more closely approximates a step function, and equilibrium is achieved at 

times closer to TM. For the one layer case, all of the particles on the filter are 

exposed to the same air parcel simultaneously. Consequently, the gas-phase 

concentration at any given time cannot vary with depth in the filter. As more 
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Figure 3.4. Dependence of the normalized breakthrough curve on the number 
of theoretical plates (layers) in the filter when intraparticle diffusion is infinitely 
fast (TD = 0). Time on the x-axis is normalized to the mass-transfer time scale. 
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Figure 3.5. Dependence of the fractional approach to equilibrium on the number 
of theoretical plates (layers) in the filter when intrapartide diffusion is infinitely 
fast (TD = 0). Time on the x-axis is normalized to the mass-transfer time scale. 



layers are added, the gas-phase concentration of an air parcel is allowed to 

change in an increasingly smooth fashion as it traverses the filter. 

In attempting to model a real system, the selection of a number for N 

reflects a fundamental decision concerning the physical processes that are at 

work in the filter. Clearly, the gas-phase concentrations in each air parcel must 

change as it travels through the filter. The question is whether or not the 

particles embedded deep in the filter (or the particle bed) are exposed to a 

significantly different environment than those on the leading edge. Both 

extrema were investigated in this work; simulations were performed with both 

1 and 40 filter layers. Forty layers were chosen as an approximation to the 

infinite layer case because of the dramatic rise in computation time with 

increasing N. 

The ratio of the mass-transfer and diffusion reaction time scales is a good 

measure of the relative importance of intraparticle diffusion in determining the 

shape of the normalized breakthrough curve. The dependence of AOut and 

M,IMe on the ratio of time scales is illustrated in Figures 3.6 and 3.7 for the case 

of 1 filter layer and in Figures 3.8 and 3.9 for 40 layers. In both cases, an 

increase in the diffusion reaction time scale (a decrease in TM/TD) causes the 

exchange of analyte between phases to become slower. This is reflected by a 

downward shift in the M,IMe curves and an increase in the time needed to reach 

equilibrium. For the base case of instantaneous diffusion (TM/TD = oo), no 

concentration gradients exist inside the particles. Deviations from this base case 

are caused by the creation of such gradients. Note that the curve families for 

the 1 and 40 layer cases have characteristically different shapes. While the same 

trends are visible within each family, the curvature of lines with identical TM/TD 

are markedly different. Simulations from one family, therefore, may fit the 

experimental data better than those from the other. 
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Figure 3.6. Simulated, normalized breakthrough curves for 1 fiter layer, 51 
nodeslparticle, and fully porous particles in the &bin size distribution. The 
value of the characteristic parameter TM/TD is noted next to each curve. The 
base case is represented by the TM/TD = a curve, which was calculated 
analytically. 



Time I TM 

Figure 3.7. Simulated, normalized fractional approach to equilibrium curves for 
1 filter layer, 51 nodeslparticle, and fully porous particles in the 6-bin size 
distribution. The value of the characteristic parameter TM/TD is noted next to 
each curve. The base case is represented by the TM/TD = 00 curve, which was 
calculated analytically. 
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Figure 3.8. Simulated, normalized breakthrough curves for 40 filter layers, 51 
nodeslparticle, and fully porous particles in the &bin size distribution. The 
value of the characteristic parameter TMITD is noted next to each curve. The 
base case is represented by the TMITD = 00 curve, which was calculated 
analytically. 
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Figure 3.9. Simulated, normalized fractional approach to equilibrium curves for 
40 filter layers, 51 nodeslparticle, and fully porous particles in the 6-bin size 
distribution. The value of the characteristic parameter TMITD is noted next to 
each curve. The base case is represented by the TM/TD = 00 curve, which was 
calculated analytically. 



Optimization Method 

The filter-based intraparticle diffusion model was fitted to the 

experimental MtIMe data through the use of a non-linear least squares 

optimization routine. Two independent fitting parameters were used: the 

partition coeffiaent (Kp) and the effective diffusion coeffiaent (DeII). The best fit 

was defined as that which minimized the sum of squared residuals (SSR), 

calculated as 

where (MtIMe)alc,i and (MtIMe)exp,,i are the calculated and experimental values of 

M,IMe at the end of sampling period i. The downhill simplex method as 

described by Press et al. (31) was used as the optimization technique. Although 

this routine might be characterized as inefficient, in this instance it was more 

robust and faster than the more elegant conjugate direction set method of Powell 

(as desaibed by Press et al. (31)). For each optimization, the simplex routine 

was started from at least four different positions in the Kp-Dell domain. Except 

in cases where one of the parameters was found to be indeterminate, runs from 

different starting positions always converged to the same point. 

Estimated confidence limits were determined for each of the optimized 

values of Kp and Der Standard statistics texts carefully point out that confidence 

limits cannot be precisely defined for the parameters of a non-linear system 

(32-33). For two fitted variables in such a system, confidence regions can be 

aeated in the parameter domain by plotting contours of constant SSR, but the 

level of confidence, again, is not rigorously defined. The confidence level can 

be estimated, however, using known theoretical relationships developed for 

linear systems. An approximate 95% joint confidence region for Kp and De, 

then, is bounded by a SSR contour whose value is given by (32-33) 



where S S R ~ t  is the critical sum of squares, SSRmin is the minimum sum of 

squares given by the best fit, p is the number of fitted parameters, Np is the 

number of data points used in the fit, and F@, Np-p, 0.95) refers to an F 

distribution with p and Nfp degrees of freedom. Given this approximate 

confidence region, Olmstead and Weber (34) proposed that individual 

confidence limits can be obtained by holding one parameter constant and 

moving to the edge of the region with the other parameter. These estimated 

limits do not have a rigorous theoretical basis, but they are useful in conveying 

an understanding of the goodness-of-fit. A typical contour map of the sum of 

squared residuals is shown in Figure 3.10. The shaded portion of the graph is 

the approximate 95% confidence region. The best-fit point is denoted by a 

diamond, and the error bars about that point are the estimated 95% confidence 

limits on each parameter. 

Results and Discussion 

The filter desorption experiment was designed to ensure that the release 

of compounds from the particles was caused only by the imposed concentration 

gradients. Processes that we sought to avoid were: desorption rate changes 

due to temperature fluctuations (14,ZO-21), volatilization due to a pressure drop 

across the filter (35), chemical reactions with reactive gases or sunlight (1419), 

and sorption of compounds to the filter media (36-37). Temperature fluctuations 

in the laboratory were small; therefore, desorption rates for each compound 

were not significantly affected by such variations. The pressure drop across the 

filter and the resulting face velocity were small, thus minimizing any 

volatilization problems. Chemical reactions were avoided by using clean 

nitrogen to desorb compounds from the fiter. The use of a Teflon membrane 

filter minimized the sorption of gas-phase compounds to the fiter medium. 



Figure 3.10. Contour map of the sum of squared residuals (times 1000) for 
fluoranthene using 1 filter layer, 51 nodeslparticle, and fully porous particles in 
the 6-bin size distribution. The shaded area is the 95% confidence region. The 
best-fit point is represented by the diamond, and the error bars about that point 
are the estimated 95% confidence limits on each parameter. 



Because the effects of other processes were minimized or eliminated, the 

experimental release data represent the effects of primarily one process: 

desorption due to an imposed concentration gradient. 

It is impossible to extract any specific kinetic information from a visual 

examination of the experimental M,IMe versus volume (V) data for a given 

compound. The M,IMe data for most compounds were characterized by a 

curvature of generally decreasing slope similar to some of the curves in Figures 

3.5, 3.7, and 3.9. A visual analysis of the relative importance of kinetic and 

equilibrium processes is not possible, however, because si@cant curvature is 

expected even for the equilibrium case (TMITD = 00) when the number of filter 

layers is small. Therefore, an analysis of the desorption kinetics can only be 

performed by fitting the diffusion model to the data and examining the 

magnitudes of the optimized parameters. For example, if the fitted values of Def 

are very large, then the kinetics of diffusion are very fast and are not rate- 

limiting, and vice versa. 

Best-fit values of the partition coefficient and the effective diffusion 

coefficient for each of the compounds were obtained through the use of the non- 

linear least squares optimization routine described previously. Optimizations 

were performed for both 1 and 40 filter layers. Fully porous particles (a = 1.0) 

and the 6-bin particle size distribution were used in both cases. Due to 

computation time constraints as outlined by Rounds and Pankow (28), 21 nodes 

per particle were used in the 40 layer case. Because the 1 layer case is 

intrinsically less demanding of computation time, the number of nodes per 

particle for those runs was increased to 51. Sensitivity tests showed that this 

increase was expected to change the values of the best-fit parameters by less 

than 3 percent. All optimizations were performed on an IBM RISC System16000 

(model 320). Despite the speed of that machine (-8 Mflops), runs for the 40 

layer case required between 3 and 4 hours of computation time; 1 layer 

optimizations were faster, requiring - 45 minutes per compound. Estimation of 



individual 95% confidence limits for the best-fit values via the relationship in 

equation (3.9) took only 10 to 30 minutes of computation time per compound. 

Excellent agreement was obtained between experimental and predicted 

curves for most of the compounds. Fits of the n-alkane data were found to be 

especially good, while those for a few of the PAHs do not match as well. The 

optimized breakthrough and fractional approach to equilibrium curves are 

plotted with the experimental data in Figures 3.11 and 3.12 for nonadecane and 

in Figures 3.13 and 3.14 for fluoranthene. These fits are representative of the 

agreement obtained for most of the compounds. The small "blips" on the 

predicted breakthrough curves in Figures 3.11 and 3.13, most noticeable at - 23, 

- 40, and - 87 m3, are real and caused by corresponding decreases in the flow 

rate at -4, -8, and - 19 days (Figure 3.2). The best-fit Ky, and Defvalues are 

listed in Table 3.1. For all compounds, the optimized values of K p  and Def for 

the 40 layer case are larger and smaller, respectively, than for the 1 layer case. 

In general, a comparison of the estimated 95% confidence intervals on K p  for the 

1 and 40 layer cases shows very little overlap. In contrast, overlap of the 

intervals is common for Def While it is dear that the 1 and 40 layer cases give 

different best-fit values for K p  and Dep these differences may not be statistically 

significant, given the estimated nature of the confidence intervals. 

The determination of the best overall choice for the number of filter layers 

was not possible with this data set. Best-fit predictions using 1 filter layer and 

40 filter layers both agree well with the experimental data. Figures 3.11 through 

3.14 illustrate the high degree of similarity between the two cases. By far the 

greatest difference between the 1 and 40 layer cases is their behavior at the 

beginning of the desorption. For some compounds such as nonadecane (Figure 

3.11), the use of 1 layer results in a more accurate description of desorption early 

in the experiment. For other compounds such as fluoranthene (Figure 3.13), the 

differences are not as obvious. An examination of the residuals for all of the 

compounds revealed no systematic misrepresentations by the use of either 1 or 

40 layers. Excluding the three PAHs that were not fitted well by either case, the 
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Figure 3.11. Fitted breakthrough curves for nonadecane. The solid curve 
represents the optimal fit for the 1 layer model, while the dashed line is the best 
fit using 40 filter layers. The experimental data are represented by a stairstep 
function. Fully porous particles in the 6-bin size distribution were used, with 
51 and 21 nodeslpartide in the 1 and 40 layer models, respectively. 



Volume (m3) 
Figure 3.12. Fitted fractional approach to equilibrium curves for nonadecane. 
The solid curve represents the optimal fit for the 1 layer model, while the 
dashed line is the best fit using 40 filter layers. The experimental data are 
represented by open arcles. Fully porous particles in the 6-bin size distribution 
were used, with 51 and 21 nodeslparticle in the 1 and 40 layer models, 
respectively. 



Volume (m3) 
Figure 3.13. Fitted breakthrough curves for fluoranthene. The solid curve 
represents the optimal fit for the 1 layer model, while the dashed line is the best 
fit using 40 filter layers. The experimental data are represented by a stairstep 
function. Fully porous particles in the 6-bin size distribution were used, with 
51 and 21 nodesiparticle in the 1 and 40 layer models, respectively. 
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Figure 3.14. Fitted fractional approach to equilibrium curves for fluoranthene. 
The solid curve represents the optimal fit for the 1 layer model, while the 
dashed line is the best fit using 40 filter layers. The experimental data are 
represented by open circles. Fully porous particles in the 6-bin size distribution 
were used, with 51 and 21 nodeslparticle in the 1 and 40 layer models, 
respectively. 



Table 3.1. Best-Fit Values and Estimated 95O/0 Confidence Intervals for Kp and DeR 

compound code N 1% Kp 1% ' e f l  C.I. for log Kp 

m31% cm21s high - low 

Hexadecane 

Octadecane 

Nonadecane 

Eicosane 

Heneicosane 

Docosane 

Tricosane 

Tetracosane 

Pentacosane 

a Optimization did not give a precise value. This value is an average. 

C.I. for log Def 

high - low 
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Table 3.1 (continued. Best-Fit Values and Estimated 9S0/o Confidence Intervals for K,, and DM 

compound code N 

Acenaphthene 

Acenaphthylene 

9-Fluorenone 

Fluorene 

Phenanthrene 

2-Methylphenanthrene 

Fluoranthene 

Pyrene 

Benz(a)anthracene 

Chrysene 

ACE 

ACY 

9FL 

n u  

PHE 

2ME 

FLA 

PYR 

BaA 

CHR 

a Optimization did not give a precise value. This value is an average. 

C.I. for log K, 

high - low 

C.I. for log Def 

high - low 



use of 1 filter layer resulted in a lower SSRmin for 10 of the remaining 16 

compounds. In particular, the 1 layer case gave smaller SSRmin values for 7 of 

the 9 n-alkanes. 

The best choice for N should not be determined solely on the basis of fit; 

the physical characteristics of the particle load on the filter should also be 

considered. If a quartz fiber filter (QFF) were used in such an experiment, 

particles would be characteristically distributed throughout the thickness of the 

filter as well as on its front surface. This spatial separation of particles leads to 

the hypothesis that particles deeper in the filter might be exposed to a gas-phase 

concentration that is different from that which interacts with particles on the 

front edge of the filter. For a QFF, then, the choice of more than one filter layer 

seems logical. On the other hand, particle penetration into a Teflon membrane 

filter is less likely. This does not mean, however, that a choice of one filter layer 

should automatically be made for a TMF. A rough calculation of the volume of 

the particles on our TMF (Mp = 96730 pg) indicates that the particles are stacked 

on the filter in a layer tens of microns thick. Therefore, heavily loaded filters 

also have a spatial separation of particles that may allow those at the back of the 

bed to be exposed to a different gas-phase concentration than those on the 

leading edge. Given these considerations and the similar predictions of the 1 

and 40 layer cases, it is not clear which is the better choice. 

The three PAHs whose behavior defied description by the intraparticle 

diffusion model are 9-fluorenone, fluorene, and phenanthrene. In each case, the 

desorption data appear typical of other experiments; a rapid initial release is 

followed by a gradual decrease in the desorption rate. The confounding 

problem is that, despite very low desorption rates at the end of the experiment, 

considerable amounts of these three compounds were released during the filter 

extraction. As a result, the M,IM, versus V graphs are almost flat during the 

latter stages of the experiment, and yet the values of M,IM, at the end are only 

0.53, 0.42, and 0.47 for 9FL, FLU, and PHE, respectively. The diffusion model 

cannot match this kind of curvature. Best-fit predictions underestimated the 



initial release rates and overestimated the rates near the end of the experiment. 

It is possible that some fraction of the mass released during the Soxhlet 

extraction was either held tightly to specific sorption sites, or bound inside the 

solid matrix of the particles. In either case, this fraction may not desorb under 

the mild conditions of this experiment. The presence of specific sorption sites 

is unlikely, given the generally nonspecific nature of the partitioning process. 

Therefore, some fraction of the Soxhlet-extracted mass may have been "non- 

exchangeable" (8, 10, 38-40). Assuming that the fraction could be large, 

optimizations were rerun for these compounds neglecting the Soxhlet-extracted 

mass. In contrast to the first optimizations, the resulting predictions 

overestimated the initial release rates and underestimated the rates later in the 

experiment. Therefore, if a portion of the mass of these compounds was non- 

exchangeable, the non-exchangeable fraction was only part of that which was 

Soxhlet-extracted from the filter after the desorption experiment was terminated. 

Partition Coefficients. An assessment of the accuracy of the best-fit Kp 

values can be attempted in many ways. Internal to the data set, the optimized 

values of Kp can be compared to estimates of Kp obtained from the initial slopes 

of MtlMe versus V graphs. All of the curves in Figures 3.5,3.7, and 3.9 have an 

initial slope of 1.0. Since t/TM is equal to Vl(KJbfp) in the general case, 

experimental plots of MtIMe versus V will have initial slopes equal to lI(Kpp). 

A least squares regression through the first two data points, forcing a zero 

intercept, was used to obtain initial slopes for each of the compounds. Given 

the mass of particles on the filter (Mp = 96730 pg), estimates of Kp were 

calculated. The correlation between the optimized ($Pf) and estimated (KFi? 

values is excellent and is shown in Figures 3.15 and 3.16 for 1 and 40 filter 

layers, respectively. The values of I$pt obtained from the diffusion model, 

therefore, are internally consistent with the values of K:". Note that because 

only two data points were used, the errors associated with the initial slope 

estimates are large. These errors could have been decreased by gathering more 

data early in the experiment. 



Figure 3.15. Correlation between the initial slope estimates of K, (m3lPg) and 
the optimized values of I$ (m31pg) for 1 layer simulations. Error bars on the 
initial slope K p  values represent one standard deviation while those on the 
optimized values of K p  are the estimated 95% confidence limits. The solid 1:l 
line is plotted to show the expected dependence while the dashed line was 
obtained via linear regression. Slope = 1.078, intercept = 0.057. 



Figure 3.16. Correlation between the initial slope estimates of I$ (m31pg) and 
the optimized values of Kp (m31pg) for 40 layer simulations. Error bars on the 
initial slope Kp values represent one standard deviation while those on the 
optimized values of Kp are the estimated 9596 confidence limits. The solid 1:l 
line is plotted to show the expected dependence while the dashed line was 
obtained via linear regression. Slope = 1.070, intercept = 0.206. 



The magnitude of the optimized partition coefficients can also be 

correlated with the subcooled liquid vapor pressure (p:) of each compound. 

Recently, Pankow (1, 5) showed that a log Kp versus log pt plot is expected to 

give a slope near -1.0 and an intercept that depends largely on the nature of the 

particulate matter and the enthalpies of desorption and vaporization of each 

compound. Within a given compound class, this intercept can be assumed to 

be constant. The correlation between log Kp and log p: is illustrated in Figures 

3.17 and 3.18 for most of the compounds. Slopes of -0.74 and -0.73 were 

obtained by linear regression for the 1 layer and 40 layer cases, respectively. 

While not equal to -1.0, the slopes do fall within the range of values determined 

in other studies (5-8, 10-11, 13). A similar statement may be made concerning 

the intercepts. Because the optimized values of agree well with those 

calculated by others, they are more than just fitting parameters. 

Effective Diffusion Coefficients. The theoretical relationship between Def 

and K, is given in equation (3.6). Assuming the gas-phase molecular diffusion 

coefficient to be largely invariant from compound to compound, a plot of log Def 

versus log K p  should yield a slope of -1.0 according to 

log Def = -log K p  + log 
ps (1 - an) 10'~ I J 

Using D, = 0.05 cm2/s, a = 1.0, n = 0.5, and p, = 2.0 glcm3, the expected 

value of the intercept is roughly -13.9. Correlations between the optimized 

values of Def and K p  are shown in Figures 3.19 and 3.20 for the 1 and 40 layer 

cases. Tetracosane and pentacosane are not included in the 40 layer graph 

because not enough curvature was evident in their M,/M, versus V graphs for 

those optimizations to determine a Deflvalue. Linear regression gives slopes of 

-1.16 and -1.22 and intercepts of -20.6 and -20.7 for the 1 and 40 layer cases, 

respectively. If the slope is forced to be -1.0, the intercepts become -20.1 and 

-20.0. Considering the small amount of scatter in the data, the calculated slopes 



Figure 3.17. Correlation between the subcooled liquid vapor pressure, p; (torr), 
and the optimized values of K (m31rg) for I layer simulations. Error bars on K p  
are the estimated 95% conficfence limits. The dashed line was obtained via 
linear regression, pooling all data points for the n-alkanes and the PAHs. Slope 
= -0.741, intercept = -6.681. 



Figure 3.18. Correlation between the subcooled liquid vapor pressure, pz (ton), 
and the optimized values of Kp (m31rg) for 40 layer simulations. Error bars on 
K p  are the estimated 95% confidence limits. The dashed line was obtained via 
linear regression, pooling all data points for the n-alkanes and the PAHs. Slope 
= -0.731, intercept = -6.464. 
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Fi ure 3.19. Correlation between the optimized values of Drff (cm2/s) and K 5 (m Irg) for 1 layer simulations. Error bars on each point are the estimated 959& 
confidence limits for each parameter. The dashed line was obtained via linear 
regression. Slope = -1.157, intercept = -20.578. 



F i y e  3.20. Correlation between the optimized values of Dg (cm21s) and K 
(m lpg) for 40 layer simulations. Error bars on each point are the estimated 95g 
confidence limits for each parameter. The dashed line was obtained via linear 
regression. Slope = -1.216, intercept = -20.724. 



are clearly not statistically different from -1.0. The intercepts, however, are 

about six log units lower than expected from equation (3.10). That is, the best-fit 

values of Def are roughly six orders of magnitude smaller than would be 

expected on the basis of sorption-retarded gaseous diffusion. 

The small effective diffusion coefficients indicate that equilibrium 

conditions are not being achieved as the gas stream flows through the filter. 

Some process is slowing the desorption of compounds from the filter. This 

model assumes that the rate-limiting process is intraparticle diffusion, but other 

processes could contribute to or control the desorption rate. The optimized Del( 

values, therefore, are an overall measure of the effect of all mechanisms affecting 

the desorption rate. A discussion of the possible rate processes may help to 

explain the discrepancy between the predicted and observed Dg values. 

Consider first the possibility that the rate-limiting process is not 

intraparticle diffusion. If this were true, then desorption from the particles 

would have to be fast, and concentration gradients must be present between 

adjacent particles in the bed. Given that gaseous molecular diffusion is rapid, 

with the small distances between particles on a highly loaded filter and a low 

average face velocity of 1.5 cmls, it is unlikely that mass transport outside of the 

particles was in fact limiting. In addition, Gerde and Scholander (27) predicted 

that the time scale of diffusion external to a particle is two orders of magnitude 

smaller than the time scale of intraparticle diffusion. Since it is improbable that 

processes external to the particles are slow enough to produce the observed 

kinetics, some process or group of processes inside the particles must control 

the desorption rate. To reconcile the observed and predicted Defi values within 

the context of an internal diffusive rate limitation, the influence of the physical 

properties of the particles (e.g., particle size, a, and tortuosity) on Def must be 

examined. If that fails to close the gap, the nature of the partitioning process 

itself may need to be re-evaluated. Finally, the impact of coupled processes 

must be considered. 



While the effective diffusion coefficient was used as a fitting parameter in 

these simulations, the actual parameter being fit was TD. The diffusion reaction 

time scale is related to Def through the square of the diffusion length (equation 

3.7). By using an assumed particle size distribution, a diffusion length was also 

assumed. If particles on the filter were aggregated to a significant extent, or if 

preferential flow paths through the filter existed, then the effective diffusion 

length would be larger than that assumed in these simulations. Given fitted 

values of TD, an inaeased diffusion length would result in inaeased values of 

D In order to account for a six order of magnitude difference between the 

expected and observed values of Dep however, the effective diffusion length 

must be 1000 times larger than assumed. While no data are available to support 

or refute this possibility, it seems unlikely that a larger diffusion length is the 

sole reason for these small Def values. 

An examination of equation (3.10) reveals several other variables that may 

be able to account for the difference between the predicted and observed Def 

values. Consider now the impact of a change in the value of a. A decrease in 

a would result in a decrease in the predicted value of Def Recall, however, that 

the best-fit for any set of experimental data is controlled by the number of filter 

layers and the ratio of time scales TM/TD. The number of filter layers is 

constant. To preserve the fit, a change in the value of a cannot change the ratio 

TM/TD. The value of TM is determined by 5, which is set by the initial slope of 

the M,/M, versus V graph. The partition coefficient is a macroscopic quantity 

that does not depend upon a. Only one pair of values for TM/TD and TM will 

provide the best fit for a given set of experimental data; TD, therefore, must also 

remain constant. A reduction in a is reflected by a decrease in the effective 

diffusion length. By equation (3.7), such a decrease must be accompanied by a 

coincident decrease in the value of DeF This is, in fact, observed. The 

functionality of the relationship is such that a decrease in the value of a cannot 

narrow the gap between the predicted and observed Def values. 



Consider next the impact of the tortuosity factor on the predicted DeF In 

the development of the intraparticle diffusion model, Rounds and Pankow (28) 

noted that one of the factors in the numerator of equation (3.6) acts in part as 

a surrogate for the tortuosity factor. The tortuosity factor accounts for the 

increase in diffusive path length caused by irregular and twisting pores inside 

the particles. If the miaopores were extremely tortuous, the tortuosity factor 

would be smaller than the value used here, resulting in a small deaease in the 

predicted value of Def The maximum reduction in the predicted value, 

however, is probably only 0.3 log units. The impact of other physical 

parameters such as p, and n are also small. Dead-end pores might have a larger 

effect. 

Perhaps a better explanation for the disparity between the predicted and 

observed Defl values is obtained by examining the transport processes that may 

act within the particles. Experiments by McDow (36) and Cotham (13) 

demonstrated the ability of clean glass fiber filters situated behind particle-laden 

filters to become coated by organic compounds. An analysis of this coating 

revealed a suite of alkanes in addition to a complex mixture of chromato- 

graphically unresolved compounds. These researchers suggested that the 

particles on the front filter must also be coated with this material. In addition, 

Cotham (13)  demonstrated that this coating can enhance sorption, and proposed 

that sorption to some atmospheric particles might be better described by the 

partitioning of compounds into a liquid film rather than adsorption to a solid 

surface. If intraparticle transport involves the diffusion of compounds through 

a liquid-like organic phase, however intermittently, then the magnitude of Dm 

in equations (3.6) and (3.10) should be more representative of molecular 

diffusion in a liquid rather than in air. Molecular diffusion coefficients in liquids 

are approximately four orders of magnitude smaller than those in air. Solid- 

phase diffusion may also play a role in intraparticle transport. The use of a 

solid- or liquid-phase Dm significantly reduces the discrepancy between the 

predicted and observed values of Def 



Several processes may act in concert to slow the kinetics of gaslparticle 

exchange. The coupling of several rate-limiting transport phenomena inside the 

particles can slow the overall mass transport more than any one process acting 

alone. Processes that may couple in this way are: diffusion through a liquid- 

like organic phase, solid-phase diffusion, and sorption-retarded gaseous 

diffusion in the miaopores of the particles. The model used in this study was 

not designed to describe such coupled processes. Consequently, such 

interactions are averaged in the application of the model. Despite this averaging 

effect caused by the use of only one kinetic parameter, the observed magnitudes 

of Dcff have provided insight into the rate-limiting processes at the microscopic 

level. 

Constancy of TM/TD. Interestingly, each of the best-fit predictions gives 

a similar value for TIM/TD. This is not surprising, since both TM and TD are 

expected to be linearly dependent upon the value of 5. The value of TM/TD is 

expected to depend primarily on the mass of particles (Mp) and the properties 

of those particles. A weak compound-dependence is expected due to Dm. 

Therefore, TMITD should be roughly compound-independent for a system with 

fixed values of M p  and f, and a plot of all MJM, data versus a normalized axis 

(VI(KdM,) = tlT,) should cause the data to collapse to one line. Figures 3.21 

and 3.22 illustrate this normalization for the n-alkanes. The best-fit curves in 

Figure 3.21 are derived from the use of 1 fdter layer, and those KTf values were 

used for the normalization in Figure 3.22. The small amount of scatter in the 

normalized plot is due to the scatter in the observed relationship between D?! 

and $Pt. 

Diffusion Time Scales. Rounds and Pankow (28) recently discussed the 

predicted diffusion reaction time scales of this model. They concluded that 

sorption equilibrium with airborne particles is rapidly approached for most of 

the compounds typically determined in atmospheric samples. If both 

preferential flow and particle aggregation on the filter are insignificant and 

values of Dg are truly six orders of magnitude smaller than f is t  predicted, then 
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Figure 3.21. Best-fit fractional approach to equilibrium curves for each of the 
n-alkanes. The best-fit curves were obtained using 1 filter layer, 51 
nodeslparticle, and fully porous particles in the 6-bin size distribution. 
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Figure 3.22. Normalized fractional approach to equilibrium data for each of the 
n-alkanes. The optimized values of K p  from the 1 layer model were used to 
normalize each data set. 



values of TD would be six orders of magnitude larger than those used 

previously. Therefore, the intraparticle diffusion model would now predict that 

strict gaslparticle equilibrium with airborne particulate matter is rarely achieved 

for those compounds typically determined in atmospheric samples. In fact, most 

compounds would be unable to respond to the changes in equilibrium position 

caused by diurnal temperature variations. The actual deviation from equilibrium 

would depend upon the atmospheric residence time of the aerosol and the 

compositional history of the air parcel as it ages. Theoretically, long diffusion 

reaction time scales mean that the probability of an air parcel ever being in true 

gaslparticle equilibrium is slight. The effects of diurnal temperature changes 

may average over time, but sorption kinetics will be important when the 

particles are exposed to different gas-phase concentrations as they are 

transported far away from their sources. More work must be performed to 

determine these diffusion reaction time scales. 

Sampling Artifacts. Partition coefficients are routinely calculated via 

equation (3.1) with field-derived values of A, F, and TSP. In a high volume (hi- 

vol) sampler, particulate matter is collected on a filter while compounds in the 

gas phase are trapped on a sorbent such as polyurethane foam (PUF) or Tenax. 

Due to the low concentrations of some compounds and the constraints of 

analytical detection limits, six or more hours are commonly required for the 

collection of one sample. During that time, many processes can act to modify 

the measured gas- and particulate-phase concentrations, changing them from 

their actual average values in the atmosphere. Several air parcels of different 

compositions may be encountered during one sampling event, causing 

concentration gradients around the collected particles and a resultant 

redistribution via adsorption or desorption (e.g. 6, 20). An increase in 

temperature during the sampling period can cause compounds sorbed to filter- 

bound particles to desorb and be trapped on the PUF or Tenax; a decrease in 

sampling temperature can cause incoming gas-phase compounds to adsorb onto 

previously-collected particles (14, 20-21). These processes are often cited as 



sources of sampling artifacts, but the limits placed upon these processes by 

sorption kinetics is not yet well understood. 

Assuming for the moment that the sampled air parcels are internally at 

sorption equilibrium, the potential for adsorptionldesorption sampling artifacts 

is controlled by variations in A and T over the sampling period. The kinetics of 

gaslparticle interactions is important only in limiting the rate of mass exchange 

once a driving force for that exchange is present. For any compound, 

adsorptionldesorption sampling artifacts will be greatest for the case of 

instantaneous phase redistribution (TD = 0, TMITD = 00) .  An in-depth analysis 

of this worst case scenario has been performed by Buchholz and Pankow (41). 

As TM/TD decreases, the magnitude of those artifacts will become limited by the 

kinetics of intraparticle diffusion. 

The ability of a compound to re-achieve gaslparticle equilibrium onlin a 

filter is constrained by the realities of equilibrium (as manifested in TM) as well 

as those of kinetics (TD). As noted previously, it is the ratio T'ITD that 

determines the relative importance of equilibrium and kinetic processes. Given 

the fact that TMITD is roughly compound-independent (Figure 3.22), an 

examination of the magnitude of TM for each compound can be used to 

determine the kinetic limitations for re-equilibration. Figure 3.21 illustrates this 

type of examination. Compounds such as hexadecane (C16) that have relatively 

high vapor pressures (small values of KP and TM) react quickly to gas-phase 

concentration changes. Because TM is small and Defvalues for these compounds 

are relatively large, the curvature in the M,IMe versus V graph caused by rate- 

limited desorption may be entirely revealed within the time frame of interest. 

Consequently, compounds of high volatility are likely to re-achieve equilibrium 

onlin filters despite the constraints of kinetics. Compounds such as pentacosane 

(C25), on the other hand, are characterized by very small Dq values, but TM is 

so large that a plot of M,IMe versus V would have to extend to very large 

volumes to observe any curvature. The magnitude of adsorptionldesorption 

artifacts for such compounds will in no way be limited by kinetics. Compounds 



of intermediate volatility will be most affected by the limitations of intraparticle 

diffusion. Values of TM for these compounds are small enough for the kinetics 

to affect the desorption within the time frame of interest, and yet not so small 

that the exchange is complete. If the time frame of interest changes, the range 

of volatility for which kinetics is important shifts accordingly. 

Summa y and Conclusions 

The desorption kinetics of a suite of n-alkanes and PAHs from a particle- 

laden filter was observed in a laboratory experiment. The desorption data were 

successfully described with a filter-based intraparticle diffusion model. The 

values of the optimized partition coefficients are internally consistent, agree well 

with literature values, and correlate favorably with the subcooled liquid vapor 

pressure according to a theoretical relationship. Best-fit values of the effective 

diffusion coefficient correlate well with the partition coefficients. The 

relationship between these parameters agrees with that predicted by theory. 

The magnitudes of the optimized diffusion coefficients, however, are much 

lower than expected on the basis of sorption-retarded, gaseous diffusion. 

Diffusion through a liquid-like organic film andlor the solid particulate matrix 

is proposed as one possible explanation of this discrepancy. Dead-end pores 

may also contribute to the difference. Therefore, the rate-limitation for 

intraparticle diffusion may result from the coupling of several diffusional 

processes: transport throughlwithin a liquid-like organic film, diffusion through 

the solid phase, and gaseous diffusion within the rnicropores. The effective 

diffusion coefficient in this study is an overall measure of the effects of these 

rate-limiting processes. Particle aggregation or preferential flow through the 

filter may also contribute to artificially low values of the fitted effective diffusion 

coefficient. If preferential flow was negligible, then diffusion reaction time scales 

would be much longer than first predicted. Strict gaslparticle sorption 

equilibrium with airborne particulate matter would be achieved only rarely for 

most compounds typically determined in atmospheric samples. The ability of 



intraparticle diffusion kinetics to limit the magnitude of adsorption and 

desorption sampling artifacts is greatest for compounds of intermediate 

volatility, and depends on the time frame of the experiment. Efforts by many 

researchers to understand gaslparticle partitioning equilibrium have been largely 

successful. Taking the next step to understand the kinetics of gaslparticle 

interactions will require more information concerning the microscopic physical 

properties of atmospheric particulate matter. 
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Registry No. Hexadecane, 544-76-3; Octadecane, 593-45-3; Nonadecane, 

629-92-5; Eicosane, 112-95-8; Heneicosane, 629-94-7; Docosane, 629-97-0; 

Tricosane, 638-67-5; Tetracosane, 646-31-1; Pentacosane, 629-99-2; Acenaphthene, 

83-32-9; Acenaphthylene, 208-96-8; Benz(a)anthracene, 56-55-3; Chrysene, 

218-01-9; Fluoranthene, 206-44-0; Fluorene, 86-73-7; 9-Fluorenone, 486-25-9; 

2-Methylphenanthrene, 2531-84-2; Phenanthrene, 85-01-8; Pyrene, 129-00-0. 
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CHAPTER IV 

etermination 
Directly to 

of Chlorinated Benzenes in Water by Purging 
a Capillary Column with Whole Column 

Cryotrapping and Electron Capture Detection 

Abstract 

The purge with whole column cryotrapping (PIWCC) method for the 

determination of volatile organic compounds (VOCs) in aqueous samples is 

adapted for use with an electron capture detector (ECD). In this method, VOCs 

are stripped from an aqueous sample with an inert purge gas and transferred 

directly to the head of a capillary column for subsequent GC analysis. To 

prevent the column from plugging with ice during the purge step, and to reduce 

the chromatographic interference caused by the reaction of small amounts of 

water with thermal electrons in the detector, a glass-bead water trap is placed 

in-line between the purge vessel and the gas chromatograph. The water trap is 

constructed of a short length of '/a inch 0.d. stainless steel tubing filled with 0.5 

mm diameter glass beads. By maintaining the trap at -lO°C during the purge, 

most of the water can be removed from the purge gas. Efficient transmission 

of the analytes to the column is then achieved with a subsequent, short purge 

of the trap at 25OC. The method was tested with the chlorinated benzenes. 

Despite their high molecular weights, the more chlorinated members of this 

group have large enough Henry's law constants that they can be determined 

with a purging technique. Purging efficiencies were determined and compared 

to theoretical values. This method allows the simplicity and the high reliability 



of the PWCC method to be combined with the exceptionally high sensitivity of 

an electron capture detector. 

Int reduction 

The EPA purge and trap (P&T) method (1, 2) is the standard technique 

for the determination of volatile organic compounds (VOCs) in aqueous samples. 

In the P&T method, VOCs are stripped from the aqueous phase with an inert 

gas and transferred to a sorbent bed. Analytes trapped on the bed are then 

thermally desorbed to the column of a gas chromatograph for analysis. 

Recently, Pankow (3) and Pankow and Rosen (4) introduced the purge with 

whole column cryotrapping (PIWCC) method, in which analytes purged from 

the aqueous phase are transferred immediately to the head of a capillary GC 

column, eliminating the need for an intermediate sorbent trap. Due to its 

inherent simplicity, the PlWCC method offers a variety of advantages over 

conventional P&T (3, 4), including improved detection of very volatile 

compounds, lower background contamination, shorter analysis times, and lower 

capital costs. 

Due to the finite vapor pressure of water, a small amount of water is 

transferred to the GC column during the purge step of the PlWCC method. 

Applying the ideal gas law, 0.023 pL of water is expected to be removed from 

solution per mL of purge gas at 2S°C. The presence of water in the purge gas 

is a potential problem. Purging for long periods of time can transfer enough 

water that a small-bore capillary column held at cryotrapping temperature can 

become plugged with ice. Too much water on the column can cause 

chromatographic problems such as peak-splitting (4). In addition, water can 

interfere with the response of some types of detectors. The electron capture 

detector (ECD) is particularly sensitive to trace amounts of water. Indeed, a few 

microliters of water passing through an ECD can produce a very large, 

asymmetrical peak that can completely obscure a portion of the chromatogram. 

In order to combine the simplicity and reliability of the PlWCC method with the 



selectivity and extreme sensitivity of the electron capture detector, most of the 

water in the purge gas must be removed before it is allowed to reach the gas 

chromatograph. 

Purge gas desiccation is commody effected by forcing the gas to pass 

through a short length of polar tubing such as Nafion (5, 6). Transmission of 

analytes through Nafion tubing, however, has been found to be less than 

quantitative for some compounds, causing unacceptable memory effects (6, 7). 

Alternatively, a simple cold-zone, glass-bead water trap has been developed by 

Rosen (7) and Pankow (8). A schematic of the glass-bead water trap is 

illustrated in Figure 4.1. The water trap consists of a 6.5 cm length of '/a inch 

stainless steel tubing packed with 0.5 mrn diameter glass beads to provide a 

large, inert surface area. The trap is encased in an aluminum block whose 

temperature can be regulated with coolant or with a cartridge heater and 

thermocouple. In the first part of the purge (phase I), the water trap is held at 

a subambient temperature such as -lO°C with a liquid coolant. Because the 

vapor pressure of ice at -lO°C (0.00257 atm) is substantially lower than that of 

water at 25OC (0.0313 atm), most of the water purged from solution will be 

retained in the cold trap. By rapidly raising the temperature of the trap to 25OC 

during the last minute or so of the purge (phase 11), any analytes retained in the 

trap during phase I are quickly and efficiently removed and focussed on the GC 

column (8). By minimizing the phase 11 purge time, the amount of water 

transferred to the column is also minimized. The theoretical desiccation 

efficiency of the water trap has been discussed in detail by Pankow (8). 

In this study, the PlWCC method is adapted for use with an electron 

capture detector and tested with each of the chlorinated benzenes. Purge gas 

desiccation is effected with the glass-bead water trap. Theoretical purging 

efficiencies are calculated and compared to experimentally determined values. 





Theo y 

When a clean, inert gas is bubbled at a flow rate F (mLlmin) through a 

volume of water Vsl (mL) for a period of time tl (min), the removal of a volatile 

analyte from aqueous solution is given by (9) 

where c1 is the aqueous concentration of the analyte at time tl, c ~ , ~  is the initial 

aqueous concentration, H (atm-m31mol) is the Henry's law constant of the 

analyte at temperature T1 (K), and R is the gas constant (8.205~10-~ 

atm~m31mol~~). The derivation of equation (4.1) involves a number of 

assumptions. The temperature and aqueous volume are assumed to be constant 

during the purge. The liquid phase is considered to be well mixed, and the gas 

phase is assumed to behave ideally. The partial pressure of the analyte must be 

small compared to the total pressure, and Henry's Law must apply over the 

concentration range of interest. In addition, the distribution of analyte between 

the gas and liquid phases is assumed to reach equilibrium by the time the 

bubbles leave the liquid phase. 

Because the bubbles are in contact with the solution for a limited amount 

of time, full gaslliquid equilibrium will probably not be achieved before the 

bubbles exit the liquid phase (10). Equation (4.1), therefore, may slightly 

overpredict the removal of analyte from the aqueous phase. Despite this 

possibility, Pankow and Rosen (4) obtained excellent agreement with equation 

(4.1) for all of the purgeable priority pollutants. With cllcl given by equation 

(4.1), the maximum possible efficiency (fractional removal) of the purging 

process epl is defined as 

e,, = 1 - C ~ I C ~ , ~  (4.2) 
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For a given compound, purging efficiency increases with tl and is largely a

function of VgIIVsl (= F.tlIVsl)' where Vgl is the total volume of purge gas

bubbled through the solution at time tl.

The transfer efficiency of analytes through the water trap during phase

II of the purge can also be modeled as a purging process. Some portion of each

analyte will probably be transmitted to the GC column when the trap is cold

(temperature T2). In the worst case, the analytes purged from solution during

phase I are fully retained in the water trap. The concentration of analyte in the

water trap at the beginning of phase ll, then, is given by

Cl,OVsl

{ [ [

H

]

F

] }
c2,0 = 1 - exp - - - tc

Vs2 R Tl Vsl

(4.3)

where tcis the time during which the trap is cold (phase I purge time, minutes),

and Vs2 is the volume of water retained in the trap during phase I. The

magnitude of Vs2is easily calculated by considering the vapor pressures of ice

and water at T2 and Tl' respectively (8).

Taking into account the fact that the purge gas entering the water trap is

not necessarily free of analyte, the concentration in the trap during phase II is

given by

C V
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2 TT 2,2 V - V ( 51 2,2 52 1,2)

52 51 52

(4.4)
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(4.5)

where t2 is the phase II purge time (t2 = tl - tc' minutes). Following Pankow (8),

the purging efficiencies for the water trap ep2and for the overall purge Eoverallare
defined as

ep2 = 1 - c21c2,0 (4.6)



Given sufficient time to strip analytes from the water trap, ep2 will approach 

100% and epl will approximate Emera,. The correspondence between epl and 

Emmll is illustrated in Figure 4.2 as a function of t2, using Vsl = 5 mL, Vs2 = 4.23 

pL, F = 20 mllmin, t, = 10 min, TI = 298 K, and various values of H. Even for 

compounds with H values as low as 0.0001 atm-m31mol, theory predicts that a 

phase I1 purge time of 0.5 minutes is sufficient to efficiently transfer analytes 

from the water trap to the GC column. Because the experimental application of 

this method will require -0.5 min to warm the trap from T2 to TI, a phase I1 

purge time of 1 to 2 minutes should be adequate to prevent significant retention 

of analytes in the trap. 

Experimental 

A schematic of the PlWCC apparatus with incorporation of the water trap 

is illustrated in Figure 4.3. Notable modifications made after those discussed by 

Pankow (8) are the use of a 6-port Carle valve (Hach Co., Loveland, CO) to 

control carrier gas pressure and flow direction, and the use of heating tape on 

the transfer line between the purge vessel and the GC. The Carle valve 

provides a simple method to start and stop the purge, while the heated transfer 

line eliminates cold spots near the water trap and increases the transmission 

efficiency of the less volatile analytes to the GC. The basic operating procedures 

of both the PlWCC method and the water trap have been described elsewhere 

(3, 4, 8). 
The PlWCC apparatus was connected to a Varian 3400 gas chromatograph 

equipped with an electron capture detector. The ECD temperature was set at 

350°C, and the most sensitive range was used. Ultra-high purity N2 was used 

as detector make-up gas at a flow rate of 28.5 mllmin. The GC column was a 

27 m long, 0.32 mm i.d. DB-624 fused-silica capillary column with a 1.8 pm film 

thickness manufactured by J&W Scientific (Folsom, CA). To further reduce the 
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Figure 4.2. Theoretical purging efficiencies as a function of t2 for a range of H 
values. The dashed lines represent e , the maximum possible purging 
efficiency, while the solid lines denote f ~ ~ e r a , , ,  the overall purging efficiency 
when all analytes are assumed to be retained completely in the water trap 
during phase I of the purge. Conditions: Vsl = 5 mL, Vs2 = 4.23 pL, F = 20 
mLlmin, t, = 10 min, TI = 298 K, T2 = 263 K. 
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Figure 4.3. Schematic of the PlWCC apparatus with the glass-bead water trap. 
Snap valves are denoted by cross-hatched circles. 



ability of ice to plug the column, a 0.5 m length of 0.53 mm i.d. DB-624 column 

with a 3.0 pm film thickness was installed in front of the main column. The two 

columns were joined with a universal press-fit connector (Restek Corp., 

Bellefonte, PA). The head of the column was connected to the transfer line in 

a "non-ice-trap" configuration (4); the column was extended through the transfer 

line union and into the heated zone above the GC oven. The temperatures of 

the transfer line and the GC interface heater block were both 220°C. 

Ultra-high purity He was used as the purge and carrier gas. A purge gas 

flow rate of 20 mLlmin was maintained with a purge pressure of 39 psig. The 

carrier gas pressure for the GC run was 13 psig. To prevent overpurging and 

erratic flow rates at both the start and end of the purge, precautions were taken 

to equalize the gas pressure across the purge vessel at those times. Such 

equalization was achieved before the start of the purge by selecting the purge 

position on the &port valve and opening the "empty" snap valve. The purge 

was then started by closing the "empty" valve. At the end of the purge, the 

6-port valve was turned to the GC run position, and the excess pressure 

upstream of the purge vessel was vented by temporarily opening the "flush" 

snap valve. 

The total purge time (tl) for all analyses was 12 min. All were performed 

at ambient laboratory temperature (TI = 298 K). During phase I of the purge, 

the water trap was held at -lO°C (T2 = 263 K) with a liquid coolant composed 

of 50:50 (vlv) ethylene glycol and water. The phase I purge time (t3 was 10 

min. Phase II of the purge was 2 min (t2) and was performed at 298 K. Whole 

column ayotrapping was performed at -30°C. The GC temperature program 

was ballistic from -30°C to 50°C, then at S°Clmin to 250°C. After the GC run 

was completed, the water trap was backflushed at 100°C to remove the trapped 

water, and the sample was drained from the purge vessel through the waste 

line. The three characteristic modes of the water trap are summarized in Table 

4.1. 



Table 4.1. Characteristics of the Three Water Trap Modes. 

Phase I Purge Phase II Purge Backflush 

Coolant ON 
Heater OFF 
Temperature -lO°C 
Flow to GC 
Duration 10 min 

OFF 
ON 
25OC 

to GC 
2 min 

OFF 
ON 

100°C 
to w " 
4 min 

a PV = purge vessel 

Results and Discussion 

The glass-bead water trap effectively reduced the amount of water 

transmitted to the GC column. When the water trap was in use, the column 

never plugged with ice. Purge times of up to 17 min were tested (t2 = 2 min, 

Vg1 = 340 mL). Not only did the column never plug with ice under these 

conditions, but no measurable decrease in the purge flow rate was observed. 

Without the water trap, purge volumes of approximately 100 mL were sufficient 

to plug the column, even when the column was installed in the "ice-trap" 

configuration (see 4). Moreover, the water trap reduced the chromatographic 

interference of water to a manageable level. Unlike flame ionization detectors, 

electron capture detectors are extremely sensitive to relatively small amounts of 

water. In the absence of a water trap, enough water was transmitted to the 

column to create a very large, asymmetric peak that obscured several minutes 

of the chromatogram. The use of the water trap, therefore, was key to the 

successful coupling of an ECD to PIWCC. 

This method was tested with a standard containing each of the 

chlorinated benzenes. ECD response is quite sensitive to the degree of 

chlorination; in general, the detection limit for a given compound class will 

decrease as the number of chlorines increases. Consequently, the 

chlorobenzenes in the aqueous standard were at different concentrations: $Cl 



(3.7 nglmL), each $C12 (0.11 ng/mL), each $C13 (0.028 nglmL), each +C14 (0.019 

nglmL), $C15 (0.011 nglmL), and $a6 (0.011 nglmL). Figure 4.4a shows the 

chromatogram that results from purging 5.0 mL of the standard, while Figure 

4.4b is the result of repurging the same standard. Both chromatograms are 

plotted on identical scales. The ECD was not very sensitive to chlorobenzene, 

and hexachlorobenzene behaved erratically; neither is shown in Figure 4.4. 

Good resolution was obtained for all but two of the remaining compounds. 

Figure 4.5 illustrates the overlap of the 1,2,3,5- and 1,2,4,5-tetrachlorobenzene 

peaks. For a 5.0 mL sample, representative method detection limits are 0.01 

nglmL for 1,2-$C12, 0.003 nglmL for 1,2,4$C13, and 0.0006 nglmL for 

1,2,4,5-$C14. 

Experimental purging efficiencies were calculated by (4) 

where Ai is the peak area resulting from the initial purge and A, is the 

corresponding peak area from the repurge. Values of Eobs were obtained for 

both 1.0 and 5.0 mL samples. The results are compared to theoretical values of 

Eoverall in Table 4.2. EOvemn represents the maximum possible purging efficiency 
because ep, is approximately 100% and epl is known to be a theoretical 

maximum. All experimental values are lower than expected on the basis of 

theory. Portions of the discrepancies might be due to errors in the values of H. 

In addition, if gaslliquid equilibrium was not fully achieved as each gas parcel 

contacted the liquid phase, then negative deviations in the values of Eobs would 

be expected. 

If the degree to which gaslliquid equilibrium is achieved is constant 

throughout the purge, then better predictions of EOveml, might be obtained 

through the use of an effective Henry's law constant, where the effective value 

of H is given by 



Figure 4.4. Initial (a) and repurge @) duomatograms of a 5 mL water sample 
spiked with each of the chlorinated benzenes. Temperature program: 50°C to 
250°C at 5°Clmin. 
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Figure 4.5. Representative section of a chromatogram showing the 
superposition of peaks for 1,2,3,5- and 1,2,4,5-tetrachlorobenzene. 
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Table 4.2. Henry's Law Constants (H), Predicted Purging Efficiencies (E,,,,II), 
and Observed Purging Efficiencies (EObs) for the Chlorinated Benzenes. 

5 mL sample 1 mL sample 

Compound H a  Emcran b Eobsf Eoocm~l b Ed,; 

(atm.m3/mol) (%) (%I (%I (%I 

Chlorobenzene 
1,2-Dichlorobenzene 
1,3-Dichlorobenzene 
1,4-Dichlorobenzene 
1,2,3-Trichlorobenzene 
1,2,4Trichlorobenzene 
1,3,5-Trichlorobenzene 
1,2,3,4Tetrachlorobenzene 
1,2,3,5-Tetrachlorobenzene 
1,2,4,5-Tetrachlorobenzene 
Pentachlorobenzene 
Hexachlorobenzene 

" H data from Mabey et al. (11) except as noted (TI = 298 K). 
b 

Eoverall was calculated from equations (4.1-4.7), using TI = 298 K, R = 
8.205~10" atm-m31mol.~, F = 20 mLlrnin, f, = 10 rnin, t2 = 2 min, and Vs2 = 

4.23 pL. 
c EObs was calculated using equation (4.8). 

a ND = not detected. 
H data from Mackay and Shiu (12). 

f Vapor pressure estimated from a vapor pressure versus boiling point 
regression; H estimated using that vapor pressure and solubility data from 
Verschueren (1 3). 

* NA = not available. Results were inconsistent. 
H estimated using vapor pressure and solubility data from Verschueren (13). 



and y is the fraction of equilibrium attained. The value of y is expected to be 

smaller for a 1.0 mL sample than for a 5.0 mL sample due to the shorter contact 

time with the liquid phase. Using this approach, the differences between Eobs 

and in Table 4.2 for the di- and trichlorobenzenes can be reconciled using 

a single value of y for each value of VsI. Those y values, however, are not small 

enough to explain the low Eobs values of the less volatile compounds. Given that 

the transfer line had to be heated to 220°C to maximize throughput of the 

heavier compounds, and the fact that Eobs values for the tetrachlorobenzenes 

were found to be independent of Vsl, the lower than expected purging 

efficiencies might be due to hold-up in the transfer line or in the water trap. A 

higher phase II water trap temperature or a longer phase II purge time might 

increase these purging efficiencies. 

Summa y and Conclusions 

The purge with whole column cryotrapping method of Pankow and Rosen 

(4) was adapted for use with an electron capture detector and tested with a set 

of chlorinated benzenes. Purge gas desiccation with a simple glass-bead water 

trap allowed the use of large purge gas volumes, prevented the GC column from 

plugging with ice, and reduced the interference of water in the chromatogram. 

Good chromatographic resolution was obtained. Despite smaller than expected 

purging efficiencies, compounds such as tetra- and pentachlorobenzene can be 

analyzed quickly and effectively with this simple PJWCC method. Purging 

methods can be successfully used for compounds with a wide range of Henry's 

law constants. 

Glossary 

4 peak area from initial purge 

A r peak area from repurge 



concentration of analyte in aqueous sample (nglmL) 

initial concentration of analyte in sample (nglmL) 

concentration of analyte in water trap during phase 11 purge 

(nglmL) 

concentration of analyte in water trap at beginning of phase II 

(ng1mT-J) 

maximum possible purging efficiency of the sample 

purging efficiency of analytes in the water trap 

observed purging efficiency (%) 

overall efficiency (%) for purging of analytes from a sample to the 

GC column 

flow rate of purge gas through the purge vessel (mLlmin) 

Henry's law constant (atm-m3/mol) for the analyte at TI 

effective Henry's law constant (atm.m3/mol) 

gas constant (8.205~10-~ atm-m3/mol-K) 

time during which the water trap is cold (min) 

total purge time (min) 

phase I1 purge time (min) 

temperature in the purge vessel and in the warm trap (K) 

temperature in the cold trap (K) 

volume of purge gas bubbled through the sample (mL) 

volume of sample (mL) 

volume of liquid water in the trap (mL) 

fraction of gaslliquid equilibrium attained 

Registry No. Chlorobenzene, 108-90-7; l,2-Dichlorobenzene, 95-50-1; 

1,3-Dichlorobenzene, 541-73-1; 1,4Dichlorobenzene, 106-46-7; 1,2,3-Trichloro- 

benzene, 87-61-6; 1,2,4-Trichlorobenzene, 120-82-1; 1,3,5-Trichlorobenzene, 

108-70-3; 1,2,3,4-Tetrachlorobenzene, 634-66-2; 1,2,3,5-Tetrachlorobenzene, 



634-90-2; 1,2,4,5-Tetrachlorobenzene, 95-94-3; Pentachlorobenzene, 608-93-5; 

Hexachlorobenzene, 118-741. 
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CHAPTER V 

Rate-Controlling Mechanisms of 
Organic Sorption in Aqueous Systems 

Abstract 

Experiments were conducted to investigate the rate-limited sorption of 

several chlorinated benzenes in an aqueous system. A model sorbent with well- 

defined physical properties (XAD-7) was used to allow the resulting data to be 

related to one or several specific rate-controlling mechanisms. Adsorption data 

were fitted to five different models of sorption kinetics: external film diffusion, 

first order particle abrasion, intraparticle diffusion, coupled intraparticle diffusion 

and particle abrasion, and coupled film and intraparticle diffusion (dual 

resistance). Each model is characteristically different in its predictions; the film 

diffusion and intraparticle diffusion models represent two extremes. Overall, 

the experimental data were best described by the dual resistance model. Film 

diffusion was found to be more important than intraparticle diffusion in 

determining the adsorption rate. When used alone, the intraparticle diffusion 

model consistently overpredicted the extent of adsorption early in each 

experiment and underpredicted adsorption at later times. Values of the fitted 

film mass-transfer coefficient agreed well with previously reported values. 

Hydrodynamic film thicknesses were calculated to be - 11 pm, or about 1125th 

of the particle radius. For particle suspensions in moving waters such as rivers, 



lakes, and oceans, film diffusion is likely to be an important rate-controlling 

mechanism of organic adsorption and desorption. 

Introduction 

An accurate assessment of the transport and fate of a chemical species in 

natural systems can only be made with a knowledge of the mechanisms that 

control the behavior of that species. The ultimate fate of a particular compound 

is dependent upon many interrelated processes. Some of the most important 

processes are sorption, volatilization, dissolution, and biodegradation. Rate- 

limited sorption can greatly affect the behavior of organic compounds in aqueous 

systems, and can greatly retard transport and increase the time and complexity 

of remediation projects in groundwater systems (I). Slow sorption processes 

can decrease biodegradation rates by reducing the bioavailability of the 

compound (2-5). Numerous investigations have shown that sorption reaction 

time scales can be on the order of weeks to months, or longer in some cases (3, 

6-11). Models of transport, biodegradation, and ecological impact, therefore, can 

potentially benefit from an accurate description of rate-limited sorption. 

The sorption of nonionic, organic compounds to soils, sediments, and 

many common sorbents in aqueous systems is generally recognized to be 

nonspecific and reversible (12-1 8). Because sorption reactions are characterized 

by relatively weak forces, rate-limited sorption is expected to be due to some 

form of physical transport limitation rather than a slow chemical reaction. 

Numerous studies of organic sorption kinetics with soils have implicated a 

diffusive transport process as the rate-limiting mechanism (3, 9, 10, 19-26). 

Several types of diffusive rate control have been postulated, including diffusion 

across a boundary layer at the sorbent surface (film diffusion), intraparticle pore 

diffusion, intraparticle surface diffusion, intraorganic matter diffusion, and 

various combinations of these processes. For well over forty years, diffusion has 

been known to be the rate-limiting mechanism for ion exchange (27-32), certain 

types of catalysis (33), and organic sorption on activated carbon (3436). The use 



of these well-developed models to describe sorption kinetics in natural systems, 

however, was not pursued aggressively until about ten years ago. 

Studies of diffusion-controlled sorption kinetics are complicated by the 

fact that the nature of the rate-limiting process can change depending upon the 

specific reaction conditions. Consider, for example, the kinetics of ion exchange 

in a batch system. Under rapid mixing conditions, intraparticle diffusion is 

expected to control the rate; film diffusion should be dominant at slow mixing 

speeds (31-32). Therefore, intraparticle diffusion can only be isolated for further 

study if film diffusion is minimized by vigorous mixing. Violent mixing 

conditions, however, can cause particles to break or abrade and that, in turn, 

can significantly affect the observed reaction rates (21, 32). In addition, particle 

radius and solution concentration might influence the type of diffusion control 

that predominates (32). An analysis of rate-controlling mechanisms must 

consider each of these competing processes. 

The application of a diffusion model often requires detailed information 

concerning the physical properties of the sorbent, such as the particle radius or 

size distribution, particle porosity (void volume per total particulate volume), 

andlor pore size. Soils and sediments are very heterogeneous materials and are 

characterized by a wide range of properties. Because soils are complex mixtures, 

several physical processes might be expected to contribute to sorption kinetics. 

As a result, the assignment of one or several rate-limiting mechanisms can be 

difficult. In an attempt to avoid these complications, several investigators have 

chosen to use somewhat generic models of rate-limited sorption (23, 25, 37-38). 

First order reaction and two-site or bicontinuum models are the most commonly 

used of these empirical models. 

In this study, the characteristics of five different mechanistic models of 

organic sorption kinetics were investigated and compared. Four of the models 

are diffusion-based; the fifth represents the competing process of particle 

abrasion. The ability of each model to describe the adsorption of a set of 

chlorinated benzenes to a model sorbent was assessed. Complexities caused by 



sorbent heterogeneities were avoided by using XAD-7, a sorbent with well- 

defined physical properties. The most probable rate-controlling mechanisms are 

discussed. Implications for the representation of sorption kinetics in natural 

systems are explored. The relationships between f is t  order, two-site, and 

diffusion-based models are considered. 

Theo y 

Five mechanistic and two empirical models that describe sorption kinetics 

in batch systems were examined. The mechanistic models considered in this 

study are: external film diffusion, f ist  order particle abrasion, intraparticle 

diffusion, coupled intraparticle diffusion and particle abrasion, and coupled film 

and intraparticle diffusion (dual resistance). Empirical first order reaction and 

two-site models were also assessed and compared to the diffusion-based models. 

Each mechanistic model is different in its description of the concentration 

gradients in the solution and the sorbent particles. Figures 5.1 and 5.2 illustrate 

the concentration profiles that are postulated by each of the mechanistic models. 

In all cases, sorbent particles are assumed to be spherical. In addition, only 

linear sorption isotherms are considered, defined as 

K = S I C  

where K is a linear partition coefficient (mLlg), S is the concentration of analyte 

in the solid phase (nglg), and C is the bulk aqueous concentration of analyte 

(ng I mL) . 
First Order Reaction Model. The description of sorption kinetics with a 

f i s t  order reaction model is a generic approach that can represent either a 

chemical or a physical rate limitation. Fist order models are attractive because 

they provide the easiest method of incorporating an estimation of rate-limited 

sorption into larger transport models. If sorption kinetics are important and the 

first order reaction model is used, then the underlying mechanism for the rate- 

limitation is not as important as the attempt to include some form of sorption 
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Figure 5.1. Postulated transient concentration profiles in the sorbent particle 
and the hydrodynamic boundary layer for the film diffusion, particle abrasion, 
and intraparticle diffusion models. 
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Figure 5.2. Postulated transient concentration profiies in the sorbent particle 
and the hydrodynamic boundary layer for the coupled intraparticle 
diffusionlparticle abrasion model and the dual resistance model. 



kinetics in the model. The governing equation for a f i s t  order reaction model 

is 

dS - = kd (KC - S) 
d t 

where t is time (min) and kd is a first order sorption rate constant (minnl). 

Equation (5.2) is easily combined with a mass balance equation and then 

integrated to obtain an equation for C in terms of time. The result is 

where C, is the initial aqueous concentration (nglmL), V is the solution volume 

(mL), m is the mass of sorbent (g), and So is the initial concentration of analyte 

in the solid phase (nglg). 

Simulations were performed to determine the general characteristics of the 

first order reaction model. The sorption rate constant was varied over seven 

orders of magnitude. Figure 5.3 illustrates the normalized aqueous 

concentration versus log(t) for m = 0.117 g, V = 2350 mL, K = 500,000 mLlg, 

So = 0 nglg, and Co = 0.4 nglmL. Curves (a) to (g) represent successive order 

of magnitude decreases in the value of kd, from 10" min-' to dnnl ,  

respectively. 

Two-site or Bicontinuum Models. In a two-site model, the sorbent is 

divided into two fractions, one of which is considered to be in instantaneous 

equilibrium with the aqueous phase; the other fraction interacts via first order 

kinetics. This model retains the relative simplicity of the fist  order model while 

adding another parameter, the fraction of equilibrium sites Fe. This additional 

parameter improves the ability of the model to fit experimental data. When Fe 

is zero, the two-site model collapses to the first order model. Because all 

equilibrium sites are occupied at t = 0, a nonzero Fe value causes the fractional 

approach to equilibrium to start at F, rather than at 0.0. The time scale of the 
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Figure 5.3. Normalized aqueous concentrations predicted by the first order 
reaction model. Values of kd are lo-', lo2, I@, lo4, and min-' for 
curves a-g, respectively. Other input parameters: m = 0.117 g, V = 2350 mL, 
K = 500000 mLlg, Co = 0.4 nglmL, and So = 0 nglg. 



reaction is unaffected by F,. With respect to Figure 5.3, a nonzero F, causes the 

CIC, w e  to proportionally contract in the y-direction and effectively decreases 

the characteristic slope. 

Film Diffusion Model. If the only rate-controlling process is diffusion 

across a stagnant film surrounding each spherical sorbent particle, then the 

governing equation for the concentration change is 

d S  3% - = - (C - C,) = 
d t  Rpb6 

3Dm (KC - S) 
KRP,~  

where Dm is the molecular diffusion coefficient in water (cm21s), R is the particle 

radius (cm), pb is the bulk density of the sorbent (glmL), 6 is the hydrodynamic 

film thickness (cm), and C, is the aqueous concentration at the particle surface 

(nglmL). The ratio of the molecular diffusion coefficient to the film thickness is 

often represented by a film mass-transfer coefficient kf (cmls). The governing 

equations for film diffusion (5.4) and for first order reaction (5.2) are identical in 

form. Therefore, equation (5.3) is the solution for both models, and Figure 5.3 

also represents the characteristics of the film diffusion model. Despite the 

simple approach of the first order and two-site models, both are closely related 

to the film diffusion model. The mass transfer coefficient kf is related to the first 

order sorption rate constant by 

The hydrodynamic film thickness will depend upon the mixing rate of the 

solution and the viscosity of water. As the mixing rate increases, the film 

thickness decreases, thereby causing an increase in both kf and the transport 

rate. If film diffusion is the rate-controlling mechanism and a first order reaction 

model is used, then the first order sorption rate "constant" kd is not constant at 

all. Rather, it is dependent upon the compound, particle size, and mixing rate. 



First Order Particle Abrasion Model. Particle abrasion is not a simple 

process to represent. If it is assumed that abrasion deaeases the particle radius 

according to fnst order kinetics, then the particle radius Y (cm) is given by 

r = R exp(-k&t) (5.6) 

where R is the original radius (cm) and k& is a fnst order abrasion rate constant 

( m i ) .  Then, assuming that the particulate mass removed by abrasion reaches 

sorption equilibrium with the aqueous phase instantly, the change in the 

aqueous concentration is given by 

The characteristic predictions of this model are illustrated in Figure 5.4 for the 

same conditions as in Figure 5.3. The value of kab successively deaeases by a 

factor of ten from lo-' min-' for curve (a) to 10" min-I for curve (g). While the 

film diffusion and particle abrasion models give similar predictions, curves from 

the film diffusion model have steeper slopes. The model developed here, of 

course, is only one hypothetical representation of the abrasion process. In 

addition, even when particle abrasion is important, it is unlikely that sorbent 

particles will be completely destroyed (r = 0). Nevertheless, this model 

provides an instructive approximation of this competing process. 

Intraparticle Diffusion Model. The governing equation for diffusion in 

spherical coordinates is 

where S(r) is the total volumetric concentration of analyte (nglmL) at a radial 

distance r (cm), and Defi is an effective diffusion coefficient (cm2/s). Equation 

(5.8) can represent either pore diffusion, or surface diffusion, or both; the 

definition of DS incorporates both processes. An analytical solution to equation 
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Figure 5.4. Normalized aqueous concentrations predicted by the first order 
particle abrasion model. Values of kh are lo-', I@, lo-', lo6, and 
min-' for curves a-g, respectively. Other input parameters: m = 0.117 g, V = 
2350 mL, K = 500000 mLlg, Co = 0.4 nglmL, and So = 0 nglg. 



(5.8) is given by Crank (39) for particles that are initially free of analyte (So = 0) 

and in a monodisperse particle size distribution. That series solution is 

where aC is related to the final (equilibrium) fractional uptake and is defined as 

The values of g, in equation (5.9) are the nonzero roots of 

In the implementation of this model, the series is truncated when the addition 

of the next term is no longer significant. Simulations with this model were 

performed with eight different values of D ~ R * ,  ranging from rnin-' to lo-'' 
rnin-I and decreasing by a factor of 10 for each simulation. Other input was 

identical to that used previously. The results are illustrated in Figure 5.5. The 

general slope of these curves is much smaller than that observed for either the 

film diffusion or particle abrasion models. Recalling that the two-site model can 

effect a decrease in the normally steep slope of the first order curves when F, > 
0, it is not surprising that two-site models have been successful in representing 

the kinetics of diffusion-controlled processes. 

Coupled Intraparticle Diffusion and Particle Abrasion Model. The 

mechanisms of intraparticle diffusion and first order particle abrasion were 

coupled and incorporated into a numerical model. In coupled models such as 

this one, the relative rates of the two processes will dictate which process 

dominates the observed kinetics. A dimensionless number J, can be defined to 

represent the ratio of the abrasion rate to the intraparticle diffusion rate 



time (min) 

Figure 5.5. Normalized aqueous concentrations predicted by the intrapartide 
diffusion model. Values of D ~ R ~  are lo4, lo-', lo4, lo', and 
10-l~ min-I for curves a-h, respectively. Other input parameters: m = 0.117 g, 
V = 2350 mL, K = 500000 mLlg, Co = 0.4 nglmL, and So = 0 nglg. 



When # is less than - 10, intraparticle diffusion dominates, while for # values 

greater than - 100, abrasion is the rate-controlling mechanism. Between 10 and 

100, both processes are important. These characteristics are illustrated in Figure 

5.6 for various values of J., using a constant value of kd min-l) and the 

previous values of m, V, etc. The stairstep behavior evident for # = 100 and 

1000 is the result of the numerical implementation of the abrasion model. Each 

step is the result of the abrasive loss of one layer. Smoother curves could be 

obtained with finer spatial discretization. The number of nodeslparticle used in 

these simulations was 1501. 

Coupled Film and Intraparticle Diffusion Model (Dual Resistance). The 

dual resistance model couples both film and intraparticle diffusion. Huang and 

Li (31) derived an analytical solution for this coupled model, assuming a 

monodisperse particle size distribution and So = 0. That series solution is 

where 4 is a dimensionless number that relates the film diffusion rate to the 

intraparticle diffusion rate 

and the values of g, are the nonzero roots of 
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Figure 5.6. Representative normalized aqueous concentrations predicted by the 
coupled intraparticle diffusionlparticle abrasion model. Values of J. are 0.1,1.0, 
10, 100, 1000, and m for curves a-f, respectively. Other input parameters: kd 
= minnl, rn = 0.117 g, V = 2350 mL, K = 500000 mLlg, Co = 0.4 nglmL, 
and So = 0 nglg. 



For f: values less than - 10, film diffusion is the dominant mechanism, while 

intraparticle diffusion controls the rate for t values greater than -100. Figure 

5.7 shows the general characteristics of the dual resistance model for a wide 

range of E values, using DedR2 = min-', R = 0.01 cm, pb = 0.558 g/mL, and 

other input as given previously. The shift in the rate-controlling mechanism 

from film diffusion (t = 0.01) in curve (a) to intraparticle diffusion ( E  = oo) in 

curve (g) is clearly illustrated. This shift was effected by increasing the value of 

kf and theoretically could be accomplished by dramatically increasing the mixing 

rate. 

Sorption Reaction Time Scales. An interesting property of the dual 

resistance model is revealed when simulations are run with identical values of 

t and different sorbent to water ratios. Figure 5.8 shows the dependence of 

CIC, versus log(t) curves on the value of m using 5 = 1.0, D Q R ~  lo-' minnl, R 

= 0.01 cm, pb = 0.558 glmL, V = 2350 mL, K = 500,000 mLlg, So = 0 nglg, and 

C, = 0.4 nglmL. Values of m ranged from 0.1 to 10 g. Because is constant, 

all m e s  in Figure 5.8 show the characteristic slope of film diffusion. As the 

amount of sorbent is increased, the curves shift to earlier times due to the 

increased surface area for mass flux. If the same data are plotted as (S1C)IK 

versus log(t), however, an altogether different picture appears (Figure 5.9). The 

dashed line in Figure 5.9 was obtained using m = 10 g and t = oo. Despite the 

fact that the kinetics of curves (a)-(e) are dominated by film diffusion, the values 

of (S1C)IK are increasingly controlled by intraparticle diffusion as the sorbent to 

water ratio is increased. From the appearance of w e  (e) in Figure 5.8, the 

sorption reaction seems to be complete at t = -200 minutes. At that time, 

however, (S1C)IK is only -0.2, and the reaction is far from complete. 
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Figure 5.7. Representative normalized aqueous concentrations predicted by the 
dual resistance model. Values of C are 0.01, 0.1, 1.0, 10, 100, 1000, and 00 for 
curves a-g, respectively. Other input parameters: D, R~ = 10" min", R = 0.01 
cm, rn = 0.117 g, pb = 0.558 glmL, V = 2350 mL, d= 500000 mLig, Co = 0.4 
ng lm~,  and So = 0 nglg. 
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Figure 5.8. Sorbent mass dependence of the normalized aqueous concentration 
curves as predicted by the dual resistance model. Values of rn are 0.1, 0.3, 1.0, 
3.0, and 10 for curves a-e, respectively. Other input parameters: f = 1.0, 
D, R2 = lo-' minnl, R = 0.01 cm, pb = 0.558 glmL, V = 2350 mL, K = 500000 
m d Ig, C, = 0.4 nglmL, and So = 0 nglg. 
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Figure 5.9. Sorbent mass dependence of the (SIC)/K curves as predicted by the 
dual resistance model. Values of m are 0.1, 0.3, 1.0, 3.0, and 10 for curves a-e, 
respectively. Curve f was obtained with rn = 10 g and t = oo. Curves a-e used 
t = 1.0. Other input parameters: R* = fin-', R = 0.01 cm, pb = 0.558 
glmL, V = 2350 mL, K = 500000 Co = 0.4 nglmL, and So = 0 nglg. 



The completeness of a sorption reaction should not be measured by the 

fractional approach to equilibrium, defined as M,IMe where Mt is the mass 

exchanged between the aqueous and solid phases at time t and Me is the 

corresponding amount at equilibrium. Rather, the value of (S1C)IK is a far better 

predictor (Figure 5.10). The value of (S1C)IK always lags behind MJM, and can 

still be quite low even when the value of MJMe nears 1.0. Indeed, when 

sorption is strong, further decreases in C can have little effect on M,IMe, but can 

have a large effect on SIC. 

Experimental 

Amberlite XAD-7, a moderately hydrophilic macroreticular sorbent 

composed of a methylmethacrylate polymer, was obtained from Rohm & Haas 

Co. (Philadelphia, PA). The structural density and porosity of XAD-7 are 1.24 

glmL and -0.55, respectively ( p b  = 0.558 glmL). XAD-7 is characterized by a 

surface area of 450 m21g and a pore size of - 80 A (40). The sorbent was cleaned 

before use in the general manner suggested by others (41-42). First, the beads 

were washed wit11 deionized water to remove residual NaCl and Na,CO,. The 

beads were then sieved into six size fractions. Each size fraction was further 

cleaned by soxhlet extraction with methanol, acetone, and diethyl ether for 24 

hours each. Residual ether was subsequently removed by washing with 

deionized water. 

The adsorbates used in this study were 1,2-dichlorobenzene (DCB), 1,2,4- 

trichlorobenzene (TrCB), and 1,2,4,5-tetrachlorobenzene (TeCB). Each 

compound was obtained from Chem Service (West Chester, PA) and was used 

without further purification. These compounds are good model adsorbates 

because their sorption properties span a relatively wide range. The octanol- 

water partition coefficients of these compounds span 1.5 orders of magnitude 

(1% Km = 3.38, DCB; 4.09, TrCB; 4.80, TeCB (43-44)). In addition, these 

compounds are easily and efficiently analyzed in water samples by the purging 

with whole column cryotrayying method with electron capture detection (45). 
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Figure 5.10. Normalized predictions of the intraparticle diffusion model. Curve 
a represents CIC,. Curve b is MfIMe. Curve c is (S1C)IK. Input parameters: 
D J R ~  = finm1, m = 0.117 g, V = 2350 mL, K = 500000 mLlg, C, = 0.4 
n z j m ~ ,  and So = 0 nglg. 



Values of Dm were estimated by the method of Hayduk and Laudie (44). 

Time Scale Experiments. To obtain an estimate of the time scale of the 

sorption reaction, a series of batch sorption studies were conducted. These 

experiments were performed in 14 mL saew-cap septum vials (Pierce, Rockford, 

IL). Vials were charged with 25 mg of one of the smaller size fractions of XAD-7 

(R = 0.0176 cm or 0.0203 cm). Fifteen mL of prepurged, deionized water was 

added ("14 mLn vials actually hold over 15 mL). Each suspension was then 

spiked with one of the model adsorbates. Three different analyte concentrations 

for each particle size were used. Four replicates of each experiment were 

prepared, to be analyzed at different equilibration times. Vials were agitated on 

a custom-built shaker to provide efficient mixing. Experiments were conducted 

at ambient laboratory temperature and allowed to equilibrate for between 1 and 

67 days. Upon analysis, results from experiments with the same equilibration 

time and particle size but different initial concentrations were used to calculate 

apparent isotherms and SIC values. Solid phase concentrations were calculated 

by difference. Observed SIC values for different equilibration times were then 

fitted to the analytical intraparticle diffusion model using a nonlinear least 

squares technique. 

Continuous Batch Experiments. A set of batch sorption experiments was 

conducted in large vessels, thereby allowing the aqueous phase to be sampled 

intermittently without significantly disturbing the rate of reaction. These 

experiments also provided better time resolution than was achieved in the time 

scale experiments. Clear glass acid bottles able to hold - 2.5 L of solution were 

used as reaction vessels. Each saew cap was lined with Teflon and fitted with 

a sampling tube. The 1116th inch stainless steel sampling tube passed through 

the saew cap via a 118th inch Swagelok bulkhead fitting. The bulkhead fitting 

was screwed through a tapped hole in the cap and securely sealed in place. The 

sampling apparatus was designed such that a liquid sample could be removed 

without reducing the pressure in the reaction vessel or removing the cap; N2 gas 

was allowed to pass into the headspace at the same time as liquid was being 



removed via the sampling tube. The end of the sampling tube that resided in 

the solution was covered with a fine mesh stainless steel screen to prevent the 

tube from plugging with sorbent. 

The sorption kinetics of each of the three model adsorbates was studied 

at two different temperatures and with two different particle size fractions. Each 

experiment used 0.117 g of XAD-7 and 2350 mL of prepurged, deionized water. 

Particle size distributions for these experiments were measured with an optical 

microscope and are shown in Figure 5.11. Mean values of R for these size 

fractions were 0.0256 cm and 0.0319 cm. The temperature of each reaction was 

precisely controlled with a water bath. Experiments were conducted at 

4.0 * 0.5OC and 34 * 1°C. Mixing was achieved magnetically. Glass-encased stir 

bars were used to minimize sorption to the stirrer. Each experiment was spiked 

with 745 ng of DCB, 933 ng of TrCB, or 633 ng of TeCB. All experiments were 

allowed to run for approximately 30 days. 

Control experiments were also conducted without sorbent to correct for 

sorption to the reaction vessel and to assess analyte stability. A partition 

coefficient K, (mL) was used to correct for adsorption to the reaction vessel 

where M, (ng) is the mass adsorbed to the bottle walls. W e  available glass 

surface area is incorporated into the value of K,. Sorption equilibrium with the 

reaction vessel was assumed to be instantaneous. In effect, instantaneous 

sorption to the reaction vessel increases the apparent volume of the solution. 

Consideration of the Henry's law constants for each of the adsorbates revealed 

that loss of analytes to the headspace was limited to less than 0.7 percent. 

Each experiment was fitted to the five previously-discussed mechanistic 

sorption models using nonlinear least squares techniques. The film diffusion, 

particle abrasion, and dual resistance models all used analytical methods. Fits 

for the intraparticle diffusion and coupled diifusionlabrasion models were 
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Figure 5.11. Experimentally measured particle size distributions used in the 
numerical modeling of the continuous batch experiments. 
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performed numerically. For the numerical models, a spatial discretization of 

1501 nodeslparticle was used to minimize numerical error. All models 

accounted for sorption to the reaction vessel. Correction for the removal of 

analyte mass from the system via sampling was incorporated into all except the 

dual resistance model. Neglection of the mass lost to sampling did not 

sigruficantly affect the results in that one case. The downhill simplex method 

was used for 2-parameter fits; 1-parameter fits were performed with Brent's 

method of inverse parabolic interpolation (46). 

Resulfs and Discussion 

Time Scale Experiments. Values of SIC were calculated as a function of 

time for each of the batch vial experiments. The purpose of these experiments 

was to assess general time scales for the sorption reaction. The trends were 

clear. Equilibrium was achieved most quickly for DCB: approximately three 

days were required. Between 10 and 20 days were required for TrCB, while 

TeCB needed about a month to reach full sorption equilibrium. This is 

consistent with an intraparticle diffusive rate limitation for sorption. Assuming 

a diffusive rate control, the values of mKlV used in these experiments were large 

enough that values of (S1C)IK should represent the characteristics of intraparticle 

diffusion rather than film diffusion, even if the latter were the rate-controlling 

mechanism (Figure 5.9). Assuming pore diffusion to be the predominant 

mechanism of intraparticle transport, values of D , ,  are expected to vary with K 

according to 

where n is the porosity (dimensionless) and r is the particle tortuosity 

(dimensionless). The value of tortuosity is usually between 2 and 10 (33) and 

can be approximated as l / n  (21). 



The SIC data were fitted with the intraparticle diffusion model to 

determine estimates of K and Defi for each compound. Data from each particle 

size were fitted both separately and as a group (R = 0.019 cm). Figure 5.12 

illustrates the experimental data and the best-fit curves when the data are 

grouped. The correlation between Defi and D,IK is shown in Figure 5.13. 

Assuming that n is much less than pd(, equation (5.18) predicts a slope of 1.0 

and an intercept of -0.27 for this log-log plot. The slope and intercept obtained 

by linear regression of the data are 0.93 and -0.16, respectively. The results of 

the time scale experiments, therefore, are consistent with intraparticle diffusion. 

While the mixing rate obtained in the vials may not have been sufficient to keep 

film diffusion from limiting the sorption rate, the analysis of SIC data provided 

estimates of the rate of intraparticle diffusion. 

Continuous Batch Experiments. Several days to weeks were required for 

sorption equilibrium to be achieved in each continuous batch experiment. Every 

experiment attained equilibrium within an elapsed time of 30 days. Experiments 

without sorbent showed no competing loss processes other than sorption to the 

vessel; these data were used to calculate K, values for each compound and at 

each temperature. Sorbed concentrations were calculated by difference. 

Partition coefficients were calculated using the final aqueous concentrations of 

each experiment. Values of K for different particle size fractions were averaged 

in all but one case. Figures 5.14 through 5.25 illustrate the data and the best-fit 

model predictions for each experiment. In general, the predictions of the 

abrasion and diffusionlabrasion models were very similar. To avoid confusion, 

the predictions of the diffusionlabrasion model were not included in these plots. 

For each compound, the rate of adsorption depended upon both the 

particle size and the solution temperature. For a given temperature, 

experiments using the larger particle size fraction required a longer period of 

time to reach equilibrium. Experiments conducted at 4OC were slower than 

those run at 34OC. Each of these observations are consistent with a rate- 

limitation by film or intraparticle diffusion. Furthermore, the cold experiments 
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Figure 5.12. Best fits of the time scale data with the intraparticle diffusion model 
for each of the chlorobenzenes. 



Figure 5.13. Correlation between the fitted values of Delf (cm21s) and K (mLlg) 
for the time scale experiments, corrected for the dependence of Delf on Dm 
(cm21s). The best-fit parameters for the individual data sets and the combined 
data set were included in the regression. Slope = 0.93, intercept = -0.16. 
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Figure 5.14. Optimized model fits for 1,2-dichlorobenzene and the large beads 
at 34OC. Input parameters: m = 0.117 g, V = 2350 mL, K = 86920 mLIg, K, = 
614 mL, C, = 0.2512 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 



1 10 100 1000 10000 

time (min) 

Figure 5.15. Optimized model fits for 1,bdichlorobenzene and the small beads 
at 34OC. Input parameters: m = 0.117 g, V = 2350 mL, K = 86920 mLlg, K, = 
614 mL, Co = 0.2512 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.16. Optimized model fits for 1,2-dichlorobenzene and the large beads 
at CC. Input parameters: m = 0.117 g, V = 2350 mL, K = 277400 mLlg, K ,  = 
656 mL, C,, = 0.2477 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.17. Optimized model fits for 1,2-dichlorobenzene and the small beads 
at PC.  Input parameters: rn = 0.117 g, V = 2350 mL, K = 277400 mL/g, K, = 
656 mL, Co = 0.2477 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.18. Optimized model fits for 1,2,4trichlorobenzene and the large beads 
at 34OC. Input parameters: rn = 0.117 g, V = 2350 mL, K = 323500 mLlg, K ,  
= 1101 mL, Co = 0.2704 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.19. Optimized model fits for 1,2,4-trichlorobenzene and the small 
beads at 34OC. Input parameters: rn = 0.117 g, V = 2350 mL, K = 323500 mLIg, 
K, = 1101 mL, Co = 0.2704 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.20. Optimized model fits for 1.2.4trichlorobenzene and the large beads 
at 4OC. Input parameters: m = 0.117 g, V = 2350 mL, K = 411400 mLlg, K, = 
1125 mL, Co = 0.2685 nglmL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.21. Optimized model fits for 1,2,4trichlorobenzene and the small 
beads at 4OC. Input parameters: m = 0.117 g, V = 2350 mL, K = 411400 mLlg, 
K, = 1125 mL, Co = 0.2685 ngImL, So = 0 nglg, pb = 0.558 glmL, n = 0.55. 
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Figure 5.22. Optimized model fits for 1,2,4,5-tetrachlorobenzene and the large
beads at 34°C. Input parameters: m = 0.117g, V = 2350mL, K = 1137000
mUg, Krv= 0 mL, Co= 0.2698ng/mL, So = 0 ng/g, Ph = 0.558g/mL, n = 0.55.
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Figure 5.23. Optimized model fits for l,2,4,5-tetrachlorobenzene and the small
beads at 34°C. Input parameters: m = 0.117 g, V = 2350 mL, K = 1474000
mL/g, Krv = 1690 mL, Co = 0.1567 ng/mL, So = 0 ng/g, Pb = 0.558 g/mL, n =
0.55.
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Figure 5.24. Optimized model fits for 1,2,4,5-tetrachlorobenzene and the large
beads at 4°C. Input parameters: m = 0.117g, V = 2350mL, K = 1996000mUg,
Krv = 1753mL, Co = 0.1543 ng/mL, So= 0 ng/g, Pb = 0.558 g/mL, n = 0.55.
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Figure 5.25. Optimized model fits for l,2,4,5-tetrachlorobenzene and the small
beads at 4°C. Input parameters: m = 0.117 g, V = 2350mL, K = 1996000mUg,
Krv = 1753 mL, Co = 0.1543 ng/mL, So = 0 ng/g, Pb = 0.558g/mL, n = 0.55.
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run with small particles always exhibited a slower uptake rate than did the 

warm experiments using the larger particle size fraction. With respect to 

intraparticle diffusion, the colder temperature would decrease Defi values and 

thereby slow the kinetics. The smaller particle size would partially offset the 

effect of a decreased DeF The temperature change from 4 to 34'C increases the 

partition coefficient, thereby increasing the final fractional uptake by some small 

amount. An increase in the final fractional uptake would speed up the initial 

phase of intraparticle transport for these values of mKIV. This somewhat 

counterintuitive behavior is caused by a greater effective concentration gradient 

in the early phase of adsorption. It is difficult to assess the net effect of a 

decrease in both temperature and particle size on the intraparticle transport rate. 

In contrast, the experimental observation is clearly consistent with the 

predictions of the film diffusion model. The relative difference between Dm 

values at 4 and 34OC is larger than the relative difference in the two particle 

radii. By equation (5.4), a slower uptake rate would result at the lower 

temperature. In addition, because the increased partition coefficient dictates that 

more analyte must be transported into the solid phase, the process takes 

intrinsically longer at 4OC than it does at 34OC. 

A comparison of each of the best-fit plots reveals that some of the models 

were better able than others to predict the observed sorption kinetics. The 

experimental data were not described well by intraparticle diffusion alone. The 

characteristic slope of the intraparticle diffusion model is much too shallow to 

fit the observed data. At the other extreme, the steep characteristic slope of the 

film diffusion model is a much closer fit for 8 of the 12 experiments. For the 

other experiments, neither the film nor the intraparticle diffusion models 

provided an accurate fit. The first order particle abrasion and the 

diffusionlabrasion models matched the data fairly well in about half of the 

experiments. In order to fit that data, however, the abrasion models predicted 

complete particle abrasion by the end of each experiment, a prediction that is 

inconsistent with experimental observations. Abrasion probably did play some 



role in these experiments, but it could not have been the sole rate-limiting 

process. 

Of all of the models assessed in this study, the dual resistance model 

consistently produced the closest fit to the experimental data. Systematic over- 

or underpredictions were exhibited for only one of the fits (Figure 5.22), and 

those deviations were not dramatic. Of course, the dual resistance model has 

two fitting parameters, kf and Dep and is therefore inherently more flexible than 

the film diffusion, particle abrasion, or intraparticle diffusion models. If the 

exchange of analyte between phases in this system is diffusion-limited, however, 

then it is reasonable to use a model that represents both of the probable 

diffusion processes rather than one that presupposes the dominance of one 

process over the other. As conditions change, the predominant rate-limitation 

may shift from film to intraparticle diffusion, or vice versa. 

The optimized values of kf and Dg from the dual resistance model and 

their estimated 95% confidence limits are given in Table 5.1 for each of the 

experiments. The optimized kf values are in good agreement with those 

previously reported for both diffusion-limited ion exchange (31) and adsorption 

onto activated carbon (47-50). The value of kf is directly related to the 

hydrodynamic film thickness 6 (equation 5.5), which is a function of mixing rate 

and temperature. Consequently, correlation of these kf values with previously 

published values may lend support for the use of the dual resistance model, but 

it does not validate the mechanism. Calculated values of the film thickness and 

the dimensionless number 4: are presented in Table 5.2. Film thicknesses are on 

the order of 11 pm, or about 1125th of the particle radius. Variations in 6 are 

most likely due to differing mixing rates. Values of 4 indicate that, for most of 

the experiments, film diffusion was more important than intraparticle diffusion 

in determining the sorption rate. Mixing in the reaction vessels was vigorous, 

but apparently not rapid enough to overcome the resistance of film diffusion. 

Because these experiments were dominated by film diffusion, the optimized 

values of Def were not very precise. Therefore, the Dg values could not be 
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Table 5.1. Optimized kf and Defi Values for the Dual Resistance Model. 

compound 

DCB 

DCB 

DCB 

DCB 

TrCB 

TrCB 

TrCB 

TrCB 

TeCB 

TeCB 

TeCB 

TeCB 

temp 

("C) 

kf x 1000 (cmls) 
best (low - high) 

log (De) (m2ls) 
best (low - h i ~ h l  
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Table 5.2. Calculated Film Thicknesses and Reaction Rate Ratios for the Dual Resistance Model. 

compound temp 

("C) 

DCB 34 

DCB 34 

DCB 4 

DCB 4 

TrCB 34 

TrCB 34 

TrCB 4 

TrCB 4 

TeCB 34 

TeCB 34 

TeCB 4 

TeCB 4 

6 (ttm) 
best (low - hinh) - 

5: 
best (low - high) 



accurately probed for insight into the relative importance of intraparticle pore 

diffusion and intraparticle surface diffusion. In general, Ddvalues were in the 

same range as those determined by the time scale experiments. 

Implications. These experiments support a diffusive rate limitation for 

the adsorption of organics on macroreticular sorbents such as XAD-7. The 

collection, concentration, and subsequent desorption of analytes using columns 

of such sorbents will be affected by rate-limited sorption processes. The 

prediction of collection efficiencies must account for diffusion-limited transport. 

Extrapolating the results of these experiments to natural systems, it is 

unlikely that mixing in surface waters is vigorous enough to eliminate the 

resistance of film diffusion. For small particles or particles with an open, porous 

structure, intraparticle diffusion is probably not slow enough to control the 

exchange rate. Organic sorption kinetics for such systems would be controlled 

by film diffusion. Particles that are completely nonporous are not subject to 

intraparticle diffusion, but will exhibit film diffusion kinetics. For porous 

particles that are heavily coated with organic matter, intraparticle diffusion may 

be heavily retarded, causing the resistance of film diffusion to be less important 

with respect to intraparticle transport. In general, however, the description of 

sorption kinetics in surface waters must include a component of film diffusion. 

If information is available concerning the nature of the particulate matter, a dual 

resistance model would probably provide the best predictions of rate-limited 

sorption. 

Summary and Conclusions 

The characteristics of five different mechanistic models of rate-limited 

sorption were examined and compared. Experiments were conducted to 

determine the kinetics of adsorption for a set of chlorinated benzenes on the 

sorbent XAD-7 in a batch system. Days to weeks were required to achieve 

sorption equilibrium. Each model was fitted to the experimental data using 

nonlinear least squares techniques. The ability of each model to describe the 



observed uptake was assessed. Rate-control by particle abrasion or by 

intraparticle diffusion alone was ruled out. The ability of particle abrasion to 

increase the sorption rate should be considered in batch systems, but it did not 

control the rate in these experiments. The dual resistance model, coupling both 

film and intraparticle diffusion, consistently was able to fit the observed data 

with a high degree of accuracy. The dependence of the sorption rate on particle 

size and temperature suggested a diffusive rate limitation. Fits of the data with 

the dual resistance model showed that film diffusion was the dominant rate- 

limiting mechanism, with intraparticle diffusion contributing an additional minor 

resistance. Film diffusion will be an important 'mechanism of rate-limited 

sorption for suspended particles in surface waters. 

Glossary 

aqueous concentration of analyte (nglmL) 

initial aqueous concentration of analyte (nglmL) 

aqueous concentration of analyte at the particle surface (nglmL) 

effective diffusion coefficient (cm2/s) 

molecular diffusion coefficient in water (cm2/s) 

fraction of equilibrium sites in the two-site model 

roots of an equation needed for the intraparticle diffusion and dual 

resistance models 

aqueous partition coefficient (mLlg) 

first order abrasion rate constant (min-I) 

first order sorption rate constant (min-') 

film mass-transfer coefficient (cmls) 

octanol-water partition coefficient 

partition coefficient for sorption to the reaction vessel (mL) 

total mass of sorbent (g) 

analyte mass exchanged between aqueous and solid phases at 

equilibrium 



analyte mass sorbed to the reaction vessel (ng) 

analyte mass exchanged between phases at time t 

fractional approach to equilibrium 

particle porosity (dimensionless) 

radial distance (cm) 

radius of sorbent particle (cm) 

uniform sorbed concentration (nglg) 

initial sorbed concentration (nglg) 

total volumetric concentration of analyte in the particulate phase at 

a radial distance r (nglmL) 

time (min) 

volume of solution (mL) 

dimensionless number related to the final fractional uptake in the 

intraparticle diffusion and dual resistance models 

hydrodynamic film thickness (cm) 

fractional radial distance 

dimensionless number that relates the film diffusion rate to the 

intraparticle diffusion rate 

bulk density of porous sorbent (g1mL) 

particle tortuosity (dimensionless) 

dimensionless number that relates the abrasion rate to the 

intraparticle diffusion rate 

term in the analytical solution to the dual resistance model 

Registry No. 1,2-Dichlorobenzene, 95-50-1; 1,2,4-Trichlorobenzene, 

120-82-1; 1,2,4,5-Tetrachlorobenzene, 95-94-3. 
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CHAPTER VI 

Summary 

General 

Models of diffusion-limited intraparticle transport were developed, tested, 

and assessed for their ability to describe rate-limited sorption in atmospheric and 

aqueous systems. Investigations of gaslparticle sorption kinetics for airborne 

particles and for particle-laden filters were limited to the use of an intraparticle 

diffusion model. The desorption of n-alkanes and PAHs from a heavily-loaded 

filter provided experimental data for the analysis of intraparticle diffusion as a 

rate-limiting mechanism in the atmosphere. For sorbent suspensions in aqueous 

systems, four diffusion-based models were compared. The similarity of first 

order chemical reaction and two-site models to those based on diffusion was 

assessed. Particle abrasion was presented as a competing mechanism. 

Adsorption experiments were conducted to test the possible rate-limiting 

mechanisms of sorption in aqueous sorbent suspensions. 

GaslParticle Sotption Kinetics 

Models of diffusion-limited intraparticle transport were developed to 

describe gaslparticle sorption kinetics for airborne and filter-bound particulate 

material. To approximately describe particles that are not fully porous, a porous 

shelllsolid core model was proposed. Sorption reaction time scales were 

predicted using a theoretical description of sorption-retarded, gaseous, 



intraparticle pore diffusion. According to that description, gaslparticle 

partitioning equilibrium with airborne particles was predicted to be rapid for 

compounds typically determined in atmospheric samples. Particles that have a 

thin porous outer shell were predicted to approach equilibrium faster than those 

that are fully porous. For sorption reactions onlin particle-laden filters, 

adsorption and desorption processes were characterized by the diffusion reaction 

time scale TD and the mass transfer time scale TM. Given a change in the 

influent gas-phase concentration, the most volatile compounds were predicted 

to re-achieve equilibrium quickly. Predictions of sorption reactions onlin filters 

showed that adsorption and desorption were rapid enough to significantly alter 

the measured gaslparticle distribution ratios of a wide range of compounds 

during a typical sampling event. 

An experiment was conducted to test the predictions of the filter-based 

intraparticle diffusion model. Particles from a roadway tunnel were collected on 

a filter. Particle-associated organic compounds were subsequently desorbed over 

time in a laboratory experiment by passing clean N2 through the filter at a 

controlled rate, humidity, and temperature. Desorbed analytes were collected 

and their concentrations were determined. The experimental data for a set of 

n-alkanes and PAHs were fitted to the intraparticle diffusion model using a 

nonlinear least squares technique. For most of the compounds, the fitted 

predictions of the model closely matched the desorption data; no systematic 

errors were evident. 

Optimized partition coefficients Kp and effective diffusion coefficients Def 

were determined. These values of K p  agreed well with those reported by others, 

and also correlated well with values of the subcooled liquid vapor pressure. The 

fitted Def values correlated with K p  in the manner expected from theory. 

However, the absolute magnitudes of the Def values were roughly lo6 times 

smaller than expected. The slower than expected desorption rates are proposed 

to result from the coupling of several processes: diffusion through or within a 

liquid-like organic film; diffusion through the solid phase; and sorption-retarded, 



gaseous diffusion within miaopores. The fitted effective diffusion coefficients 

are a measure of the effects of all rate-limiting processes. The presence of dead- 

end pores also may have contributed to the slow desorption. In addition, 

particle aggregation or preferential flow through the filter might have increased 

the effective diffusion length and thereby &cially lowered the fitted values of 

Deil. An analysis of adsorption and desorption sampling artifacts showed that 

slow sorption kinetics could not prevent the expression of such artifacts. The 

ability of sorption kinetics to limit the magnitude of sampling artifacts was 

shown to be most important for compounds of intermediate volatility and 

depended upon the total sampling time. 

If preferential flow through the filter was negligible, then the small 

optimized values of Ds result in diffusion reaction time scales that are longer 

than those predicted by gaseous intraparticle diffusion alone. In contrast to the 

initial predictions, full gaslparticle partitioning equilibrium with airborne 

particulate matter would rarely be achieved for most compounds typically 

determined in atmospheric samples. Long range atmospheric transport and 

depositional processes may be significantly affected by rate-limited gaslparticle 

partitioning. 

Aqueous Sorption Kinetics 

An investigation of sorption kinetics in aqueous systems was performed 

to gain insight into the most important rate-limiting mechanisms. The 

characteristics of five different mechanistic models of rate-limited sorption in 

aqueous batch systems were examined and compared. The models included in 

this study were: film diffusion, first order particle abrasion, intraparticle 

diffusion, coupled intraparticle diffusion and abrasion, and coupled film and 

intraparticle diffusion (dual resistance). In four of these models, the sorption 

rate is controlled by a diffusive process. The particle abrasion model is an 

approximate representation of how the competing process of particle breakage 

can affect observed reaction rates in batch systems. 



Models based on fust order chemical reaction kinetics are commonly used 

to represent rate-limited sorption. For linear sorption isotherms, the fxst order 

reaction model was shown to be identical to the film diffusion model. Two-site 

or bicontinuum models can be used successfully to describe diffusion-limited 

sorption, but lack the predictive confidence of a mechanistic model. First order 

and two-site models do not require information concerning the physical 

properties of the sorbent, but the rate "constants" obtained are not necessarily 

constant and may not provide insight into the rate-controlling mechanisms. 

The kinetics for the adsorption of a set of chlorinated benzenes to a model 

sorbent (XAD-7) was investigated in the laboratory. Each of the five mechanistic 

models were fitted to the experimental data using nonlinear least squares 

techniques. The film diffusion model fitted most of the experiments fairly well, 

but systematic errors were apparent in at least half of the fits. The particle 

abrasion model fitted some of the data well, but was ruled out because it 

predicted the complete destruction of the sorbent beads, a prediction that was 

inconsistent with experimental observations. Intraparticle diffusion alone was 

a poor predictor of the experimental data. The coupled diffusionlabrasion model 

gave best-fit predictions dominated by particle abrasion. The dual resistance 

model consistently outperformed all of the other tested models; all but one of 

the experiments was fitted with a high degree of accuracy and no observable 

systematic errors. 

In the context of the dual resistance model, the experimental data were 

found to be particularly influenced by the resistance of film diffusion. The 

relative importance of film and intraparticle diffusion in the dual resistance 

model was estimated using the dimensionless number f (also known as the Biot 

number, Bi). For f values of - 10 or less, film diffusion is expected to be the 

dominant rate-limiting process. In contrast, for conditions under which f: is 

above 100, intraparticle diffusion will control the rate. Film diffusion was the 

predominant rate-controlling mechanism in almost every experiment. Assuming 

that intraparticle transport is dominated by pore diffusion, the value of f is 



expected to depend only on the properties of the sorbent. In these experiments, 

however, intraparticle surface diffusion probably contributed to the internal 

transport rate. Hydrodynamic film thicknesses for the conditions of these 

experiments were calculated to be roughly 11 pm, or about 1/25th of the particle 

radius. 

Intraparticle diffusion will be the dominant rate-controlling process only 

for sorbent suspensions in which the particles are large or the mixing rate is 

particularly rapid. The results of these experiments indicate that quite vigorous 

mixing would be required to completely eliminate the resistance of film 

diffusion. If mixing is particularly violent, however, particle abrasion can 

significantly affect the sorption rate. In natural systems such as rivers, lakes, or 

oceans, mixing rates are probably not rapid enough to eliminate the resistance 

of film diffusion. Therefore, film diffusion is proposed to be an important 

component of rate-limited sorption in natural waters. Because first order 

reaction models are mathematically identical to those of film diffusion, transport 

models that account for sorption kinetics with a first order model should 

perform well when film diffusion controls the sorption rate. 

Analytical Met hod Development 

In the course of the aqueous kinetic investigations, the purge with whole 

column cryotrapping method for the determination of volatile organic 

compounds in aqueous samples was adapted for use with an electron capture 

detector. An in-line, temperature-programmed, cold-zone water trap was used 

to desiccate the purge gas. The water trap was essential in preventing the GC 

column from plugging with ice and in removing the chromatographic 

interference of water. Di-, tri-, and tetrachlorobenzenes in aqueous samples 

were quickly and efficiently determined by this method. Detection limits were 

quite low, ranging from 0.01 nglmL for 1,2-dichlorobenzene to 0.0006 nglmL for 

1,2,4,5-tetrachlorobenzene in a 5 mL sample. The purge with whole column 



cryotrapping method was also shown to be a potentially useful method for the 

determination of semi-volatile compounds such as pentachlorobenzene. 

Furfher Work 

GaslParticle Partitioning and Kinetics. When the goal of an investigation 

is to develop predictive, mechanistic tools to describe an observed behavior, 

additional information concerning that process at the miaoscopic level is always 

valuable. In the case of gaslparticle interactions, information concerning the 

physical nature of atmospheric particulate matter would be particularly useful. 

Measurement of particle surface areas, densities, and porosities would aid in the 

determination of a values for use with the model developed in this study. 

Alternatively, that information could be used to develop a different model of 

rate-limited sorption that more accurately accounts for particle shape and surface 

area. Investigations into the nature and role of the organic film that has been 

proposed to coat parts of some atmospheric particles would further the 

understanding of both the kinetics and equilibrium position of sorption reactions 

in atmospheric systems. 

Aqueous Sorption Kinetics. To test the assertion that film diffusion is an 

important rate-controlling mechanism for sorption in natural systems, 

experiments should be carried out with actual sediment suspensions. The 

dependence of the observed kinetics on the mixing rate and the particle size 

would help to determine the relative importance of film diffusion. Any process 

that can be used to control the hydrodynamic film thickness might help 

determine the rate-limitations of film diffusion. Novel experimental designs will 

be necessary to isolate the individual rate-controlling mechanisms. Useful 

suggestions might be found in the ion-exchange or chemical engineering 

literature. For example, a short-bed, flow-through system such as that used by 

Boyd et al. (1) might be useful in controlling the hydrodynamic film thickness. 

Alternatively, any of the flow, stirred-flow, or interruption techniques described 

by Sparks (2) might be helpful. 



Analytical Method Development. If further experiments are pursued to 

extend the purge with whole column cryotrapping method to the analysis of 

semi-volatile compounds, then efforts should be concentrated on increasing the 

water trap and transfer line throughput andlor the purging efficiency of those 

compounds. The overall purging efficiencies of penta- and hexachlorobenzene 

were much lower than expected in experiments conducted to date. These 

compounds are characterized by Henry's law constants that are high enough for 

this method to be viable. Retention of these compounds in the water trap 

should be investigated with respect to the phase I1 temperature and purge time. 

A shorter water trap column could be tried. In addition, if this method is to be 

used for routine analysis, it must be automated. This method lends itself to 

control by a computer. Snap valves could be replaced with solenoid valves. 

Purge times could be programmed. Automation would make the method less 

labor-intensive and more reproducible. 
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APPENDIX A 

Filter Desorption Experiments 
Data 

Experimental data from the filter desorption' study (Chapter Three) are 

presented in this appendix. Tables A. l  and A.2 contain the downstream gas- 

phase concentrations (A,. nglm3) measured for each of the n-alkanes and 

PAHs. Tables A.3 and A.4 present the fractional approach to equilibrium 

(MjM,) data for each of the compounds. The flow rates measured throughout 

the experiment are listed in Table A.5. The specifications of the 6-bin particle 

size distribution are listed in Table A.6. 



Table A.1. Downstream Gas-phase Concentration Data (nglm3): n-alkanes. 

time (min) 

volume (m3) 

compound 

hexadecane 

octadecane 

nonadecane 

eicosane 

heneicosane 

docosane 

tricosane 

tetracosane 

pentacosane 



Table A.2. Downstream Gas-phase Concentration Data (ng/m3): PAHs. 

time (min) 124 

volume (m3) 0.474 

compound 

acenaphthene 2.5247 

acenaphthylene 7.1598 

benz(a)anthracene 4.0335 

chrysene 0.0000 

fluoranthene 8.7475 

fluorene 10.8087 

9-fluorenone 19.8994 

2-methylphenanthrene 17.0213 

phenanthrene 84.2764 



- - - - - 

Table A.3. Fractional Approach to Equilbrium Data: n-alkanes. 

time (min) 

volume (m3) 

compound 

hexadecane 

octadecane 

nonadecane 

eicosane 

heneicosane 

docosane 

tricosane 

tetracosane 

pentacosane 



- 

Table A.4. Fractional Approach to Equilbrium Data: PAHs. 

time (min) 

volume (m3) 

compound 

acenaphthene 

acenaphthylene 

benz(a)anthracene 

chrysene 

fluoranthene 

fluorene 

9-fluorenone 

2-methylphenanthrene 

phenanthrene 



Table A.5. Flow Rates for the Filter Desorption Experiment. 

time flow rate time flow rate time 
(min) (mLImin) (min) (mLlmin) (min) 

flow rate 
(mLlmin) 



Table A.6. Particle Size Distribution. 

diameter (pm) volume fraction 



APPENDIX B 

Filter Desorption Experiments 
Computer Programs 

Two of the most important computer programs used in the filter 

desorption study are presented in this appendix. Both were written in 

FORTRAN. These programs were compiled and used on an IBM RISC 

System16000 (model 320) workstation. The memory requirements are not 

prohibitively large. Therefore, these programs could be implemented on a 

personal computer. These programs are rather computationally intensive, 

however, and the time required to run these programs could limit their 

application on a PC. The first program, FILT4RES, calculates breakthrough 

curves. The downstream gas-phase concentration (A,,,), average sorbed 

concentration, and fractional approach to equilibrium (M,IMe) are all calculated 

versus time and volume for a given set of input. The second program, 

FILTSSIM, is the two-parameter optimization routine used to find best-fit values 

of the partition coeffiaent K,, and the effective diffusion coefficient Def Input 

for both programs is read from files. Separate files are needed for general input, 

experimental MJM, data, flow rates, and the particle size distribution. Note that 

the number of nodeslparticle must be an odd number for the numerical 

integration to be performed accurately. Both programs are thoroughly 

commented; 110 should be self-explanatory. 



Filter-based Intraparticle Diffusion Model: Breakthrough Curve. 

Program FILT4RES 

This program w i l l  ca lcu late data for  the exchange of  organic 
c o n p o d s  between par t i cu la te  matter trapped on/in an a i r  
sanpl ing f i l t e r  and the gas passing through that  f i l t e r .  
The mechanism f o r  the exchange process i s  i n t r apa r t i c l e  
d i f fus ion .  The fo l lowing boundary condit ions and 
assurptions are made: 

1. Par t i c les  are spherical. 
2. Par t i c les  have a nonporous, nonsorbing inner core 

surrounded by a porous, sorbing she1 1. The percent 
volune tha t  i s  porous i s  set  by the user. 

3. The bulk  concentration o f  analyte i n  the gas phase i s  
uniform. 

4. Par t i c les  i n i t i a l l y  contain a uniform concentration o f  
analyte. 

5. Sorption i s  revers ib le and fo l lows a l i near  isotherm, 
def ined as Kp = (F/TSP)/A. 

6. Kp and Def f  are s p a t i a l l y  invar iant .  
7. Local equ i l i b r i un  holds in  the micropores of  the par t i c les .  

The p a r t i c l e  s i ze  d i s t r i b u t i o n  i s  read i n  frm a f i l e  ca l l ed  
Wpartdist.dat" and i s  of  the format: 

diameter (un), volune f r ac t i on  
The nunber o f  sizes in  the d i s t r i b u t i o n  i s  noted on the f i r s t  
Line o f  that  f i l e .  

The f low r a t e  through the f i l t e r  i s  allowed t o  be var iable i n  
t h i s  program. Flow ra te  data i s  read i n  from another input 
f i l e  ca l led  "f lowrate.datl@ and i s  i n  the format: 

c w l a t i v e  time (min), f l o u  r a t e  (mL/min) 
The nunber of  f low rates i s  noted on the f i r s t  Line o f  the f i l e .  
The cunulat ive time i s  the time a t  which the f l o u  r a te  changes. 

This program u i l l  a lso read i n  some experimental data and 
ca lcu la te  the sun of  the squared residuals between the 
calcu lated and experimental data. 

reale8 A, alpha, Aout, bedmass, Blast, Deff, depth, dt, dtsave, dx 
real*8 epsi ton, exchange, f lag, f lowrate, frac, gamna, i n i  tmass 
real*8 Up, mass, masstot, maxdt, nunber, pb, p i ,  pmasstot 
real*8 pormass, poros, ps, residual, Savg, sunj, T4, test ,  time 
real*8 t o t a l ,  volune, avgS(100). B(6,50), f(6). f2C61, ntMe(2,lO) 
real*8 period(85), radius(6), rate(851, theta(6), tyme(l0) 
real*8 T1(6,50,3), T3(6,50),u(100,6,51),~t(100,6,51), vo l f rac t (6 )  
integer*4 i, j ,  n, grid, nlayer, nrates, nsizes, p, v, t 
character*12 f i le l ,  f i le2, da t f  i le, name*40 

Camnon /CRUNl/ Deff, dt, dx, epsilon, f, f2, f lowrate, gamna 
Comnon /CRUNZ/ grid, nsizes, pb, poros, radius 
Comnon /CRUN3/ Kp, T I ,  13, T4, theta 

External CRUNCH 
External FLUSH 

Explanation of  var iab le names: 
A i s  the i n f l uen t  analyte concentration i n  the a i r  (ng/cu.m.). 
alpha i s  the f rac t ion  o f  a pa r t i c l e ' s  volune which i s  porous. 
Aout i s  the conc. o f  analyte i n  the e f f l w n t  gas (ng/cu.m.) 
avgS(n) i s  the average sorbed concentration o f  the analyte 

(ng/cu.m.) i n  layer n of  the f i l t e r .  
B( i , j )  i s  the vector on the r i g h t  hand s ide of  the matr ix equation 
bedmass i s  the mass of  par t i cu la te  matter on the f i l t e r  (ug). 
B last  i s  the value of  B f o r  the Last row. 



d a t f i l e  i s  the f i l e  holding the experimental data. 
Deff i s  the e f fec t ive  d i f fus ion  coef f ic ient  (sq.cm./sec.). 
depth i s  the rad ia l  distance uhich i s  porous (un). 
d t  i s  the time interval  between conputations (minutes). 
dtsave i s  a saved v a l w  of the time step (min). 
dx i s  the dimensionless distance between g r i d  points. 
epsilon i s  Kp/(pb*lD12) + the sun of f2(i)*(grid-1). 
exchange i s  the to ta l  m u n t  of analyte mass exchanged between 

the gas phase and the part iculate phase a t  equ i l ib r iun  (ng). 
f ( i )  i s  f 2 ( i )  w/o the dependence on flowrate or dt. 
f2 ( i )  i s  vo l f r ac t ( i  )*bedmass*dx/(nlayer*ps*(l-elpha*poros) 
*I .OD12*f lowrate*dt). 

f i l e 1  i s  the nene of the input f i le .  
f i l e2  i s  the name of the output f i l e .  
f lowrate i s  the f lowrate of a i r  through the f i l t e r  (cu.m./min). 
f rac i s  the f ract ional  approach t o  equil ibriun, Mt/He. 
g a m  i s  a factor uhich i s  (1-alpha)**(1/3). It i s  also equal 

t o  the rat io:  radius of the inner core / pa r t i c l e  radius. 
g r i d  i s  the W r  of g r i d  points i n  each part ic le.  
i i s  the index fo r  the pa r t i c l e  size fraction. 
initmass i s  the mass of the analyte associated with the 

part iculate phase a t  the beginning of the simulation (ng). 
j i s  the index fo r  the g r i d  point of interest. 
Kp i s  the atmospheric p a r t i t i o n  coef f ic ient .  

Kp f (F/TSP)/A (cu.m./ug) 
mass i s  the mass of part ic les of a part icular  s ize (ug). 
masstot i s  the calculated value of bechmss (ug). I f  there i s  

a dif ference betueen bechmss and masstot i t  i s  due t o  a 
discrepancy i n  the values of vo l f r ac t ( i )  such that they do not 
sun t o  1.0. 

maxdt i s  the m a x i m  time step allowed (min.) 
MtMeO i s  the array which holds the calculated and experimental 

data that i s  compared. 
n i s  the current layer of the f i l t e r .  
name i s  the analyte name. 
nlayer i s  the number of layers i n  the f i l t e r .  
nrates i s  the nrmber of flow rates used. 
nsizes i s  the W r  of pa r t i c l e  sizes. 
nunber i s  the actual nuher of part ic les i n  a given s ize range. 
p i s  the index fo r  the time period. 
pb i s  the estimated bulk density of the par t ic les  (g/cu.cm.). 
period(p) i s  the time (minutes) a t  which the flow rate changes 

from rate(p) t o  ra tecp l ) .  
p i  i s  the i r r a t i ona l  nuher 3.14159..... 
pmasstot i s  the to ta l  mass of porous material (ug). 
pormass i s  the to ta l  mass of the porous f ract ion of a l l  part ic les 

having a certa in s ize (ug). 
p r o s  i s  the porosity = 1 - pb/ps 
ps i s  the dry sorbent density (g/cu.cm.) 
radiusci) i s  the mean radius of a pa r t i c l e  (un). 
rate(p) i s  the flow ra te  (mL/min) for  the time between period(p-1) 

and period(p). 
residual i s  the sun of the squared residuals. 
S i s  the to ta l  volunetric concentration of analyte i n  the 

part iculate phase (ng/cu.m.). 
Savg i s  the average sorbed concentration of analyte (ng/cu.m. ) 
11, 13, and 74 are the arrays uhich hold the coef f ic ient  

matrix and the L and U decompositions of that matrix. 
T l ( i , j )  handles the tr idiagonal part of the matrix. 
73 i s  the bottom row, except fo r  the las t  colum. 
74 i s  the coef f ic ient  i n  the las t  row, las t  colum. 

theta( i )  i s  2(delta x)**2/(delta tao) 
time i s  i n  minutes. 
t o t a l  i s  the mrnber of par t ic les  on the f i l t e r .  
u(n,i, j) saves the values of ut(n, i, j). 
ut(n,i, j )  i s  the matrix of u values (u = x*S). 
v i s  a pr in t ing  index nhich allows data t o  be pr inted t o  a f i l e  

approximately once fo r  each cubic meter of gas that flows 
through the f i l t e r .  



vo l f rac t ( i )  i s  the volune f rac t ion  of part ic les from the t o t a l  
d is t r ibu t ion  which f a l l  i n  the size range whose mean radius 
i s  radiusci). Data i s  i n  the f i l e  partdist.dat. 

volune i s  the vol. of a i r  which has passed th ru  the f i l t e r  (cu.m.) 
x i s  the dimensionless radia l  distance (=r/R) 
sunj, test, etc. are a l l  dunny variables which are used 

t o  ternporari l y  save values of interest. 

Read i n  the values of Deff, Kp, A, kdmess, initmass, etc. 
U r i t e  (*,lo) 'FILT4RES1, 

z 'A Simulation o f  Gas/Particle Sorption Kinetics on/in Fi l ters1,  
z 'Composite Particles1, 
z 'Inner Nonporous Core / Porous Outer Shell1, 
z 'Stewart A. Round~~,~Novenber, 1990' 
F o m t  (/36X,A/12X,A/31X,A/20X,A//32X,A/32X,A//) 
Ur i t e  (*,20) Inerne o f  input f i l e :  
Read (*,20) f i l e 1  
F o m t  (A) 

open (3,f i le=f i l e l )  
Read (3,20) name 
Read (3,*) Kp 
Read (3,*) Deff 
Read (3,*) A 
Read (3,*) initmass 
Read (3,*) bednass 
Read (3,*) alpha 
Read (3,*) pb 
Read (3,*) ps 
Read (3,*) nlayer 
Read (3,*) gr id  
Read (3,') d t  
Read (3,*) maxdt 
Read (3.20) d a t f i l e  
Read (3,20) f i l e 2  
close (3) 

Read i n  the volune d is t r ibu t ion  of the part icles. 
The s ize data i s  given as the diameter. not the radius. 

open (3,file=1partdist.dat1) 
read (3,*) nsizes 
do 25 i=l,nsizes 

read(3,*) radius( i ) ,vol f ract( i )  
radius(i) = radiusci) / 2.ODO 
continue 

close (3) 

Read i n  the flow rate and time period data. 
open (3,f i Le='f lowrate.datl) 
Read (3,*) nrates 
do 30 p=l ,nrates 

Read (3,*) period(p), ratecp) 
continue 
close (3) 

Read i n  the experimental data. 
open (3,f i l e rda t f  i Le) 
do 32 i=1,10 

Read (3,*) tyme(i), MtMe(1,i) 
cont i nue 
close (3) 

Calculate the porosity of the porous section. 
poros = 1.ODO - pb / ps 

Calculate gamna. 
g a m  = (1.ODO - alpha)**(l.OD0/3.ODO) 

P r in t  the relevant data t o  a f i l e .  



open (4,file=fiLe2) 
U r i t e  (4,201 name 
Ur i t e  (4'35) rmacroscopic Kp = ',Kp, cu.m./ugl 

Calculate the corrected value of Kp. This calculation corrects 
the entered value of Kp fo r  the f ract ion of the part iculate 
mass which i s  porous. This i s  done because the measured value 
o f  Kp i s  calculated using the to ta l  part iculate mass. I n  
t h i s  model, the i ~ e r  core of the par t ic les  does not sorb 
because i t  i s  not porous. Therefore, the amount of mass which 
i s  actual ly  involved i n  the sorption process i s  Less than the 
t o t a l  part iculate mass. 

Kp = Kp * (1.ODO - alpha * poros) / (alpha (1.ODO - poros)) 

U r i t e  (4,35) lmicroscopic Kp = ',KpI1 cu.m./ugl 
U r i t e  (4,35) 'Deff = ',Deff,' sq.cm./secl 
U r i t e  (4,361 'A = ' ,A,' ng/cu.m.l 
U r i t e  (4,35) ' i n i t i a l l y  sorbed analyte mass = f,initmass,l ng.' 
Ur i t e  (4,351 'mass of part iculate phase = ',bectnass,' ug.1 
U r i t e  (4,37) 'porous f rac t ion  = ',alpha 
U r i t e  (4,361 'bulk density of porous section = ' ,pb, '  g/cu.cm.' 
U r i t e  (4,361 'dry density of nonporous section = ',ps,' g/cu.cm.' 
U r i t e  (4,37) 'porosity of porous section = ',pores 
U r i t e  (4,381 'par t i c le  sizes = ',nsizes 
U r i t e  (4,381 'nunber of flow rates = "nrates 
U r i t e  (4,38) 'nunber of Layers i n  f i l t e r  = ',nlayer 
U r i t e  (4,381 'nodes / pa r t i c l e  = ',grid 
U r i t e  (4,351 ' i n i t i a l  time step = ',dtIf min.' 
U r i t e  (4,351 ' m a x i m  time step = ,maxdt,' min.' 
U r i t e  (4,35) 'end of simulation = ',period(nrates),t min.1 
Format (A1E12.6,A) 
Format (A,F9.5,A) 
Format (A, F9.5) 
Format (A,13) 

P r i n t  the pa r t i c l e  mass and mmber d ist r ibut ions t o  the f i l e .  
wr i te (4,40) 'Part ic le nass and N h r  D is t r ibu t ion  Data:', 

z 'Radius (un) Shell (un) N h r  I ,  

z nass (ug) porous nass (ug)' 
format (//A//A13X,A/ 
masstot = 0-OD0 
pmasstot = O-ODO 
to ta l  = O.0DO 
do 50 i=l,nsizes 

mass = vo l f r ac t ( i )  * becbnass 
masstot = masstot + mass 
number = mass 0.7506 / (p i  * radiusci) *radius(i) radius( i )  

z * ps * (1.ODO - alpha * pores)) 
t o ta l  = t o ta l  + nunber 
depth = radius(i) * (1.000 - gamna) 
pormass = mass * alpha * (1.ODO-poros) / (1.000 - alpha poros) 
pmasstot = pmasstot + pormass 
wr i te  (4,45) radius(i),depth,mmber,mass,pormass 
format (~10.6,4~,F10.6,3X,E11.5,5X,F11.4,9X,F11.4) 

continue 
wr i te  (4,52) 'Totals:', tota l ,  masstot, pmasstot 
format (/A,19X,E12.5,5X,f11.4,9XIF11.4/) 
wri te (4,531 'Each Layer of the f i l t e r  contains l/f,nlayer, 

z of the to ta l  part iculate mass.' 
format (A,IJ.A/) 

wr i te  (*,54) 'Uorking . . . I  

format ( /A / )  

Set the g r i d  spacing. 
dx = (1.ODO - gamna) / (g r i d  - 1.000) 
do 60 i=l,nsizes 

f ( i )  = vo l f r ac t ( i )  * bednass * dx / (nlayer * 



z ps * (1.000 - alpha * poros) l.OD12) 
continue 

I n i t i a l i z e  the u t  array. Recall that u=x*S. 
u and u t  are i n  un i ts  of ng/cu.m. 

Do 75 n = 1,nlayer 
Do 70 i = 1,nsizes 

Do 65 j = 1,grid 
ut(n, i, j )  = (dx*( j-l)+gamna) 'initmass *pb *l .OD12 /pass to t  

Continue 
Cont i nw 

Cont i nw 

I n i t i a l i z e  time, p, f lowrate, frac, v, volune, dt, exchange. 
time = 0.000 
p =  1 
f lowrate = rate(1) / 1.006 
f rac = 0-OD0 
t = l  
residual = O.ODO 
v = O  
volune = O.ODO 
i f  (dt  .gt. period(1)) d t  = period(1) 
i f  (dt  .gt. maxdt) d t  = rnaxdt 
dtsave = d t  
exchange = A * p ~ s s t o t  (Kp + poros / (pb * 1.OD12)) - initmass 

I n i t i a l i z e  epsilon, theta and f2 ( i ) .  Set up the coef f ic ient  
matrix and perform an L - U  decomposition. 

CALL CRUNCH 

Start  the simulation. 
wr i te  (4,78) 'Time (min.) Volune (cu.rn.) Aout (ng/cu.m.)', 

z Average S (ng/rnl) Mt/Mel 
format (/A,A/) 
AOUt  = A 

I n i t i a l i z e  the u array. 
do 105 n=l,nlayer 

do 100 i=l,nsizes 
do 90 j= l ,g r id  

u(n,i,j) = ut(n, i , j )  
continue 

continue 
continue 

Loop through each of the Layers of the f i l t e r .  
do 300 n = 1,nlayer 

Loop through the pa r t i c l e  s ize dist r ibut ion.  
Set up the B vector. 
do 130 i = 1,nsizes 

B( i , l )  = (1.ODO + (gamna-dx)/(gamna+dx)) * ut(n,i,2) 
z - (2.ODO - theta( i ) )  * ut(n,i,l) 

do 120 j = 2,(grid - 1) 
8 ( i , j )  = ut(n,i,j-1)-(2-theta(i))*ut(n,i,j)+ut(n,i,j+l) 

continue 
cont i nue 
Blast = Aout 
do 150 i = 1,nsizes 

Blast = Blast + f 2 ( i )  * (gamna ut(n,i , l )  + ut(n,i,grid)) 
do 140 j = 2,(grid - 1) 

Blast = Blast + f2 ( i )  * (dx * ( j -1 )  + gamna) 
z (3 + (-I)**j) ut(n,i, j) 

continue 
continue 
Blast = Blast / epsilon 

Forward substi tut ion: 



do 170 i = 1,nsizes 
ut(n,i,l) = B(i,l) 
do 160 j = Z,(grid-1) 

ut(n, i , j )  = B( i , j )  - T l ( i , j , l )  * ut(n,i,j-1) 
continue 

continue 
ut(n,l,grid) = Blast 
do 190 i = 1,nsizes 

do 180 j = l,(grid-1) 
ut(n,l,grid) = ut(n,l,grid) - T3(i, j) ut(n,i, j) 

cont inue 
continue 

Backward substi tut ion: 
ut(n,l,grid) = ut(n,l,grid) / 14 
do 210 i = nsizes,l,-1 

j = g r i d  - 1 
ut(n,i,j) = (ut(n,i,j) + ut(n,l,grid)) / Tl(i,j,2) 
do 200 j = (grid-2),1,-1 

ut(n,i, j) = (ut(n,i, j ) - T l ( i ,  j,3)*ut(n,i,j+l))/Tl(i,j,Z) 
continue 

continue 

Calculate the bulk ef f luent  concentration. 
 out = ut(n, l ,grid) / (poros + pb * Kp 1.0012) 

Update the values of ut(n,i,grid). 
do 220 i = 2,nsizes 

ut(n,i,grid) = ut(n,l,grid) 
continue 

continue 

Check the ef fect  of the current time step. 
test  = (A - Aout) * d t  * flowrate / exchange 
i f  ( ( tes t  .gt. 0.04) .and. (dt .gt. 0.000001)) then 

d t  = d t  / 1.5DO 
dtsave = d t  
Aout = A 
do 340 n=l,nlayer 

do 330 i=l,nsizes 
do 320 j=l ,gr id 

ut(n, i , j )  = u(n,i,j) 
continue 

continue 
continue 
CALL CRUNCH 
got0 110 

endi f 

Increment the time. 
time = time + d t  

Update the f ract ional  approach t o  equil ibriun. 
f rac = frac + ((A-Aout) * d t  * flowrate) / exchange 

Calculate average sorbed concentrations. 
Savg = O.ODO 
do 380 n = 1,nlayer 

avgS(n) = O.DDO 
do 370 i = 1,nsizes 

sunj = gama ut(n,i , l )  + ut(n,i,grid) 
do 360 j = Z,(grid - 1) 

sunj = sunj + <3+(-l)**j) * (dx*(j-l)+gamna) * ut(n,i , j )  
continue 
avgS(n) = avgS(n) + vo l f rac tc i )  dx * sunj 

continue 
Savg = Savg + avgS(n) 

cont i nue 
Savg = Savg / (nlayer 1.006) 



v o l w  = v o l w  + d t  f lourate 
i f  ( ( v o l w  .gt. v) .or. (time .eq. periodcnrates))) then 

wr i te  (4,390) time, volune, Aout, Savg, frac 
format (F10.2,5X,F12.5,6X,E12.5,7X,E12.516X,F8.5) 
v = INT(vo1une) + 1 

Flush the p r i n t  buffer. 
Cal l  FLUSH(4) 

endi f 

i f  (time .eq. tyme(t)) then 
residual = residual + ( f rac - MtMe(l.t))**2.0DO 
MtMe(2,t) = f rac 
t = t + l  

end i f 

i f  (time .It. period(nrates)) then 
f l a g  = 0 
i f  (time .eq. period(p1) then 

p = p + l  
f lourate = rate(p) / 1.OD6 
f l a g  = 1 
d t  = dtsave 

e lse i f  ( ( test  . L t .  0.001) .and. (dt  .ne. maxdt)) then 
d t  = d t  1.5DO 
i f  (dt  .gt. maxdt) d t  = maxdt 
f l a g  = 1 

endif 
dtsave = d t  
i f  ((time + d t )  .gt. periodcp)) then 

d t  = period(p) - time 
f l ag  = 1 

endi f 
i f  ( f l ag  .eq. 1) CALL CRUNCH 
got0 80 

endi f 

U r i t e  (4,400) 'Mt/Me Data:', 
z 'Time (min) Mt/Me (expt) Ht/He (talc)' 
Format (//A//A) 
U r i t e  (4,410) (tymecj), (MtMe(i,j), i=1,2), j=1,10) 
Format (10(F10.2,7X1~7.5,10X,F7.5/)) 
u r i t e  (4,420) 'Sun of squared residuals = ',residual 
Format (A1E16.9) 
close (4) 
end 

SUBROUTINE CRUNCH 

Set up the coef f ic ient  matrix and perform an L-U decomposition. 

Real*8 Deff, dt, dx, epsilon, flourate, gamna, Kp, pb, p r o s ,  T4 
Real*8 f(6), f2(6), radius(6), T1(6,50,3), T3(6,50), theta(6) 
Integer*4 i, j, grid, nsizes 
Comnon /CRUN~/  Deff, dt, dx, epsilon, f, f2, flourate, g a m  
Comnon /CRUN2/ grid, nsizes, pb, poros, radius 
Comnon /CRUN3/ Kp, 11, T3, T4, theta 

epsi lon = 1.000 / (pb Up 1 .OD12 + poros) 
do 668 i=l,nsizes 

f2 ( i )  = f ( i )  / ( f lourate * d t )  
epsilon = epsilon + f 2 ( i )  
theta( i )  = Z.ODO*dx*dx*radius(i)*radius(i) / (Deff*dt*6.0D9) 

continue 



Tl(i,l,2) = 2.000 + theta(i) 
Tl(i,1,3) = -?.OD0 - (g- - dX) / ( g m  + dX) 
do 670 j = 2,tgrid-2) 

Tl(i,j,l) = -1.ODO 
Tl(i,j,Z) = 2.ODO + theta(i) 
Tl(i,j,3) = -1.ODO 

continue 
Tl(i,grid-1,l) = -1.ODO 
~l(i,grid-1,Z) = 2.000 + thetaci) 
Tl(i,grid-1,3) = 0.000 

cantinw 

do 690 i = 1,nsizes 
T3(i,l) = f2(i) g m  / epsilon 
do 685 j = 2,tgrid-1) 
T3(i,j) = f2(i) (dx*(j-l)+gm) * (3+(-1)**j) / epsilon 

continue 
cont irwe 

L-U Deconposition: 
Use Thomas ALgorithm for 11. 
do 696 i=l,nsizes 
do 695 j = 2,(grid-1) 

Tl(i,j,l) = Tl(i,j,l) / Tl(i,j-1,2) 
Tl(i,j,2) = Tl(i,j,2) - Tl(i,j,l) * ll(i,j-1,s) 

continue 
continue 

Deconpose 13. 
do 701 i=l,nsizes 

T3(i,l) = T3(i,l) / Tl(i,l,2) 
do 700 j = 2,(grid-1) 

T3(i,j) = (T3(i,j) - T3(i,j-1) * Tl(i,j-1,3)) / Tl(i,j,2) 
continue 

continue 

Set up and decompose 74. 
74 = 1.ODO 
do 705 i = 1,nsizes 

T4 = T4 + T3(i,grid-1) 
continue 

return 
end 



Filter-based Intraparticle Diffusion Model: Two-parameter Optimization. 

PROGRAM FILT9SIM 

c Finds the best cornbination o f  Kp and Def f  values t h a t  are needed 
c t o  f i t  experimental f i l t e r  desorpt ion data using the program 
c FILT4RES as a f i t t i n g  f u m t i o n .  

c The search method i s  the  downhi l l  s inp lex method. This method i s  
c described i n  Nunerical Recipes by Press, Flamery, Teukolsky, and 
c Vet ter l ing,  Canbridge Un ivers i t y  Press, 1986, chapter 10. Much o f  
c the code i s  taken d i r e c t l y  from tha t  chapter. The search method 
c i s  contained in  the subroutine AEIOEBA. 

c This opt imizat ion rou t ine  uses logari thmic values as the  search 
c ind ices f o r  the two f i t t i n g  parameters, Kp and Deff. 

Integer ndim 
Parameter (nd im2) 

Real*8 Vect(ndiml,ndim), Val(ndinnl), FUNK, f t o l  
Real*8 Kstart ,  Kend, Kinc, Dstart ,  Dend, Dinc 
Integer*4 i, i t e r ,  row, col, nrous, ncols 

Comnon / s e t l /  Kstart ,  Kend, Dstart ,  Dend, nrows, ncols 

External SETUP 
External FUNK 
External AMOEBA 
External FLUSH 

Data f to1 /0.0000001/ 

c T i t l e .  
U r i t e  (*,5) 'FILT9SIM1,1Non-Linear Least Squares Analysis1, 

z iDownhill SinpLex Method1,#- Stewart A. Rounds - I ,  

z #December 12, 1991, 
5 Format (/36X1A//24X,A/29X,A/30X,A/32X,A/) 

CALL SETUP 

U r i t e  (4,80) nrous, ncols 
80 Format (/,#SIMPLEX search over #,13,' rows and #,13,' colums.#) 

U r i t e  (4,85) Kstart ,  Kend 
85 Format ( 'S ta r t ing  Kp = i,E13.5,# Ending Kp = #,E13.5) 

U r i t e  (4,86) Dstart ,  Dend 
86 Format ( 'S ta r t ing  Def f  = #,E13.5,# Ending Deff = #,E13.5) 

c For each s t a r t i n g  point :  
c - Set the s t a r t i n g  pos i t ions f o r  beginning the search. 
c - C a l l  AMOEBA t o  f i n d  the minimm. 
c - Report the nunber o f  i t e ra t ions ,  the tolerance level,  the  
c ending vert ices, and the funct ion values a t  those vert ices. 

Kinc = (LOGlO(Kend) - LM;lO(Kstart)) / (nrows-1) 
Dinc = (LOGlO(Dend) - LOGlO(Dstart)) / (ncols-1) 
Do 160 row = 1,nrows 

Do 150 c o l  = 1,ncols 
Vect(l.1) = LOGlO(Kstart) + (row-l)*Kinc 
Vect(2,l) = Vect(1,l) + Kinc/3.0DO 
Vect(3,l) = Vect(1,l) 

U r i t e  (4,901 'S ta r t ing  posit ions:# 
90 Format ( /A )  

U r i t e  (4,951 



Format (lOX,tVertex # l  Vertex #2 Vertex I n t )  
U r i t e  (4,100) (lO**Vect(l,l), I=1,3) 
Format ('Kp: t,3(3X,E12.5)) 
U r i t e  (4,101) (lO**Vect[I , Z ) ,  1=1,3) 
Format ('Deff: ,,3(3X,E12.5)) 
U r i t e  (4,104) Kp(macr0) Kp(micro)', 

Z I Def f alpha res id t  
Format (/A,A) 

Flush the p r i n t  buf fer .  
C a l l  FLUSH(4) 

Find the best f i t  f o r  Kp and Deff.  
Cat 1 AMOEB~(Vect,Val,ndim,ftol,FUNK, i t e r )  

U r i t e  (4,140) i t e r , f t o l  
Format ( / , I  Search ended a f t e r  ',IS,' i terat ions. ' ,  

z Tolerance: ,F11.9) 
U r i t e  (4,95) 
U r i t e  (4,100) (lO**Vect(I,l), I=1,3) 
U r i t e  (4,101) (lO**Vect(I,Z), I=1,3) 
U r i t e  (4,145) (Val(I) ,  I=1,3) 
Format (rre~id:~,3(2X,E13.6)) 
U r i t e  (5,147) (10**~ect(1,1),10**Vect(I,2),Val(I),l=l,3) 
Format (2(3(E15.7)/),3(E15.7)) 

Flush the p r i n t  buf fers .  
C a l l  FLUSH(4) 
C a l l  FLUSH(5) 

Continue 
Continue 

close (4) 
close (5) 
end 

SUBROUTINE SETUP 

This subroutine reads the input data from the necessary f i l e s ,  
opens the output f i l e s ,  and does some pre l iminary ca lcu lat ions.  

The p a r t i c l e  s i z e  d i s t r i b u t i o n  i s  read i n  from a f i l e  c a l l e d  
l I p a r t d i ~ t . d a t @ ~  and i s  o f  the format: 

diameter (un), volune f r a c t i o n  
The nunber o f  s izes in the d i s t r i b u t i o n  i s  noted on the f i r s t  
l i n e  o f  tha t  f i l e .  

The f low r a t e  through the  f i l t e r  i s  allowed t o  be var iab le  i n  
t h i s  program. Flow r a t e  data i s  read i n  from another input  
f i l e  c a l l e d  11flourate.dat" and i s  in the format: 

cu ru la t i ve  t ime (min), f low r a t e  (mL/min) 
The nunber o f  f low rates i s  noted on the f i r s t  Line o f  the f i l e .  
The cumulative t ime i s  the t ime a t  which the f low r a t e  changes. 

rea l*8 A, alpha, becfnass, Oend, depth, Dstart, d t i n i t ,  dx, gamna 
rea1*8 initmass, Kend, Kstart ,  mass, masstot, maxdt, nunber 
real*8 pb, p i ,  pmasstot, prmass, p r o s ,  ps, t o t a l  
real*8 f(6), MtMe(lO), period(851, radius(6), rate(85) 
real*8 tyme(lO), vo l f rac t (61  
integer*4 i, gr id,  ncols, nlayer, nrates, nrows, nsizes 
character*12 f i l e l ,  f i l e 2 ,  f i l e 3 ,  d a t f i l e ,  name*40 

Comnon / s e t l /  Kstar t ,  Kend, Dstar t ,  Dend, nrous, ncols 
Comnon /Paraml/ A, alpha, becfnass, d t i n i t ,  initmass, maxdt 
Comnon /Parad/  MtMe, period, pmasstot, ps, rate, tyme 
Comnon /Parad/  v o l  f ract ,  nlayer, nrates 



Comnon /CRUNl/ dx, f, gamna, pb, p r o s ,  radius, grid, nsizes 

Variable name descriptions. 
See the function FUNK fo r  most of the descriptions. 

tymect) i s  the time of interest  f o r  the experimental data (min). 
MtMe(t) i s  the value of Mt/Me fo r  the desorption a t  tyme(t). 

U r i t e  (*,lo) 'FILTER4', 
z 'A Simulation of Gas/Particle Sorption Kinetics on/in F i l t e r s f ,  
z lConposite Particles', 
z 'Inner Nonporous Core / Porous Outer Shell', 
z 'Stewart A. R~unds~,~August 25, 1991' 
Format (/37X,A/12X,A/31X,A/20X,A//32X,A/32X,A/) 
U r i t e  (*,20) 'Name of input f i l e :  
Format (A)  
Read (*,20) f i l e 1  

open (3,f i l e = f i l e l )  
Read (3,201 name 
Read (3,') A 
Read (3,*) initmass 
Read (3,*) bedmass 
Read (3,*) alpha 
Read (3,*) pb 
Read (3,*) ps 
Read (3,*) nlayer 
Read (3,*) g r i d  
Read (3,*) d t i n i t  
Read (3,*) maxdt 
Read (3,*) nrous, ncols 
Read (3,*) Kstart, Kend 
Read (3,*) Dstart, Dend 
Read (3,20) d a t f i l e  
Read (3,20) f i l e 2  
Read (3.20) f i l e 3  
close (3) 

Read i n  the volune d is t r ibu t ion  of the part icles. 
The size data i s  given as the diameter, not the radius. 

open (3,f i le='partdist.datl) 
read (3,*) nsizes 
do 25 i=l,nsizes 

read(3,*) radius( i ) ,vol f ract( i )  
radius(i) = radiusci) / 2.ODO 
continue 

close (3) 

Read i n  the f l o u  rate and time period data. 
open (3,f i  Le=If Lourate.datl) 
Read (3,*) nrates 
do 28 i=l,nrates 

Read (3,*) period(i1, rateci )  
cont i nue 
close (3) 

Read i n  the experimental times and Mt/Me data. 
open (3,f i le=datf iLe) 
do 30 i = 1,10 

read (3,*) tymeci), MtMeci) 
continue 
close (3) 

Calculate the porosity of the porous section. 
p r o s  = 1.ODO - pb / ps 

Calculate gamna. 
g a m  = (1.ODO - alpha)**(1.000/3.ODO) 



Pr in t  the relevant data t o  a f i l e .  
open (4,f i le=f i Le2) 
open (5, f i le=f i le3)  

U r i t e  (4,20) name 
Ur i t e  (4,36) 'A = ',Al' ng/cu.m.' 
U r i t e  (4,35) ' i n i t i a l l y  sorbed enelyte mass = ' , i n i tma~s ,~  ng.' 
U r i t e  (4,35) 'mass of part iculate phase = ',bednass,' ug.' 
U r i t e  (4,37) 'porous f rac t ion  = ',alpha 
U r i t e  (4,36) 'bulk density of porous section = ',pb,' g/cu.cm.' 
U r i t e  (4,36) 'dry density o f  nonporous section = ',psI1 g/cu.cm.' 
U r i t e  (4,37) 'porosity of porous section = ',pores 
U r i t e  (4,38) 'par t i c le  sizes = ',nsizes 
Ur i t e  (4,38) 'nu&er of f l o u  rates = ',nrates 
U r i t e  (4,38) 'nu&er of layers i n  f i l t e r  = ',nlayer 
Write (4,38) 'nodes / pa r t i c l e  = ',grid 
U r i t e  (4,35) ' i n i t i a l  time step = ',dtinit,' min.' 
Write (4,35) 'maximm time step = ',maxdt,' min.' 
U r i t e  (4,35) 'end of sinrr lat ion = ',period(nrates),' min.' 
Format (A,E12.6,A) 
Format (A1F9.5,A) 
Format (A,F14.10) 
Format (A,I3) 

P r i n t  the pa r t i c l e  mass and nunber d ist r ibut ions t o  the f i l e .  
u r i t e  (4,401 'Part ic le Mass and N h r  Distr ibut ion Data:', 

z 'Radius (un) Shell (un) Nunber I, 

z Mass (ug) Porous Mass (ug)' 
format (//A//A,3X,A/) 
masstot = O.ODO 
pnasstot = O.ODO 
t o ta l  = O.ODO 
do 50 i=l,nsizes 

mass = vo l f r ac t ( i )  * beclnass 
masstot = masstot + mass 
nunber = mass * 0.75D6 / (pi  * radius(i1 *radius(i) * radius( i )  

z * ps * (1.ODO - alpha * poros)) 
t o ta l  = t o ta l  + nunber 
depth = radius(i) (1.ODO - ganma) 
pormass = mass alpha * (1.ODO-poros) / (1.ODO - alpha * p r o s )  
p ~ s s t o t  = pnasstot + pormass 
u r i  t e  (4,451) radiusci ) ,depth,nunber ,mass,pormass 
format (F10.6,4X,F10.6,3X,E11.5,5X,F11.4,9X1F11.4) 

cont i nue 
u r i t e  (4,51) lTotals:i, tota l ,  masstot, pnasstot 
format (/A,19X,E12.5,5X,F11.4,9X,Fl1.4/) 

u r i t e  (4,52) 'Notes: The Kp used as a search index i n  this1, 
z optimization i s  the macroscopicl,~ value of the1, 
z p a r t i t i o n  coeff icient, the value that i s  normalized to1, 
z 1  the to ta l  part iculate mass.' 
format (/A,A/A,A/A) 

u r i t e  (4,53) 'Each layer of the f i l t e r  contains l/',nlayer, 
z of the to ta l  part iculate mass.' 
format (/A, I3,A/) 

u r i t e  (*,54) 'Working . . . I  

format (/A/) 

Set the g r i d  spacing. 
dx = (1.0~0 - gamna) / (g r i d  - 1.ODO) 
do 60 i=l,nsizes 
f(i) = voLfract( i) * beclnass * dx / (nlayer * 

z ps (1.ODO - alpha * p r o s )  * 1.OD12) 
continue 

return 
end 



DWBLE PRECISION FUNCTION FUNK(V) 

c This func t ion  w i l l  ca lcu la te  data f o r  the exchange o f  organic 
c compounds between p a r t i c u l a t e  matter trapped m / i n  an a i r  
c sampling f i l t e r  and the gas passing through tha t  f i l t e r .  
c The mechanism f o r  the exchange process i s  i n t r a p a r t i c l e  
c d i f fus ion .  The fo l low ing  boundary condit ions and 
c assunptions are made: 

1. P a r t i c l e s  are spherical. 
2. P a r t i c l e s  have a nonporous, nonsorbing i m e r  core 

surrounded by a porous, sorbing she1 1. The percent 
volune tha t  i s  porous i s  set  by the user. 

3. The bu lk  concentrat ion o f  analyte in  the gas phase i s  
uniform. 

4. P a r t i c l e s  i n i t i a l l y  contain a uniform concentrat ion o f  
analyte. 

5. Sorpt ion i s  revers ib le  and f o l l o u s  a l i near  isotherm, 
def ined as Kp = (F/TSP)/A. 

6. Kp and Def f  are s p a t i a l l y  invar iant .  
7. Local e q u i l i b r i u n  holds in  the micropores o f  the par t i c les .  

c This value which t h i s  func t ion  returns i s  the  sun o f  the  square 
c o f  the res iduals  betueen ca lcu lated and experimental resul ts .  
c This sun i s  the funct ion tha t  must be minimized. 

rea l f8  A, alpha, Aout, b e h s s ,  Blast,  Deff, d t ,  d t i n i t ,  dtsave 
real*8 dx, epsilon, exchange, f lag,  f lourate,  frac, gamna 
real*8 initmass, Kp, maxdt, pb, pnasstot, poros,-ps, 74, t e s t  
real*8 time, B(6,50), f (61, f2(6), Mtne(lO), perlod(85), radius(6) 
reat*8 rate(851, T1(6,50,3), T3(6,50), theta(6), tyme(l0) 
real*8 u(60,6,51), ut(60,6,51), V(2), vo l f rac t (6 )  
integer*4 i, j, n, gr id, nlayer, nrates, nsizes, p, t 

Comnon /Paraml/ A, alpha, bednass, d t i n i t ,  initmass, maxdt 
Conmon /Par&/ MtMe, period, pnasstot, ps, rate, tyme 
C m n  /Parad/  v o l f  ract,  nlayer, nrates 
C m n  /CRUNl/ dx, f, gamna, pb, poros, radius, gr id, nsizes 
C m n  /CRUNZ/ Deff, d t ,  epsilon, f2, f lowrate 
Comnon /CRUN3/ Kp, T I ,  T3, T4, theta 

External CRUNCH 
External FLUSH 

Explanation o f  va r iab le  names: 
A i s  the i n f l u e n t  analyte concentrat ion i n  the a i r  (ng/cu.m.). 
alpha i s  the f r a c t i o n  o f  a p a r t i c l e ' s  volune uhich i s  porous. 
Aout i s  the conc. o f  analy te i n  the e f f l u e n t  gas (ng/cu.m.) 
B( i ,  j )  i s  the vector on the r i g h t  hand s ide o f  the matr ix  equation 
bedmass i s  the mass o f  p a r t i c u l a t e  matter on the f i l t e r  (ug). 
B last  i s  the value o f  B f o r  the Last rou. 
Def f  i s  the e f f e c t i v e  d i f f u s i o n  c o e f f i c i e n t  (sq.cm./sec.). 
depth i s  the r a d i a l  distance uhich i s  porous (un). 
d t  i s  the  t ime i n t e r v a l  betueen conputations (minutes). 
d t i n i t  i s  the i n i t i a l  t ime step. 
dtsave i s  a saved value o f  the time step (min). 
dx i s  the d imnsionless distance betueen g r i d  points. 
eps i lon i s  Kp/(pb*lDlZ) + the sun o f  f2( i ) * (gr id-1) .  
exchange i s  the t o t a l  amount of analyte mass exchanged betueen 

the gas phase and the p a r t i c u l a t e  phase a t  e q u i l i b r i u n  (ng). 
f ( i )  i s  f 2 ( i )  u/o the dependence on f l o u r a t e  o r  d t .  
f 2 ( i )  i s  v o l f r a c t ( i  )*behss*dx/(nlayer*ps*(l-alpha'poros) 

*l.O012*flowrate*dt). 
fi l e l  i s  the name o f  the input f i l e .  
f i l e 2  i s  the name o f  the output f i l e .  
f lowrate i s  the f lowrate o f  a i r  through the f i l t e r  (cu.m./min). 
f r a c  i s  the f r a c t i o n a l  approach t o  equ i l i b r iun ,  Mt/Me. 



gamna i s  a fac to r  uhich i s  (1-alpha)**(1/3). I t  i s  a lso  equal 
t o  the r a t i o :  rad ius o f  the imer core / p a r t i c l e  radius. 

g r i d  i s  the nurber o f  g r i d  po in ts  i n  each par t i c le .  
i i s  the index f o r  the p a r t i c l e  s i z e  f ract ion.  
initmass i s  the mass o f  the analyte associated w i th  the  

p a r t i c u l a t e  phase a t  the b e g i ~ i n g  o f  the s imulat ion (ng). 
j i s  the index f o r  the  g r i d  po in t  o f  in terest .  
Kp i s  the atmospheric p a r t i t i o n  coe f f i c ien t .  

Kp = (F/TSP)/A (cu.m./ug) 
mass i s  the mass o f  p a r t i c l e s  o f  a p a r t i c u l a r  s i z e  (ug). 
masstot i s  the ca lcu lated value o f  becjnass (ug). I f  there i s  

a d i f fe rence  between bectnass and masstot i t  i s  due t o  a 
discrepancy i n  the values o f  v o l f r a c t ( i )  such tha t  they do not  
sun t o  1.0. 

maxdt i s  the maximun t ime step allowed (min.) 
n i s  the current Layer o f  the f i l t e r .  
name i s  the analy te name. 
n layer  i s  the nunber o f  layers i n  the f i l t e r .  
nrates i s  the nunber o f  f low rates used. 
nsizes i s  the nunber o f  p a r t i c l e  sizes. 
nunber i s  the actual  nunber o f  p a r t i c l e s  in a given s ize  range. 
p i s  the index f o r  the t ime period. 
pb i s  the estimated bulk  densi ty  o f  the p a r t i c l e s  (g/cu.cm.). 
period(p) i s  the time (minutes) a t  uhich the f low r a t e  changes 

from rate(p)  t o  r a t e ( p 1 ) .  
pi i s  the  i r r a t i o n a l  mmber 3.14159..... 
pmasstot i s  the t o t a l  mass o f  porous mater ia l  (ug). 
pormass i s  the t o t a l  mass o f  the porous f r a c t i o n  o f  a l l  p a r t i c l e s  

having a c e r t a i n  s i z e  (ug). 
poros i s  the poros i t y  = 1 - pb/ps 
ps i s  the d r y  sorbent densi ty  (g/cu.cm.) 
r a d i u s ( i )  i s  the mean radius o f  a p a r t i c l e  (un). 
rate(p)  i s  the f low r a t e  (mL/min) f o r  the t ime between period(p-1) 

and period(p). 
S i s  the t o t a l  vo lune t r i c  concentrat ion o f  analyte i n  the 

p a r t i c u l a t e  phase (ng/cu.m.). 
11, 13, and 14 are the  arrays which ho ld  the c o e f f i c i e n t  

matr ix  and the L and U decompositions o f  tha t  matrix. 
T l ( i , j )  handles the t r id iagonai  pa r t  o f  the matr ix.  
13 i s  the bottom row, except f o r  the l a s t  co lum. 
14 i s  the c o e f f i c i e n t  i n  the l a s t  row, l a s t  colurn. 

t h e t a ( i )  i s  t(de1ta x)** t / (de l ta  tao) 
t ime i s  in minutes. 
t o t a l  i s  the nunber o f  p a r t i c l e s  on the f i l t e r .  
u(n, i, j) saves the values o f  ut(n,i, j). 
ut(n, i ,  j) i s  the matr ix  o f  u values ( u  = x*S). 
v o l f r a c t ( i )  i s  the volune f r a c t i o n  o f  p a r t i c l e s  from the t o t a l  

d i s t r i b u t i o n  which f a l l  i n  the s i ze  range whose mean radius 
i s  rad ius( i ) .  Data i s  i n  the f i l e  partdist.dat.  

x i s  the dimensionless r a d i a l  distance (=r/R) 
tes t ,  etc. are a l l  durmy var iab les which are used 

t o  temporari ly save values o f  in terest .  

Set the two values of in terest .  
Kp = IO**V(l) 
De f f  = lO**V(Z) 

The Kp used as a search index i n  t h i s  opt imizat ion i s  the macro- 
scopic value o f  the p a r t i t i o n  coe f f i c ien t ,  the value tha t  i s  
normalized t o  the t o t a l  p a r t i c u l a t e  mass. 

Calculate the  microscopic value o f  Kp: 
Kp = Kp * (1.ODO - alpha * poros) / (alpha * (1.ODO - poros)) 

I n i t i a l i z e  the u t  array. Recal l  tha t  u=x*S. 
u and u t  are i n  u n i t s  o f  ng/cu.m. 

Do 75 n = 1,nlayer 
D o 7 0  i = 1,nsizes 

Do 65 j = 1,grid 
ut(n, i ,  j) = (dx*( j - l ) + g a m )  'initmass *pb *l .OD12 / p a s s t o t  



Cont i nue 
Continue 

Cont i nue 

Initialize time, p, flowrate, frac, t, FUNK, dt, dtsave, exchange. 
time = 0.000 
p = l  
f lowrate = rate(1) / 1.006 
frac = 0.000 
t = 1 
FUNK = 0.000 
dt = dtinit 
i f  (dt .gt. period(1)) dt = period(1) 
i f  (dt .gt. maxdt) dt = maxdt 
dtsave = dt 
exchange = A * pnasstot (Kp + poros / (pb * 1.0012)) - initmass 
Initialize epsilon, theta and f2(il. Set up the coefficient 
matrix and perform an L-U decomposition. 

CALL CRUNCH 

Start the simulation. 
Aout = A 

Initialize the u array. 
do 105 n=l,nlayer 
do 100 i=l,nsizes 
do 90 j=l,grid 

u(n,i,j) = ut(n,i,j) 
continue 

continue 
continue 

Loop through each of the layers of the filter. 
do 300 n = 1,nlayer 

Loop through the particle size distribution. 
Set up the B vector. 
do 130 i = 1,nsizes 
B(i,l) = (1.0~0 + (gam-dx)/(gam+dx ut(n,i,2) 

z - (2.000 - theta(i)) * ut(n,i,l) 
do 120 j = 2,(grid - 1) 
B(i, j) = ut(n, i, j-1)-(2-theta(i))*ut(n,i, j)+ut(n,i,j+l) 

cont i nue 
continue 
Blast = Aout 
do 150 i = 1,nsizes 

Blast = Blast + f2(i) * ( g a m  * ut(n,i,l) + ut(n,i,grid)) 
do 140 j = 2,Cgrid - 1) 

Blast = Blast + f2(i) * (dx * (j-1) + g a m )  
z * (3 + (-l)**j) * ut(n,i,j) 

continue 
continue 
Blast = Blast / epsilon 

Forward substitution: 
do 170 i = 1,nsizes 
ut(n,i,l) = B(i,l) 
do 160 j = 2,cgrid-1) 
ut(n,i,j) = B(i,j) - Tl(i,j,l) * ut(n,i,j-1) 

continue 
continue 
ut(n,l,grid) = Blast 
do 190 i = 1,nsizes 

do 180 j = l,(grid-1) 
ut(n,l,grid) = ut(n,l,grid) - T3(i, j) * ut(n,i, j) 

continue 
continue 



Backuard subst i tu t ion:  
ut(n,l,grid) = ut(n,l,grid) / 74 
do 210 i = nsizes,l,-1 

j = g r i d  - 1 
ut(n, i , j )  = (ut(n,i, j) + ut(n,l,grid)) / Tl(i, j,2) 
do 200 j = (grid-2),1,-1 

ut(n, i ,  j) = (ut(n,i,j)-Tl(i,j,3)*ut(n,i, j+l)) /Tl( i , j ,2) 
continue 

continue 

Calculate the bulk  e f f l uen t  concentration. 
Aout = ut(n, l ,gr id) / (poros + pb Kp * 1.0012) 

Update the values o f  ut(n,i,grid). 
do 220 i = 2,nsizes 

ut(n,i,grid) = ut(n,l,grid) 
continue 

continue 

Check the e f f ec t  o f  the current time step. 
t e s t  = (A - Aout) * d t  * f l ou ra te  / exchange 
i f  ( ( tes t  .gt. 0.04) .and. (d t  .gt. 0.000001)) then 

d t  = d t  / 1.5DO 
dtsave = d t  
Aout = A 
do 340 n=l,nlayer 

do 330 i=l ,nsizes 
do 320 j= l ,g r id  

ut(n, i , j )  = u(n,i, j) 
continue 

continue 
continue 
CALL CRUNCH 
got0 110 

endi f 

Increment the time. 
t ime = time + d t  

Update the f rac t iona l  approach t o  equi l ibr iun.  
f rac  = f rac  + ((A-Aout) * d t  * f lourate)  / exchange 

i f  (t ime .eq. tyme(t)) then 
FUNK = FUNK + ( f rac  - HtMe(t))**2.0DO 
t = t + l  

endi f 

i f  (t ime . L t .  period(nrates)) then 
f l a g  = 0 
i f  (t ime .eq. period(p)) then 

p = p + l  
f lourate = rate(p) / 1.006 
f l a g  = 1 
d t  = dtsave 

e l s e i f  ( ( t es t  .lt. 0.001) .and. (d t  .ne. maxdt)) then 
d t  = d t  * 1.5DO 
i f  (d t  .gt. maxdt) d t  = maxdt 
f l a g  = 1 

end i f 
dtsave = d t  
i f  ((time + d t )  .gt. periodcp)) then 

d t  = period(p) - time 
f l a g  = 1 

end i f 
i f  ( f l a g  .eq. 1) CALL CRUNCH 
goto 80 

endi f 

P r i n t  the values t o  the output f i l e .  



U r i t e  (4,400) 10**V(1), Kp, Deff, alpha, FUNK 
400 Format (E12.5,4(1X,E12.5)) 

Call  FLUSH(4) 

return 
end 

SUBROUTINE CRUNCH 

c Set up the coef f ic ient  matrix and perform an 1-U deconposition. 

Real*8 Deff, dt, dx, epsilon, flourate, gamna, Kp, pb, p r o s ,  T4 
Real*8 f(6), f2(6), radius(61, T1(6,50,3), ~3(6,50), theta(6) 
Integer*4 i, j, grid, nsizes 

Comnon /CRUN1/ dx, f, gamna, pb, p ros ,  radius, grid, nsizes 
Comnon /CRUN2/ Deff, dt, epsilon, f2, f lourate 
Comnon /CRUN3/ Kp, T I ,  73, T4, theta 

epsilon = 1.ODO / (pb Kp ?.OD12 + poros) 
do 668 i=l,nsizes 

f 2 ( i )  = f ( i )  / ( f lourate * d t )  
epsilon = epsilon + f2 ( i )  
theta( i )  = 2.0DO*dx*dx*radius(i)*radius(i) / (Deff*dt*6.0D9) 

668 continue 

do 680 i=l,nsizes 
T l ( i , l , l )  = O.ODO 
Tl(i,1,2) = 2.0DO + theta( i )  
Tl(i,1,3) = -1.ODO - ( g m  - dx) / ( 9 a m  + dx) 
do 670 j = 2,(grid-2) 

l l ( i , j , l )  = -1.ODO 
Tl(i,j,2) = 2.ODO + thetaci) 
Tl( i , j ,3) = -1.ODO 

670 continue 
Tl( i ,grid-1,l) = -1.ODO 
Tl(i,grid-1,2) = 2.ODO + theta( i )  
Tl(i,grid-1,3) = O.ODO 

680 continue 

do 690 i = 1,nsizes 
T3(i,l) = f 2 ( i )  * g m  / epsilon 
do 685 j = 2,(grid-1) 

T3(i, j)  = f 2 ( i )  (dx* ( j - l )+gam) * (3+(- l )** j )  / epsilon 
685 continue 
690 continue 

c L-U Decomposition: 
c Use Thomas Algorithm for  11. 

do 696 i = l  ,nsi zes 
do 695 j = 2,(grid-1) 

T l ( i , j , I )  = T l ( i , j , l )  / Tl(i,j-1,2) 
Tl(i,j,2) = Tl( i , j ,2) - T l ( i , j , l )  * Tl(i,j-1,s) 

695 continue 
696 continue 

c Deconpose 13. 
do 701 i=l,nsizes 

T3(i,l) = T3(i,l) / Tl(i,1,2) 
do 700 j = Z,(grid-1) 

T3(i,j) = (T3(i,j) - T3(i,j-1) Tl(i,j-1,3)) / Tl( i , j ,2) 
700 continue 
701 continue 

c Set up and decompose 74. 
T4 = 1.ODO 
do 705 i = 1,nsizes 



14 = 14 + T3(i,grid-1) 
continue 

r e t u r n  
end 

SUBROUTINE AHOEBA(P,Y,NDIM,FTOL,FUNC,ITER) 

Multidimensional minimizat ion o f  the func t ion  FUNC(X) where X i s  
an NDlM-dimensional vector, by the d o m h i l l  s inp lex method o f  
Nelder and Wead. Input  i s  a matr ix  P whose NDIM+l rows a re  NDIW- 
dimensional vectors uhich are the ve r t i ces  o f  the  s t a r t i n g  
sinplex. [Logical dimensions o f  P are P(NDlM+l,NDlM)l. Also 
input i s  FTOL, the f r a c t i o n a l  convergence tolerance t o  be achieved 
in  the func t ion  value. On output, P contains the coordinates o f  
NDIM+l neu po in ts  a l l  w i t h i n  FTOL o f  a m i n i m  funct ion value, Y 
contains the func t ion  values a t  those points, and ITER gives the  
nunber o f  i t e r a t i o n s  taken. 

INTEGER*4 ITMAX, NO 
REAL*8 ALPHA, BETA, GAMMA 
PARAMETER (ALPHA=l.O, BETA=0.5, GAMMA=2.0, ITMAX=5000, ND=2) 

ALPHA, BETA, and GAMMA are three parameters which def ine the 
expansions and contract ions. ITMAX i s  the maxinun a l loved nunber 
o f  i t e ra t ions .  ND i s  the nunber o f  dimensions. This i s  aukuard, 
but  I uant t o  t r y  t o  match array sizes on funct ion ca l l s .  

INTEGER*& I, I H I ,  ILO, INHI, ITER, J, MPTS, 
REAL*8 FTOL, FUNC, P(NDICI+l,NDIM), PBAR(ND), PR(ND), PRR(ND) 
REAL*8 RTOL, Y(NDIM+l), YPR, YPRR 
EXTERNAL FUNC 

Evaluate the func t ion  FUNC a t  each o f  the vert ices. 

DO 8 I=l,MPTS 
DO 7 J=l,NDIM 

PR(J)=P(I,Jl 
CON1 I NUE 
Y(I)=FUNC(PR) 

CONTINUE 

F i r s t ,  determine uhich po in t  has the highest (uorst) value, 
the next-highest, and the Louest (best) value by looping over the 
po in ts  i n  the silrplex. 

I LO=1 
I F  (Y(l).GT.Y(Z)) THEN 

IHI=1 
INHI=2 

ELSE 
IHI=2 
INHI=l 

ENDIF 
DO 20 I=l,MPTS 

I F  (Y(I).LT.Y(ILO)) ILO=I 
IF  ( Y ( I ) . G T . Y ( I H I ) )  THEN 

INHI=IHI 
IH I= I  

ELSE IF  (Y(I).GT.Y(INHI)) THEN 
I F  (1.NE.IHI) INHI=I 

ENDlF 
CON1 1 NUE 



Conpute the f r a c t i o n a l  range from highest t o  lowest and r e t u r n  
i f  sat is factory .  

RTOL=2.0DO*ABS(Y(lHI)-Y(lLO))/(ABS(Y(IHI))+ABS(Y(1LO))) 
I F  (RTOL.LT.FTOL) RETURN 

I F  (1TER.EQ.ITMAX) THEN 
URlTE (*,*I 'Amoeba exceeding maxinun i terat ions. '  
RETURN 

ENDIF 

Begin a new i te ra t ion .  Conpute the vector average o f  e l l  po in ts  
except the highest, i .e. the center o f  the laface" o f  the simplex 
across from the h igh point .  Ue w i l l  subsequently explore along 
the  ray  from the h igh po in t  through tha t  center. 

I TER=I TER+ 1 
DO 30 J=l,NDIM 

PBAR(J)=O.ODO 
CONTINUE 
DO 50 I=l,MPTS 

I F  (I.NE.IH1) THEN 
DO 40 J=l,NDlM 

PBAR(J)=PBAR(J)+P(I,J) 
CONT I NUE 

ENDIF 
CONTINUE 

Extrapolate by a fac to r  ALPHA through the face, i.e. r e f l e c t  the 
s inp lex from the h igh point.  

DO 60 J=l,NDIM 
PBAR(J)=PBAR(J)/NDIM 
PR(J)=(l .+ALPHA)*PBAR(J)-ALPHA*P(IHI,J) 

CONTINUE 

Evaluate the funct ion a t  the re f lec ted  point.  

YPR=FUNC(PR) 
IF  (YPR.LE.Y(IL0)) THEN 

Gives a r e s u l t  b e t t e r  than the best point,  so t r y  an add i t i ona l  
ext rapolat ion by a fac to r  GAMMA. 

DO 70 J=I,NDlM 
PRR(J)=GAMMA*PR( J)+( 1. -GAMMA)*PBAR( J) 

CONTINUE 

... and check out the funct ion there. 

YPRR=FUNC(PRR) 
I F  (YPRR.LT.Y(IL0)) THEN 

The addi t ional  ext rapolat ion succeeded, and the h igh po in t  
i s  replaced. 

DO 80 J=l,NDlM 
P(IHI,J)=PRR(J) 

CON1 1 NUE 
Y(IHI)=YPRR 

ELSE 

The add i t i ona l  ext rapolat ion fa i led,  but  we can s t i l l  use 
the r e f l e c t e d  point.  

DO 90 J=l,NDIM 
P(IHI,J)=PR(J) 

CONT I NUE 
Y(IHI)=YPR 



ENDIF 
ELSEIF (YPR.GE.Y(INH1)) THEN 

The re f lec ted  po in t  i s  worse than the second-highest. 

I F  (YPR.LT.Y(IH1)) THEN 

I f  i t ' s  be t te r  than the highest, then replace the highest. 

DO 100 J=l,NDIM 
P(IHI,J)=PR(J) 

CONTINUE 
Y(IHl)=YPR 

ENDIF 

Look f o r  an intermediate Lower point.  I n  other words, perform 
a contract ion o f  the s inplex along one dimension. Then evaluate 
the function. 

DO 110 J=l,NDIH 
PRR( J)=BETA*P(IHI, J)+(l .-BETA)*PBAR(J) 

CONTINUE 
YPRR=FUNC(PRR) 

IF  (YPRR.LT.Y(IH1)) THEN 

Contraction gives an inprovement, so accept i t . 

DO 120 J=l,NDIM 
P(IHI,J)=PRR(J) 

CON1 I NUE 
Y(IHI)=YPRR 

ELSE 

Can't seem t o  get r i d  of  that  high point .  Bet ter  contract 
around the lowest (best) point .  

DO 140 I=l,HPTS 
IF  (I.NE.IL0) THEN 

DO 130 J=l,NDlM 
PR(J)=0.5*(P(I, J)+P(ILO,J)) 
P(I,J)=PR(J) 

CONT I NUE 
Y ( I  )=FUNC(PR) 

ENDIF 
CONT I NUE 

END1 F 

ELSE 

We a r r i ve  here i f  the o r i g i na l  r e f l ec t i on  gives a middl ing 
point .  Replace the o l d  high po in t  and continue. 

DO 150 J=l,NDIH 
P(IHI,J)=PR(J) 

CONTINUE 
Y(IHI)=YPR 

END I F  
GOT0 10 

END 



APPENDIX C 

Aqueous Adsorption Experiments 
Data 

Experimental data obtained from the aqueous adsorption studies (Chapter 

Five) are presented in this appendix. Data are given as both C (nglmL) and CIC, 

versus time (min). Tables C.l through C.4 are for lf2-dichlorobenzene; C.5 

through C.8 are for 1,2,4-trichlorobenzene; C.9 through C.12 are for 1,2,4,5- 

tetrachlorobenzene. The fist  two tables for each compound present the data 

from experiments run at 34OC; the last two give the data for experiments run at 

4OC. Odd numbered tables present data from experiments that used the large 

particle size fraction. Even numbered tables give the data from those that used 

the small particle size fraction. 



Table C.1. Adsorption Data: 
1,2-dichlorobenzene, U0C, large beads. 

time (min) CIC, C (nglmL) 

18 1.0167 0.2554 
25 0.9837 0.2471 

35 0.9699 0.2436 
50 0.9535 0.2395 

70 0.9105 0.2287 

100 0.8770 0.2203 

150 0.8177 0.2054 
210 0.7424 0.1865 

300 0.6593 0.1656 
450 0.5973 0.1500 
670 0.5046 0.1268 
1425 0.3393 0.0852 
1845 0.2706 0.0680 
2895 0.2451 0.0616 
5835 0.2321 0.0583 
10408 0.2312 0.0581 

39095 0.2298 0.0577 
49244 0.2173 0.0546 

Table C.2. Adsorption Data: 
1,2-dichlorobenzene, H°C, small beads. 

time (min) CIC, C (nglmL) 



- - 

Table C.3. Adsorption Data: 
1,2-dichlorobenzene, 4OC, large beads. 

time (min) CIC, C (nglmL) 

5 0.9525 0.2359 
9 1.0222 0.2532 
13 1.0670 0.2643 
18 0.8958 0.2219 
25 0.9733 0.2411 
35 0.9297 0.2303 
50 0.9622 0.2383 
70 0.9429 0.2336 
100 0.8978 0.2224 
160 0.8439 0.2090 
220 0.8080 0.2001 
300 0.7389 0.1830 
450 0.6712 0.1663 
720 0.5750 0.1424 
1475 0.3274 0.0811 
2970 0.2289 0.0567 
4565 0.1716 0.0425 
6030 0.1455 0.0361 
8735 0.1289 0.0319 
13415 0.1061 0.0263 
21835 0.0799 0.0198 
31755 0.0754 0.0187 
41815 0.0762 0.0189 

Table C.4. Adsorption Data: 
1,2-dichlorobenzene, 4OC, small beads. 

time (min) CIC, C (nglmL) 

0.9557 0.2367 
0.9598 0.2377 
0.9382 0.2324 
0.9666 0.2394 
0.9380 0.2323 
0.9564 0.2369 
0.9087 0.2251 
0.8710 0.2157 
0.8336 0.2065 
0.7742 0.1918 
0.7049 0.1746 
0.6025 0.1493 
0.4843 0.1200 
0.2583 0.0640 
0.1946 0.0482 
0.1365 0.0338 
0.0992 0.0246 
0.0858 0.0212 
0.0859 0.0213 
0.0953 0.0236 



Table C.5. Adsorption Data: 
1,2,4-trichlorobenzene, M°C, large beads. 

time (min) ClC, C (nglmL) 

70 0.6991 0.1890 
100 0.6895 0.1864 
151 0.5776 0.1561 
210 0.5291 0.1430 
302 0.4273 0.1155 
420 0.3701 0.1001 
600 0.2898 0.0784 
1330 0.1420 0.0384 
1775 0.1447 0.0391 
3025 0.1267 0.0342 
4725 0.1067 0.0289 
7200 0.0747 0.0202 
10320 0.1052 0.0284 
12950 0.0858 0.0232 
17520 0.0927 0.0251 
41885 0.0976 0.0264 

Table C.6. Adsorption Data: 
1,2,4-trichlorobenzene, M°C, small beads. 

time (min) CIC, C (nglmL) 



Table C.7. Adsorption Data: 
1,2,4-trichlorobenzene, 4OC, large beads. 

Table C.8. Adsorption Data: 
1,2,4trichlorobenzene, 4OC, small beads. 

time (min) time (min) CIC, C (nglmL) 



Table C.9. Adsorption Data: 
1,2,4,5-tetrachlorobenzene, 34'C, large beads. 

time (min) CIC, C (ng/mL) 

9 0.8885 0.2397 
13 0.8600 0.2320 
18 0.8338 0.2249 
25 0.8274 0.2232 
35 0.8285 0.2235 
50 0.7542 0.2035 
70 0.7171 0.1935 
100 0.6668 0.1799 
160 0.5922 0.1598 
220 0.4974 0.1342 
305 0.4375 0.1180 
455 0.3011 0.0812 
720 0.2085 0.0563 
1410 0.0849 0.0229 
1825 0.0644 0.0174 
3210 0.0480 0.0130 
4605 0.0384 0.0104 
6080 0.0274 0.0074 
8905 0.0298 0.0080 
13653 0.0309 0.0083 
18810 0.0219 0.0059 
26260 0.0217 0.0059 
34800 0.0173 0.0047 
46110 0.0153 0.0041 
54895 0.0184 0.0050 

Table C.lO. Adsorption Data: 
1,2,4,5-tetrachlorobenzene, M°C, small beads. 

time (min) CIC, C (nglmL) 



Table C.l l .  Adsorption Data: 
1,2,4,5-tetrachlorobenzene, 4OC, large beads. 

time (min) CIC, C (nglmL) 

13 1.0454 0.1613 
18 1.0176 0.1570 

25 1.0548 0.1627 

35 0.9994 0.1542 
50 1.0447 0.1612 
70 1.0205 0.1574 
100 1.0432 0.1609 
150 0.8872 0.1369 
210 0.8473 0.1307 
300 0.7688 0.1186 

450 0.6621 0.1021 
660 0.5540 0.0855 
1395 0.2282 0.0352 

1890 0.1292 0.0199 

2965 0.0735 0.0113 

4355 0.0416 0.0064 
5755 0.0367 0.0057 
8730 0.0240 0.0037 
13060 0.0209 0.0032 
18805 0.0182 0.0028 
24590 0.0158 0.0024 
34635 0.0168 0.0026 
44925 0.0180 0.0028 

Table C.12. Adsorption Dat?: 
1,2, 4, 5-tetrachlorobenzene, 4'C, small beads. 

time (rnin) CIC, C (nglmL) 



APPENDIX D 

Aqueous Adsorption Experiments 
Computer Programs 

Five of the computer programs used to model the aqueous sorption 

kinetics discussed in Chapter Five are listed in this appendix. The programs are: 

AQFRES for the first order reaction model (external film diffusion model), 

AQABRES for the first order particle abrasion model, DIFFUSES for the 

intraparticle diffusion model, AQBRES for the coupled intraparticle diffusion and 

particle abrasion model, and DUALDIFF for the coupled external film diffusion 

and intraparticle diffusion model. Each of these programs calculate C (nglmL), 

S (ng/g), and CIC, versus time (An) when given a set of input data. Not 

included in this appendix are the corresponding one- or two-parameter search 

routines that were used to find best-fit values of the appropriate kinetic 

parameter(s) from each model. Those search routines are readily available 

elsewhere and were referenced in Chapter Five. 

Each of these programs were written in FORTRAN. The analytical 

models (AQFRES, AQABRES, DIFFUSES, and DUALDIFF) were compiled and 

run on a personal computer using the Microsoft FORTRAN Compiler (v. 4.01). 

Due to enormous memory requirements and speed considerations, the numerical 

model (AQBRES) was compiled and run on an IBM RISC System16000 

workstation (model 320). All input is read from files. Each program requires 

a general input file for parameters such as the partition coefficient and the mass 



of sorbent. In addition, a separate file containing experimental concentration 

data is needed for all programs except DIFFUSES. That intraparticle diffusion 

program was not used for fitting experimental data; AQBRES was used for that 

purpose (wl k* = 0). The numerical model AQBRES is the only one of these 

models that was designed to use a polydisperse particle size distribution; the 

particle number distribution is read in from another file. Note that the number 

of nodeslparticle in AQBRES must be an odd number for the numerical 

integration to be performed accurately. Each program is thoroughly 

commented; I10 should be self-explanatory. 

First Order Reaction Model 
PROGRAM APFRES 

This program w i l l  ca lcu la te  f i r s t  order uptake data f o r  
organic compounds i n t o  p a r t i c l e s  i n  water. 

The bu lk  concentrat ion o f  analyte in  the aqueous phase i s  
mi f orm. 

P a r t i c l e s  i n i t i a l l y  conta in a uniform concentrat ion o f  analyte. 
Sorpt ion i s  revers ib le  and fo l lows a l i near  isotherm. 

This program w i l l  read i n  experimental data and ca lcu la te  
the sun o f  the squared res iduals  between the ca lcu lated and 
the experimental data. The format o f  tha t  f i l e  is :  

time, aqueous concentration, volune withdrawn, code 
t ime i s  i n  minutes, concentrat ion i s  i n  ng/mL, volune i s  i n  

mL, and code t e l l s  whether o r  not the po in t  w i l l  be used 
o r  ignored i n  the conputation o f  the res idual  (0  = ignore, 
1 = use). 

The mmber o f  po in ts  i s  noted on the f i r s t  Line o f  the f i l e .  

This vers ion a lso can account f o r  some sorpt ion t o  the react ion 
vessel, using instantaneous e q u i l i b r i u n  denoted by 

Krv = Hrv / C 
Urv i s  the mass o f  analyte sorbed t o  the react ion vessel. 
Krv has u n i t s  o f  v o l w .  Krv=O f o r  no sorpt ion t o  the vessel. 

real*8 beadmass, C, Ci, C i n i t ,  Csorb, expo, factor,  index, K, Krv 
rea l*8 k l ,  o ld t ,  Resid, S, Si, spike, time, Conc(2,26), tyme(26) 
integer*4 code(26), i, j ,  t, npts, v o l i n i t ,  volune, volsanp(Z6) 
character*12 d a t f i l e ,  i n l ,  name*40, out1 

Explanation o f  va r iab le  names: 
beahass i s  the mass o f  sorbent (g). 
C i s  the analyte concentrat ion i n  the water (ng/ml). 
code() i s  a code used in the ca lcu la t ion  o f  the residual.  

code() = 0 means ignore the point ,  1 means use the point .  
Csorb i s  the uniform analyte concentration i n i t i a l l y  i n  the 

p a r t i c l e s  -->> S=function(Csorb). 
Cone() i s  the array which holds the experimental 

concentrations tha t  are conpared. 
d a t f i l e  i s  the f i l e  containing the experimental data. 
i n1  i s  the primary input  f i l e .  
K i s  the aqueous p a r t i t i o n  coe f f i c ien t .  K = S/C, (ml/g) 



Krv i s  the p a r t i t i o n  coef f ic ient  f o r  the reaction vessel. 
Krv = Hrv / C, (mL) 

name i s  the analyte name. 
npts i s  the nunber of experimental points. 
ou t l  i s  the name of the output f i l e .  
spike i s  the i n i t i a l  spike of analyte (ng). 
time i s  i n  minutes. 
tyme0 i s  an array holding the times of experimental interest. 
v o l i n i t  i s  the i n i t i a l  v o l w  of the reaction (I&). 
volsanp0 i s  the v o l w  removed from the vessel f o r  sampling ( n t )  
v o l w  i s  the v o l w  of aqueous solut ion (mL). 

Ti t le .  
U r i t e  (*,lo) 'APFRES1,'First Order Sorption Kinetics1, 

z 'Steuart A. R w n d ~ ~ , ~ H a r c h  9, 1992' 
Format (37X,A/26X,A/32X,A/W,A//) 

Read i n  the input values. 
U r i t e  (*,20) name of input f i l e :  
Read (*,20) in1 
Format (A)  

open ( l , f i l e= in l )  
Read (1,201 name 
Read (I,*) k l  
Read (I,*) K 
Read (I,*) spike 
Read (I,*) beachass 
Read (I,*) v o l i n i t  
Read (I,*) Krv 
Read (I,*) Csorb 
Read (1,201 d a t f i l e  
Read (1,201 out l  
close (1) 

Read i n  the experimental data. 
open (3,f i le=datf i le)  
read (3,*) npts 
do 27 i=l,npts 

read (3,*) tyme(i), Conc(l,i), v o l s ~ ( i ) ,  code(i) 
continue 
close (3) 

I n i t i a l i z e .  
t = 1 
C in i t  = spike / ( v o l i n i t  + Krv) 
o ld t  = O.ODO 
C i  = C in i t  
Si = K * Csorb 
v o l w  = v o l i n i t  
Resid = O.ODO 

Pr in t  the relevant data t o  a f i l e .  
open (4,f i le=outl) 

U r i t e  (4,20) name 
U r i t e  (4,31) 'macroscopic K = ',K,' ml/gl 
U r i t e  (4,31) ' f i r s t  order reaction rate = ',kl,' /min1 
U r i t e  (4,311 'spike = ',spike,' ngc 
U r i t e  (4,33) 'mass of beads = l,beachass,t gr 
U r i t e  (4,361 ' i n i t i a l  volune = ' , ~ o l i n i t , ~  m l l  
U r i t e  (4,311 'sol ids concentration = l,beacbnass/volinit,l g/mll 
U r i t e  (4,31) 'K(reaction vessel) = ',Krv,' mL1 
U r i t e  (4,311 'Cin i t  = ',Cinit,' ng/mll 
U r i t e  (4,31) 'Csorb = ',Csorb,' ng/mll 
U r i t e  (4,30) ' f i l e  f o r  experimental data = ' ,da t f i le  
Format (A,A) 
Format (A,E12.6,A) 
Format (A,F8.5,A) 



Formet (A, I5,A) 

wr i te  (*,54) Uorking . . .' 
format (/A/) 
wr i te (4,64) Time (min) C (ng/ml)', 

z I s (n9/9) c/co1 
format (/A,A/) 

S tar t  the simulation. 
index = -0.02 
index = index + 0.02 
time = lO**index 
i f  (time .gt. tyme(t)) then 

time = tyme(t) 
index = loglO(time) 

endi f 

factor = v o l w  + Krv + beadmass * K 
expo = - k l  factor (time - o ld t )  / ( v o l w  + Krv) 
C = beadnass * S i  + ( v o l w  + Krv) * C i  
C = C + beadnass (K * C i  - S i )  * dexp(expo) 
C = C / factor 
S = Si + ( v o l w  + Krv) ( C i  - C) / beachass 

wr i te (4,150) time, C, S, C/Cinit 
format (2X13(E12.6,4X),E12.6) 

i f  -(time .eq. tyme(t)) then 
~f (codect) .gt. 0.5) then 

Resid = Resid + ( C  - Conc(l,t))**2.0DO 
endi f 
Conc(2,tl = C 
volune = volune - volsenp(t) 
t = t + l  
o ld t  = time 
C i  = C 
Si = S 

endi f 

i f  (time . L t .  tymempts)) goto 80 

U r i t e  (4,500) 'Data Comparison:', 
z 'Time (min) Conc. (expt) Conc. (calc) Code1 
Format (//A//A) 
Write (4,510) (tyme(j), (Conc(i,j), i=1,2), code(j), j=l,npts) 
F o ~ M ~  (F10.2,5X,E12.6,5X,E12.6,6X,Il) 
Ur i t e  (4,520) 'Code: 0 = ignore, 1 = use', 

z 'Sun of squared residuals = I ,  Resid 
Format (/A/A,E16.9) 

close (4) 
end 



First Order Particle Abrasion Model 

PROCRM AQABRES 

This program w i  11 calcu late f i r s t  order uptake data f o r  
organic conpouds i n t o  pa r t i c l es  i n  water. 

The bu lk  concentration o f  analyte in  the aqueous phase i s  
uniform. 

Par t i c les  i n i t i a l l y  contain a m i f o r m  concentration o f  analyte. 
Sorpt ion i s  revers ib le and fo l lows a l i near  isotherm. 

This program w i l l  read in experimental data and calculate 
the sun o f  the squared residuals between the calculeted and 
the experimental data. The format o f  that  f i l e  is :  

time, aqueous concentration, volune withdrawn, code 
time i s  i n  minutes, concentration i s  i n  ng/rnL, volune i s  i n  

mL, and code t e l l s  whether o r  not the po in t  w i l l  be used 
o r  ignored i n  the computation of  the residual (0 = ignore, 
1 = use). 

The n-r o f  po in ts  i s  noted on the f i r s t  Line o f  the f i l e .  

This version also can account f o r  some sorpt ion t o  the react ion 
vessel, using instantaneous equ i l i b r i un  denoted by 

Krv = Mrv / C 
Mrv i s  the mass o f  analyte sorbed t o  the react ion vessel. 
Krv has un i t s  o f  v o l w .  Krv=O f o r  no sorpt ion t o  the vessel. 

real*8 beadmass, C, C i ,  C in i t ,  Csorb, f, index, K, kab, Krv, o ld f  
real*B oldt,  Resid, S, So, spike, time, Conc(2,26), tyme(26) 
integer*4 code(261, i, j ,  t, npts, v o l i n i t ,  v o l w ,  volsarrp(26) 
character*12 d a t f i l e ,  i n l ,  name*40, ou t l  

Explanation of  var iab le names: 
beadmass i s  the mass o f  sorbent (9). 
C i s  the analyte concentration i n  the water (ng/ml). 
code0 i s  a code used in  the ca lcu la t ion  o f  the residual. 

code0 = 0 means ignore the point,  1 means use the point.  
Csorb i s  the uniform analyte concentration i n i t i a l l y  i n  the 

pa r t i c l es  -->> S=function(Csorb). 
Cone() i s  the array which holds the experimental 

concentrations that  are conpared. 
da t f  i l e  i s  the f i Le containing the experimental data. 
in1  i s  the primary input f i l e .  
K i s  the aqueous p a r t i t i o n  coe f f i c ien t .  K = S/C, (ml/g) 
Krv i s  the p a r t i t i o n  coe f f i c ien t  f o r  the react ion vessel. 

Krv = Mrv / C, (mL) 
name i s  the analyte name. 
npts i s  the nunber of experimental points. 
o u t l  i s  the name o f  the output f i l e .  
spike i s  the i n i t i a l  spike of  analyte (ngl. 
t ime i s  i n  minutes. 
tyme() i s  an array holding the times of  experimental in terest .  
v o l i n i t  i s  the i n i t i a l  v o l w  of  the react ion (mL). 
volsamp0 i s  the v o l w  removed from the vessel f o r  sampling (a). 
v o l w  i s  the v o l w  of  aqueous so lu t ion  (mL). 

T i t l e .  
Write (*,lo) lAQABRESi, ' F i r s t  Order Abrasion Kinetics1, 

z 'Stewart A. Round~',~March 5, 1992' 
Format (37X,A/26X,A/32XIA/34X,A//) 

Read i n  the input values. 
U r i t e  (*,20) name o f  input f i l e :  ' 
Read (*,20) in1  
Format (A) 

open ( l , f i l e = i n l )  
Read (1,20) name 



Read (1 ,*) kab 
Read (I,*) K 
Read (l,*) spike 
Read (I,*) beadmass 
Read (I,*) v o l i n i t  
Read ( I , * )  Krv 
Reed (I,*) Csorb 
Reed (1,20) d a t f i l e  
Read (1,201 out1 
c lose (1) 

Read i n  the experimental data. 
open (3,f i le=datf  i l e )  
reed (3,*) npts 
do 27 i=l ,npts 

read (3,*) tyme(i), Conc(l,i), volsenp(i), code(i) 
f o n t  i nue 
c lose (3) 

I n i t i a l i z e .  
t = 1 
C i n i t  = spike / ( v o l i n i t  + Krv) 
o l d t  = O.ODO 
Ci = C i n i t  
So = K Csorb 
volune = v o l i n i t  
Resid = 0.ODO 

P r i n t  the relevant data t o  a f i l e .  
open (4,f i l e = o u t l )  

U r i t e  (4,201 name 
U r i t e  (4,31) lmacroscopic K = ',KI1 ml/gl 
U r i t e  (4,311 ' f i r s t  order abrasion r a t e  = ',kabI1 /mint 
U r i t e  (4,31) 'spike = l,spike,l ngr 
Wr i te  (4,33) 'mass o f  beads = f,beadmass,l gr 
U r i t e  (4,36) ' i n i t i a l  volune = ' ,vol ini t I1 mlf  
U r i t e  (4,31) ' so l ids  concentrat ion = ,beadnass/vol i n i t , '  g/mll 
U r i t e  (4,311 'K(react ion vessel) = l,Krv,l mL1 
Wr i te  (4,31) ' C i n i t  = ',Cinit,' ng/mll 
U r i t e  (4,31) 'Csorb = l,Csorb, ng/mll 
U r i t e  (4,30) ' f i l e  f o r  experimental data = ,datf i l e  
Format (A,A) 
Format (A,E12.6.A) 
Format (A1F8.5,A) 
Format (A, 15.A) 

w r i t e  (*,54) Uorking . . .' 
format ( /A / )  
w r i t e  (4,641 Time (min) C (ng/mt)', 

z I S (ng/g) c/co1 
format (/A,A/) 

S t a r t  the  sirnulation. 
index = -0.02 
index = index + 0.02 
t ime = lO**index 
i f  (t ime .gt. tyme(t)) then 

t ime = tymect) 
index = loglO(time) 

endi f 

o ld f  = v o l w  +Krv +beadmass *K *(l.ODO -dexp(-3.0DO*kab*oldt)) 
f = v o l w  +Krv +beachass *K *(l.ODO -dexp(-3.0DO *kab *time)) 
c = beadmass *So*(dexp(-3.0DO*kab*oldt) -dexp(-3.0DO*kab*time)) 
C = (C + C i  * o l d f )  / f 
S = K * C + (So - K C)  * dexp(-3.0D0 * kab * time) 

w r i t e  (4,150) time, C, S, C/Cinit  



format (2~,3(E12.6,4X),E12.6) 

i f  (t ime .eq. tyme(t)) then 
i f  (code(t) .gt. 0.5) then 

Resid = Resid + (C - Conc(l1t))**2.0DO 
endi f 
Conc(2.t) = C 
v o l w  = v o l w  - volsanp(t) 
t = t + l  
o l d t  = t ime 
Ci = C 

endi f 

if (time .it. tyme(npts)) gota 80 

Y r i t e  (4,500) 'Data Conparison:', 
z 'Time (min) Conc. (expt) Conc. (calc) Code1 

Format (//A//A) 
Wr i te  (4,510) (tyme(j), (Concci ,j), i=l,2), code(j), j=l,npts) 
Format (F10.2,5X,E12.6,5X,E12.6,6X, 11) 
Wr i te  (4,520) 'Code: 0 = ignore, 1 = use1, 

z 'sun o f  squared res iduals  = I ,  Resid 
Format (/A/A,E16.9) 

close (4) 
end 



Analytical Intraparticle Diffusion Model 

Progrm Dl  FFUSE9 

This program w i l l  calculate uptake data fo r  the in t rapar t ic le  
d i f fus ion  of organic conpounds in to  spherical part ic les which are 
suspended i n  a we l l -s t i r red  solution. 

Asslnpt ions of model : 
1. Part ic les are spherical. 
2. Part ic les are in terna l ly  homogeneous. 
3. Concentration of solute i n  the bulk solut ion i s  always 

mi f orm. 
4. Part ic les are i n i t i a l l y  f ree of solute. 
5. Part ic les are a l l  of the same size. 
6. The p a r t i t i o n  coef f ic ient  and the ef fect ive d i f fus ion  

coef f ic ient  are spat ia l l y  invariant. 
7. Sorption i s  control led by l inear isotherms. 
8. Sorption i s  reversible. 
9. U i th in  the part icles, local equ i l ib r iun  holds. 

The analyt ical solut ion used here can be found in: 
Crank, J., The Mathematics of Diffusion, 2nd ed., Clarendon 

Press, Oxford, 93-96 (1975). 

real*8 alpha, beta, C, Co, Kp, q(O:200) 
real*8 S, solids, time 
real*8 q l ,  q2, q3, test, p i ,  d i f f l ,  d i f f2 ,  fraction, nexterm 
real*8 gaml, gad, eerfc, x, funct 
integer i,j 
character name*50, inl*12, outl*12 

Define variables: 
alpha i s  a dimensionless constant equal t o  l / (so l ids  * Kp). 
beta i s  Deff/radiusA2 (l/min) 
C i s  the aqueous conc. of solute, ng/ml. 
Co i s  the i n i t i a l  aqueous conc. of solute, ng/ml. 
Deff i s  the ef fect ive d i f fus ion  coeff icient, cmA2/sec. 
f rac t ion  i s  Mt/Me. 
Kp i s  the p a r t i t i o n  coef f ic ient  (ml/g). 
p i  i s  the i r r a t i ona l  nunber p i .  
q ( i )  are the roots o f  the equation: 

ten(q(i)) = (3 * q ( i ) )  / (3 + alpha * q ( i )  q ( i ) )  
radius i s  the pa r t i c l e  radius, cm. 
S i s  the sorbed conc. of solute, ng/g. 
sol ids i s  the sorbent t o  water r a t i o  (g/ml). 
time i s  the time of sinulation, minutes. 

Read i n  the needed parameters from the user. 
Urite(*,lO) 1DIFFUSE91,1Analytical Solution fo r  Intrapart ic le ' ,  

z Diffusion~,'Monodisperse Par t ic le  Size Distr ibution1, 
z 'Stewart A. Roundsl,'March 10, 1992' 

~ O ~ ~ ~ ~ ( / / / ~ ~ X , A / / ~ Z X , A , A / ~ ~ X , A / / ~ ~ X , A / ~ B X , A / / )  

Urite(*,20) 'Name of input f i l e :  
format(lX,A\) 
Read(*,25) in1 
format (A)  

open ( l , f iLe= in l )  
Read (1,25) name 
Read (I,*) Co 
Read (I,*) Kp 
Read (I,*) beta 
beta = Deff/(radius*radius) i n  uni ts of l/min. 
Read (I,*) sol ids 
Read (1,251 out1 



close (1) 

time = 1.000 
alpha = 1 .O/(sol i&*Kp) 
gaml = (dsqrt(1 .OD0 + 4.ODO*alpha/3.000) + 1.000)/2.000 
gam2 = gaml - 1.ODO 

open (6,f i le=outl) 

U r i t e  input data t o  the output f i l e :  
Urite(6,lOS) name 
format(lX,A) 
Urite(6,106) ' I n i t i a l  concentration: ',Co,' ng/ml1 
format(lX,A, F10.5,A) 
Urite(6,107) 'Par t i t ion  coeff icient: ',Kp,( ml/gt 
format(lX,A,F10.1,A) 
Urite(6,108) 'Deff / (radius squared): ',beta,' /mint 
format(lX,A,D11.4,A) 
U r i  te(6,lOP) 'Sorbent t o  water rat io: ',sol ids, g/mlt 
formt(lX,A,F11.8.A) 
Urite(6,l lO) 'alpha = l/(solids*Kp) = ',alpha 
format(lX,A,F11.8) 

Urite(6,112) ' In t rapar t ic le  Di f fusion Model: Analyt ical ~ o l u t i o n '  
format(/lX,A/) 
Urite(6,115) 'Time (min.)','C (ng/ml)','S (ng/g)','C/Cot , '~ t /Me '  
~ o ~ ~ ~ ~ ( / ~ X , A , S X , A , ~ X , A , ~ X , A , ~ X , A / )  
Urite(6,117) (time - time), Co 
format(lX,F15.3,3X,F11.5) 

do 200 j=1,1000 
q2 = q l  
d i f f l  = 3 * q l  / (3 + alpha q l  * q l )  - dtan(q1) 
if ( j  .eq. 1) then 

d i f f 2  = d i f f l  
43 = q2 
q l  = q1 + 0.2 

else 
q l  = q2 - ( d i f f l  (q3 - q2)) / ( d i f f 2  - d i f f l )  

t h i s  i s  the secant method of l inear extrapolation 

endi f 
tes t  = dabs(q1 - q2) 
if (test  . L t .  1.OE-11) goto 250 
if (dabs(diff2) .gt. debs(diff1)) then 

d i f f 2  = d i f f l  * = q2 
end1 f 
continue 

q( i )=ql 
Urite(*,275) 'Root number = ',i 
format(I+',A, 13) 
continue 

do 500 i=1,1E5 
f rac t ion  = 1.ODO 
do 400 j=1,201 

i f  ( j  .NE. 201) then 
nexterm = (dexp(-beta*q(j)*q(j)*time)*6*alpha* 

z (alpha+l))/(9+9*alpha+q(j)*q(j)*alpha*alpha) 
f rac t ion  = f rac t ion  - nexterm 
test  = nexterm/fraction 



if (tes t  .lt. 1E-7) goto 410 
else 

x = 3.0DO * gem1 * dsqrt(beta time) / alpha 
f m c t  = eerfc(x) 
f rac t ion  = 1.000 - @am1 * f m c t  / (gm l  + gad!) 
x = -3.000 * gad! dsqrtcbeta time) / alpha 
funct = w r f c ( x )  
f rac t ion  = ( f rac t ion  - gat&? f m c t  / (gaml + g a d ! ) )  

z * (1.ODO + alpha) 
endi f 
cont i nue 

C = Co * (1.000 - f rac t ion  + fraction/(l.ODO + solidsCKp)) 
S = (Co - C)/solids 
wr i te  (*,424) 'time = ',time,' minutes Mt/Me = ',fraction 
wr i te  (6,460) time, C, S, C/Co, f rac t ion  
format ('+',A,F15.3,A,F10.8) 
format (lX,Fl5.3,3X,F11.5,3X,F11.3,3X,F8.6,3X,F8.6) 

i f  (time .eq. 50000.000) goto 600 
time = time * 1.200 
i f  (time .gt. 50000.ODO) time = 50000.000 
continue 

close (6) 
end 

DOUBLE PRECISION FUNCTION EERFCCX) 

This function w i l l  generate values of 
e erfc(z) = exp(z*z) * erfccz) 

The code fo r  the canplementary error function was found in: 
Press, U.H., B.P. Flannery, S.A. Teukolsky, and U.T. Vetterling, 

Nunerical Recipes, Cambridge University Press, N.Y., 198?, 
pp. 155-165. 

real*8 x, erfc, 2 ,  T 

Z = DABSCx) 
T = 1.0 / (1.0 + 0.5*2) 
e r f  c = T*DEXP( -Z*Z- 1.26551 223+T*( 1.00002368+T*(0.37409196+ 

z T*(0.09678418+T*(-0.18628806+T*(0.27886807+T*( - 1.13520398+ 
z ~*(1.48851587+~*(-0.82215223+7*0.17087277))))))))) 

i f  ( X  .LT. 0.0) then 
er fc = 2.0 - e r fc  

endi f 

eerfc = dexp(x*x) * er fc  
end 



Coupled Intraparticle Diffusion and Particle Abrasion Model 

Progrm AQBRES 

This program w i l l  calculate rptake data fo r  the in t rapar t ic le  
d i f fus ion  of organic conpwnds in to  spherical part ic tes 
suspended in water according t o  the fol lowing conditions: 

1. Part ic les are spherical. 
2. Part ic les have a nonporous, nonsorbing inner core 

surrounded by a porous, sorbing she1 1. The percent 
volune that i s  porous i s  set by the user. 

3. The bulk concentration o f  analyte i n  the aqueous phase i s  
mi f orm. 

4. Part ic les i n i t i a l l y  contain a mi fo rm concentration of 
analyte w i th in  t he i r  micropores. 

5.  Sorption i s  reversible and follows a l inear isotherm. 
6. K and Deff are spat ia l l y  invariant. 
7. Local equ i l ib r iun  holds i n  the rnicropores o f  the part icles. 

The pa r t i c l e  s ize d is t r ibu t ion  i s  input from another f i l e .  . 
That f i l e  i s  of the format: 

diameter (cm), nunber f rac t ion  
The h e r  of sizes i n  the d is t r ibu t ion  i s  noted on the f i r s t  
Line of that  f i l e .  

This program n i l 1  also read i n  experimental data and calculate 
the sun of the squared residuals between the calculated and 
the experimental data. The format of that f i l e  i s :  

time, aqueous concentration, volune u i  thdraun, code 
time i s  i n  minutes, concentration i s  i n  ng/mL, v o l w  i s  i n  

mL, and code t e l l s  whether or not the point w i  11 be used 
or ignored i n  the corrputation of the residual (0 = ignore, 
1 = use). 

The nuher  of points i s  noted on the f i r s t  l i ne  of the f i l e .  

This version also can account f o r  some sorption t o  the reaction 
vessel, using instantaneous equ i l ib r iun  denoted by 

Krv = Mrv / C 
Mrv i s  the mass of analyte sorbed t o  the reaction vessel. 
Krv has un i ts  of volune. Krv=O for  no sorption t o  the vessel. 

This version also al lous fo r  "breakageu of the part icles. I n  
t h i s  formlat ion,  the outer Layers are alloued t o  wear o f f  
according t o  a f i r s t  order rate leu. Defining the nunber of 
3-node shel ls  that can be worn o f f  as N t ,  the f i r s t  order 
decrease i n  N t  i s  

Nt = NINT(N0 * EXP(-brate * time)) 
where the rate constant i s  brate (l/min), W I N T O  i s  a rounding 
function, and NO i s  the i n i t i a l  nunber of shel ls  that can be 
worn o f f  (NO = (g r i d  - 31/21. 
Therefore, i f  sigma i s  the outermost node a t  time t, 

sigma = 2 NlNT(((grid - 3) / 2) * exp(-brate*time)) + 3 

real*8 abmax, alpha, avgs, beadmass, Blast, brate, C, C in i t  
real*8 Csave, Csorb, deff, depth, dt, dtsave, dx, epsilon, eta 
real*8 gamna, K, Krv, mass, masstot, maxdt, mindt, Mmber, omega 
real*8 pb, pi ,  pnasstot, pormass, poros, ps, residual, spike 
real*8 sunj, T4, temp, test, time, tota l ,  utemp 
real*8 B(7,2000), Conc(2,26), f (71, factor(71, nunfract(7) 
real*8 radius(71, T1(7,2000,3), T3(7,2000), theta(7) 
real*8 tyme(26). u(7,2001), ut(7,2001), vo l f  ract(7) 
integer*4 code(26), flag, grid, i, j, N t l ,  Nt2, npts, o ldsig 
integer*4 sigma, sizes, stest, t, volune, volsalrp(26) 
charactere12 dat f i le ,  in l ,  in2, name*40, out1 

Comnon /CRUN1/ deff, dt, dx, epsilon, eta, f, factor, gamna, K 
Comnon /CRUNZ/ Krv, omega, pb, poros, radius, grid, sigma, sizes 
Comnon /CRUN3/ theta, T I ,  T3, T4, volune 



External CRUNCH 

Explanation of variable names: 
a b x  i s  the m a x i m  time step allowed by abrasion. 
alpha i s  the f rac t ion  of a par t ic le 's  v o l w  which i s  porous. 
avgS i s  the average sorbed conc. 
B( i , j )  i s  the vector on the r i gh t  hand side of the matrix equation 
beachass i s  the mass of sorbent (g). 
Blast i s  the value of B fo r  the las t  row. 
brate i s  the f i r s t  order breakage rate (l/min). 
C i s  the analyte concentration i n  the water (ng/ml). 
C in i t  i s  the i n i t i a l  analyte concentration i n  the water (ng/ml). 
code0 i s  a code used i n  the calculation of the residual. 

code0 = 0 means ignore the point, 1 means use the point. 
Csorb i s  the uniform analyte concentration i n i t i a l l y  i n  the 

micropores of the part ic les -->> S=fwtion(Csorb). 
ConcO i s  the array which holds the calculated and experimental 

concentrat ions that are conpared. 
d a t f i l e  i s  the f i l e  containing the experimental data. 
def f  i s  the e f fec t ive  d i f fus ion  coef f ic ient  (sq.cm./sec.). 
depth i s  the rad ia l  distance which i s  porous (cm) 
d t  i s  the time interval  between conputations (minutes). 
dtsave i s  a saved value of the time step (min). 
dx i s  the dimensionless distance between g r i d  points. 
epsi lon i s  l/((pb*K+poros)*omega) + (omega+eta)*(sun fac tor ( i  1). 
eta i s  needed t o  correct fo r  sorption t o  worn-off shells. 

For the math, see CRUNCH. 
f ( i )  i s  volfract(i)*beadnass*dx /(ps*(l-alpha*poros)). 
fac tor ( i )  i s  f ( i )  / (volune + Krv). 
gamna i s  a factor which i s  = (1-alpha)**(l/3). I t  i s  also equal 

t o  the rat io:  radius of the inner core / pa r t i c l e  radius. 
g r i d  i s  the nunber of g r i d  points i n  each part ic le.  
i i s  the index fo r  the pa r t i c l e  size fraction. 
in1 i s  the primary input f i l e .  
in2 i s  the f i l e  containing the size d is t r ibu t ion  data. 
j i s  the index fo r  the g r i d  point of interest. 
K i s  the aqueous pa r t i t i on  coeff icient. 

K = S/C, (ml/g) 
Krv i s  the p a r t i t i o n  coef f ic ient  fo r  the reaction vessel. 

Krv = Mrv / C, (ml) 
mass i s  the mass of part ic les of a part icular  size (g/ml) 
masstot i s  the calculated value of the sol ids concentration 

(g/ml). The on1 y dif ference between beachass/volune and 
masstot i s  the fact  that the sun of a l l  vo l f r ac t ( i )  may not 
exactly equal 1.0. 

maxdt i s  the m a x i m  time step allowed (min.) 
mindt i s  the m i n i m  time step allowed (min.) 
nerne i s  the analyte name. 
npts i s  the nunber of experimental points. 
N t l  and Nt2 are abradable shel l  nunbers used as tests. 
mmber i s  the actual nunber of part ic les i n  a given s ize range. 
nunfract( i )  i s  the nunber f rac t ion  of part ic les i n  s ize range i. 
oldsig i s  the value of sigma before breakage. 
omega i s  gamna + dx*(sigma-1) 
out1 i s  the name of the output f i l e .  
pb i s  the estimated bulk density of the part ic les (g/cu.cm.). 
p i  i s  the i r r a t i ona l  number 3.14159. .... 
p s s t o t  i s  the to ta l  mass of porous material (g/ml) 
pormass i s  the to ta l  rnass of the porous f rac t ion  of a l l  par t i c les  

having a certa in s ize (g/ml) 
poros i s  the porosity = 1 - pb/ps 
ps i s  the dry sorbent density (g/cu.cm.) 
radius( i )  i s  the mean radius of a par t ic le  (cm). 
residual i s  the sun of the squared residuals. 
sigma i s  the outermost g r i d  point of the part icles. 
sizes i s  the nunber of par t ic le  sizes. 



spike i s  the i n i t i a l  spike of analyte (ng). 
s test  i s  a test  f o r  changes i n  sigma. 
71, 73, and 74 are the arrays uhich hold the coef f ic ient  

nretrix and the L and U decompositions of that matrix. 
T l ( i , j )  handles the tr idiagonal part  of the matrix. 
T3 i s  the bottom rou, except f o r  the las t  colum. 
14 i s  the coef f ic ient  i n  the las t  row, las t  colum. 

theta( i ) i s  2(del t a  x)**2/(del t a  tao) 
time i s  i n  minutes. 
t o t a l  i s  the to ta l  nunber of par t ic les  / ml .  
tyme0 i s  an array holding the times of experimental interest. 
vo l f r ac t ( i )  i s  the volune f rac t ion  (and the mass f ract ion) of 

par t ic les  from the to ta l  d is t r ibu t ion  which f a l l  i n  the s ize 
range whose mean radius i s  radiusci). 

volsamp0 i s  the volune removed from the vessel f o r  sanpling (mL). 
volune i s  the volune of aqueous solut ion (a). 
Csave, sunj, temp, tes t  are a l l  dumny variables which 

are used t o  tenporari ly save values of interest. 

Read i n  the values o f  deff, K, spike, Csorb, etc. 
U r i t e  (*,lo) IAQBRES1, 

z 'A Simulation of Aqueous Sorption Kinetics', 
z 'Composite Part icles: Inner Nonporous Core / I, 
z 'Porous Outer Shell f , 'First Order Uear Rate1, 
z 'Steuart A. Roundsl,'February 15, 1992' 
Format (/37XlA/2OX,A/9X,A,A/30X,A//32X,A/32X,A//) 
Write (*,20) 'name of input f i l e :  
Read (*,20) in1 
Format (A) 

open ( l , f i l e= in l )  
Read (1,201 name 
Read (I,*) K 
Read (I,*) deff  
Read (I,*) spike 
Read (1, *) b e a h s s  
Read (I,*) volune 
Read (I,*) brate 
Read (I,*) Krv 
Read (I,*) Csorb 
Read (I,*) alpha 
Read (I,*) pb 
Read (I,*) ps 
Read (I,*) g r i d  
Read (1,') d t  
Read (I,*) m i n d t  
Read ( I , * )  maxdt 
Read (1,201 d a t f i l e  
Read (1,201 in2 
Read (1,20) out1 
close (1) 

Read i n  the nunber d is t r ibu t ion  of the part icles. 
The s ize  data i s  given as the diameter, not the radius. 

open (3,f i  le=in2) 
read (3,*)  sizes 
tenp = O.OD0 
do 25 i=l,sizes 

read(3,*) radius(i 1, nunfract( i) 
radius( i )  = radius(i) / 2.000 
telp = temp + nunfractci) radius( i )  * radius(i) * radius( i )  

cont 1 nue 
close (3) 

Calculate the volune d is t r ibu t ion  of the part icles. 
do 26 i=l,sizes 

vo l f r ac t ( i )  = nunfractci) * radius(i)*radius(i)*radius(i) /temp 
cont i nue 



Read in  the experimental data. 
open (3,f i le=datf  i Le) 
read (3,*) npts  
do 27 i=l ,npts 

read (3,*) tyne(i), Conc(l,i), votsrurp(i~, codeci) 
continue 
close (3) 

Calculate the i n i t i a l  concentration. 
C i n i t  = sp ike / ( v o l w  + Krv) 

Calculate the poros i t y  o f  the  porous section. 
poros = 1.ODO - p b /  p 

Calculate gamna. 
gamna = (!.OD0 - alpha)**(l.OD0/3.0DO) 

p r i n t  the relevant data t o  a f i l e .  
open (4,f i le=ou t l )  
U r i t e  (4,201 name 
Wri te  (4,311 'macroscopic K = l , K , J  ml/gl 

Calculate the microscopic value o f  K. This ca lcu la t ion  accounts 
f o r  the f a c t  tha t  the macroscopic value o f  K i s  normalized t o  
the t o t a l  p a r t i c u l a t e  mass whi le  the microscopic value o f  K i s  
based only  on the p a r t i c u l a t e  mass which i s  porous. 

K = K (1.ODO - alpha poros) / (alpha * (1.ODO - poros)) 
U r i t e  (4,31) lmicroscopic K = ',K,' ml/gl 
Wr i te  (4,31) 'Deff = #,deff  , I  sq.cm./secl 
Wr i te  (4,31) 'spike = ',spike,' ngl 
U r i t e  (4,331 'mass o f  beads = l,beactnass,l g1 
Wr i te  (4,36) ' i n i t i a l  v o l w  = ' , v o l w , '  mll 
U r i t e  (4,31) ' so l ids  concentration = l,beadMss/votw,l g/mll 
Wr i te  (4,31) 'wear r a t e  = ',brate,# /minute1 
Wr i te  (4,311 'K(reaction vessel) = l,Krv,l mLJ 
Wri te (4,31) ' C i n i t  = ',Cinit,' ng/mll 
U r i t e  (4,311 'Csorb = l,Csorb,J ng/mlJ 
Wr i te  (4,34) 'porous f r a c t i o n  = ',alpha 
U r i t e  (4,33) 'bulk densi ty  o f  porous sect ion = ',pbI1 g/cu.cm.' 
U r i t e  (4,33) 'dry  densi ty  o f  nonporous sect ion = ' ,ps,'  g/cu.cm.' 
Wr i te  (4,34) 'poros i ty  o f  porous sect ion = ',pores 
U r i t e  (4,32) ' p a r t i c l e  sizes = ',sizes 
Wr i te  (4,32) ' i n i t i a l  nodes / p a r t i c l e  = ',grid 
Wr i te  (4.35) ' i n i t i a l  t ime step = ',dt,' min.' 
U r i t e  (4,35) ' m i n i m  t ime step = ',mindt,' min.' 
Wr i te  (4,35) ' m a x i m  time step = ',maxdtI1 min.' 
Wr i te  (4,35) 'end o f  s imulat ion = l,tyme(npts),l min.' 
w r i t e  (4,30) ' f i l e  f o r  experimental data = l e d a t f i l e  
Wr i te  (4,30) ' f i l e  f o r  s i ze  d i s t r i b u t i o n  = ',in2 
Format (A,A) 
Format (A,E12.6,A) 
Format (A,14) 
Format (A,F8.5,A) 
Format (A,F8.5) 
Format (A,F14.7,A) 
Format (A,I5,A) 

P r i n t  the  p a r t i c l e  mass and nunber d i s t r i b u t i o n s  t o  the f i l e .  
urite(4,37) ' I n i t i a l  P a r t i c l e  Mass and Nunber D i s t r i b u t i o n  Data:', 

z 'Radius ( ~ m ) ' , ~ S h e l l  ( ~ m ) ~ , ~ N u n b e r / m l ~ ,  
z 'Mass (g/ml ) I ,  'Porous Mass (g/ml)' 

format (//2X,A//A,3X,A,4X,A,SX,A,5X,A/) 
masstot = O.ODO 
pmasstot = O.ODO 
t o t a l  = O.ODO 
do 39 i= l ,s izes 

mass = v o l f r a c t ( i )  * beactnass / v o l w  
masstot = masstot + mass 



nunber = mass * 0.7500 / (p i  * radius(i) redius(i) * 
z radiusci) ps (1.ODO - alpha poros)) 

t o ta l  = t o ta l  + nunber 
depth = radiusci) (1.ODO - g m )  
pormass = mass *alpha *( l .ODO - poros) /(l.ODO - alpha*poros) 
pmasstot = pnesstot + pormass 
wr i te  (4,38) radius(i),depth,nmber,nress,pormass 
format (F10.6,4X,F10.6,3X1E11.5,4X,E12.6,8X,E12.6~ 

continue 
wr i te  (4,41) lTotals:l, tota l ,  masstot, pnesstot 
format (/A,19X,E12.5,4X,El2.6,8X,E12.6/) 

wr i te  (*,43) 'Uorking . . .I 
format (/A/) 
wr i te  (4,441 Tirne (min) C (ng/ml) S (ng/g)', 

z I nodes C/Co I 
folnat  (/A,A/) 

Set the g r i d  spacing and f(i). 
dx = (1.ODO - gamna) / (gr id  - 1.ODO) 
do 50 i=l,sizes 

f ( i )  = vo l f rac t ( i )  *beadnass *dx / (ps *(l.ODO - alpha *pores)) 
cont i nue 

I n i t i a l i z e  the u t  array. Recall that u=x*Sstar 
u and u t  are i n  uni ts of ng/ml 
do 60 i = 1,sizes 

do 55 j = 1,grid 
u t ( i , j )  = (dx*(j-l)+ganrna) (Csorb * (poros + pb*K)) 

continue 
continue 

Calculate the m a x i m  i n i t i a l  time step alloued by abrasion. 
i f  (brate .gt. 0.000) then 

abmax = -1.ODO * LOG(1.ODO - (2.ODO / (gr id  - 3.ODO))) / brate 
end i f 

I n i t i a l i z e  time, t, residual, C, dt, dtsave, sigma. 
time = 0-OD0 
t = l  
residual = 0.000 
C = C in i t  
sigma = g r i d  
stest = 2 * NINT(((grid - 3) / 2) * EXP(-brate*dt)) + 3 
if ((sigma - stest)  .gt. 3) then 

d t  = abnax 
i f  (dt  .it. mindt) mindt = d t  

endi f 
i f  (dt  .gt. tyme(1)) d t  = tyme(1) 
i f  (dt  .gt. maxdt) d t  = maxdt 
dtsave = d t  

I n i t i a l i z e  theta(), factor(), end epsilon. Set up the 
coef f ic ient  matrix end perform an L-U deconposition. 

CALL CRUNCH 

Start  the simulation. 
Csave = C 

I n i t i a l i z e  the u array. 
do 100 i=l,sizes 

do 90 j=l,sigma 
u( i , j )  = ut( i , j )  

continue 
continue 

Loop through the pa r t i c l e  s ize dist r ibut ion.  
Set up the B vector. 
do 130 i = 1,sizes 



B(i,l) = (1.ODO + (gamna-dx)/(ymnn+dx)) * ut(i,2) 
z - (2 - theta(i)) ut(i,l) 

do 120 j = Z,(sigma - 1) 
B(i,j) = ut(i,j-1) - (2-thetaci)) * ut(i,j) + ut(i,j+l) 

cont inue 
con t i nue 
Blast = C 
do 150 i = 1,sizes 

sunj = gamna ut(i,l) + (omega + eta) * ut(i,sigm) 
do 140 j = 2,(sigma - 1) 

sunj = sunj + (dx * (j-1) + game) (3 + (-l)**j) ut(i,j) 
cont i nue 
Blast = Blast + factorci) sunj 

continue 
Blast = Blast / epsilon 

Forward substitution: 
do 170 i = 1,sizes 

ut(i,l) = B(i,l) 
do 160 j = 2,(sigma-1) 
ut(i,j) = B(i,j) - Tl(i,j,l) * ut(i,j-1) 

continue 
continue 
ut(1,sigma) = Blast 
do 190 i = 1,sizes 
do 180 j = l,(sigma-1) 

ut(1,sigmal = ut(1,sigma) - T3(i,j) * ut(i,j) 
font inue 

continue 

Backward substitution: 
ut(1,sigma) = ut(1,sigma) / T4 
do 210 i = sizes,l,-1 
ut(i,sigma-1) = (ut(i,sigma-1) + ut(1,sigma)) / Tl(i,sigma-1,2) 
do 200 j = (sigma-2),1,-1 
ut(i,j) = (ut(i,j) - Tl(i,j,3) * ut(i,j+l)l / Tl(i,j,2) 

cont i nue 
continue 

Calculate the new bulk concentration. 
c = ut(1,sigma) / ((pores + pb*K) * omega) 

Check the effect of the current time step. 
test = (C - Csave) / (Conc(1,npts) - Cinit) 
if ((test .gt. 0.04) .and. (dt .gt. mindt)) then 
dt = dt / 1.5DO 
if (dt .it. mindt) dt = mindt 
C = Csave 
do 220 i=l,sizes 
do 215 j=l,sigma 
ut(i,j) = u(i,j) 

continue 
continue 
CALL CRUNCH 
got0 110 

endif 

Update the values of ut(i,sigma), i>l; ut(i,j), j>sigme. 
do 230 i = 2,sizes 
ut(i,sigme) = ut(1,sigme) 

continue 
do 240 i = 1,sizes 
do 235 j = (sigma+l),grid 
ut(i,j) = ( g a m  + dx * (j-1)) * ut(1,sigma) / omega 

continue 
continue 

Increment the time. 
time = time + dt 



Calculate average sorbed concentrations. 
avgS = 0.000 
do 450 i = 1,sizes 

sunj = genma u t ( i , l )  + ut( i ,grid) 
do 440 j = 2, ( g r i d  - 1) 

sunj = sunj + (3+(-l)** j)  * (dx*(j-1) + gamma) * u t ( i , j l  
cont i nue 
svgS = avgS + vo l f rac t ( i )  dx sunj 

continue 
avgS = avgS / (ps * (1 - alpha * poros)) 

u r i t e  (4,455) time, C, avgS, signa, C/Cinit 
format (2X,3(E12.6,4X),15,4XfE12.6) 

Calculate the m a x i m  time step alloued by abrasion. 
i f  (brate .gt. 0.000) then 

abmax = 1.000 - (2.ODO / (g r i d  - 3.000)) EXP(brate * time) 
abmax = -1.ODO LOG(abmax) / brate 

endi f 

f l a g  = 0 
i f - ( t i m e  .eq. tymect)) then 

i f  (code(t) .gt. 0.5) then 
residual = residual + ( C  - Conc(l,t))**2.ODO 

endi f 
Conc(2,t) = C 
volune = v o l w  - volsamp(t) 
t = t + l  
f l a g  = 2 
d t  = dtsave 

e l se i f  ( ( tes t  . L t .  0.002) .and. (dt  .ne. maxdt)) then 
N t l  = NINT(((grid - 3) / 2) * EXP(-brate * time)) 
Nt2 = NINT(((grid - 3) / 2) * EXP(-brate * (time + dt*1.5))) 
i f  ( (Nt l  - Nt2) .It. 1.5) then 

d t  = d t  * 1.500 
if (dt  .gt. maxdt) d t  = maxdt 
f l a g  = 1 

e lse i f  ((2 * N t l  - 3) .It. sigma) then 
d t  = abmax 
i f  (dt .gt. maxdt) d t  = maxdt 
f l a g  = 1 

endif 
endi f 

i f  (time .lt. tyme(npts)) then 
dtsave = d t  
if ((time + d t )  .gt. tyme(t)) then 

d t  = tyme(t) - time 
i f  ( f l a g  .lt. 0.5) f l ag  = 1 

endi f 

Test f o r  pa r t i c l e  blbreakage.ll Adjust the aqueous concentration 
and the values of the u t  array. 

s test  = 2 NINT(((grid - 3) / 2) EXP(-brate*time)) + 3 
i f  (stest . L t .  sigma) then 

i f  ( f l a g  .gt. 1.5) CALL CRUNCH 
oldsig = sigma 
sigma = stest  
utenp = epsi lon * ut(1,oldsig) 
do475 i = 1,sizes 

sunj = 0.000 
do 470 j = signa,Coldsig-1) 

s ~ j  = sunj + (gamna + dx*(j-1)) (3+(-1)**j) u t ( i , j )  
continue 
u t ~  = utenp + factorc i )  * sunj 

continue 
CALL CRUNCH 
ut(1,sigma) = utemp / epsi lon 



Update the values o f  ut(i,sigma), i*l; u t ( i ,  j), j*sigma. 
do 480 i = 2,sizes 

ut(i,sigrna) = ut(1,sigma) 
cont i m e  
& 485 i = 1,sizes 

do 483 j = (sigma+l),grid 
ut(i,j) = (gamna + dx * (j-1)) ut(1,sigma) / omega 

continue 
continue 

Calcu late average sorbed concentrations. 
avgs = 0.ODo 
do 495 i = 1,sizes 

sunj = gemna * ut(i,l) + u t ( i ,g r id )  
do 490 j = 2, ( g r i d  - 1) 

s ~ j  = sunj + (3+(- l)** j)  * (dx*(j-1) + gamna) ut(i,j) 
cont tnue 
avgS = avgS + v o l f r a c t c i )  dx * sunj 

continue 
avgS = avgs / (ps * (I - alpha * poros)) 

w r i t e  (4,455) time, C, avgS, sigma, C/Cinit  
f l a g  = 0 

end i f 

i f  ( f l a g  .gt. 0.5) CALL CRUNCH 
goto 80 

endi f 

U r i t e  (4,500) 'Data Comparison:', 
z 'Time(min) Conc.(expt) Conc.(calc) Code1 

Format (//A//A) 
U r i t e  (4,510) (tyme( j), (Conc(i,j), i=1,2), codecj), j=l.npts) 
Format (F10.2,5~,El2.6,5X,E12.6,6X,Il) 
U r i t e  (4,520) 'Code: 0 = ignore, 1 = use', 

z 'Sun of squared res iduals  = ' , residual 
Format (/A/A,E16.9) 

close (4) 
end 

SUBROUTINE CRUNCH 

Set up the c o e f f i c i e n t  matr ix  and perform an L-U decomposition. 

real*8 deff, dt,  dx, epsi Lon, eta, f(7). factor(7), g e m ,  K 
real*8 Krv, omega, paros, pb, radius(7), theta(7) 
rea l*8 T1(7,2000,3), T3(7,2000), T4 
integer*4 gr id, i, j, sigma, sizes, v o l w  

Comnon /CRUNl/ de f f ,  d t ,  d x ,  epsilon, eta, f, factor,  gamna, K 
C m n  /CRUN2/ Krv, omega, pb, poros, radius, gr id ,  sigma, sizes 
Comnon /CRUN3/ theta, T1, T3, 74, volune 

omega = gamne + dx * (sigma - 1) 
eta = O.ODO 
if ( ( g r i d  - sigma) .gt. 1.5) then 

do 640 j = (sigma+l),(grid-1) 
e ta = e ta  + ((gamna + dx * (j-1))**2) * (3 + (-l)**j) 

continue 
e ta  = ((eta + 1.000) / omega) + omega 

endi f 
eps i lon = 0-OD0 
do 650 i= l ,s izes 

f a c t o r ( i )  = f ( i )  / (volune + Krv) 
eps i lon = eps i lon + f a c t o r ( i )  



continue 
epsilon = (ornega + eta)* epsiton + (1.000 /((pb*~+poros)* omega)) 

do 680 i=l,sizes 
theta( i )  = 2 dx dx radius(i)*radius(i) / (deff*dt*6.0DlI 
T l ( i , l , l )  = 0.000 
T1(i,l12) = 2.000 + thetaci) 
T l ( i ,  1,3) = -1.ODO - (gamna-dx)/(gemne+dx) 
do 670 j = 2,Csigma-2) 

T l ( i , j , l )  = -1.000 
Tl( i I j ,2) = 2.000 + theta( i1 
Tl(i,j,3) = -1.ODO 

continue 
Tl(i,sigme-1,l) = -1.000 
Tl(i,signra-1,2) = 2.000 + thetaci) 
Tl(i,sigma-1,s) = 0.ODo 

continue 

do 690 i = 1,sizes 
T3(i,l) = fac tor ( i )  g e m  / epsilon 
do 685 j = 2,(sigme-1) 

T3(i, j) = fac tor ( i )  * (dx* ( j - l )+gam) * (3+(-l)**j) /epsi Lon 
continue 

continue 

L-U Decomposition: 
Use Thomas Algorithm fo r  11. 
do 696 i=l,sizes 

do 695 j = 2,(sigma-1) 
T l ( i ,  j,l) = T l ( i , j , l )  / Tl(i,j-1,2) 
Tl(i,j,2) = Tl(iIj,2) - T l ( i , j , l )  Tl(i,j-1,3) 

cont i nue 
continue 

Decompose 73. 
do 701 i=l,sizes 

T3(i,l) = T3(i, l)  / Tl(i,l,2) 
do 700 j = 2,(sigma-1) 

T3(i,j) = (T3(i, j)  - T3(i, j-1) * Tl( i , j -1,s)) / T l ( i , j , Z )  
continue 

continue 

Set up and deconpose 14. 
14 = 1.ODO 
do 705 i = 1,sizes 

T4 = 14 + T3(i,sigma-1) 
continue 

return 
end 



Coupled External Film Diffusion and Intraparticle Diffusion Model 
(Dual Resistance Model) 

Program DUALDIFF 

This program w i l l  calculate uptake data fo r  the in t rapar t ic le  
d i f fus ion of organic canpovds i n to  spherical par t ic les  which are 
suspended i n  a we l l -s t i r&  solution.'  iffu us ion across an 
external bomdary Layer of thickness del ta i s  included. 

Assurptions of model: 
1. Part ic les are spherical. 
2. Part ic les are in terna l ly  homogeneous. 
3. Concentration of solute i n  the bulk solut ion i s  always 

mi f om. 
4. Part ic les are i n i t i a l l y  f ree of solute. 
5. Part ic les are a l l  of the same size. 
6. The p a r t i t i o n  coef f ic ient  and the ef fect ive d i f fus ion  

coef f ic ient  are spa t i a l l y  invariant. 
7. Sorption i s  control led by Linear isotherm. 
8. Sorption i s  reversible. 
9. U i t h in  the part icles, local equ i l ib r iun  holds. 

The analyt ical  solut ion used here can be found in: 
Huang, T-C.  and K-Y L i ,  lllon Exchange Kinetics f o r  Calciun 

Radiotracer i n  a Batch Sy~tem,~, Ind. Eng. Chem. Fundam., 
vol. 12, 1973, pp. 50-55. 

real*8 alpha, beadmass, beta, C, Co, Deff, denom, F1, F2 
real*8 fraction, f t o l ,  gcr i t ,  gl,  92, g(2000), HUANG, index 
real*8 K, kf, Krv, nexterm, nuner, pb, pi,  radius, Resid 
real*8 S, spike, test, time, x i ,  Conc(2,26), tyme(26) 
integer*4 code(26), i, i te r ,  j, j c r i t ,  las t  
integer*4 npts, t, vo l i n i t ,  volune, volsanp(26) 
character*12 name*40, in l ,  outl ,  d a t f i l e  

C m n  /Paraml/ alpha, x i  

External ZBRENT 
External HUANG 

Define variables: 
alpha i s  a dimensionless constant equal t o  volune/(beachass*K). 
beadnass i s  the mass of sorbent (g). 
beta i s  Deff/radiusA2 (l/min) 
C i s  the aqueous conc. of solute, ng/ml. 
Co i s  the i n i t i a l  aqueous conc. of solute, ng/ml. 
Deff i s  the ef fect ive d i f fus ion  coeff icient, cmA2/sec. 
f rac t ion  i s  Mt/Me. 
g ( i )  are the roots of an equation (see reference). 
K i s  the p a r t i t i o n  coef f ic ient  (ml/g). 
k f  i s  the f i l m  mass transfer coef f ic ient  (cm/sec). 
Krv i s  the p a r t i t i o n  coef f ic ient  that corrects f o r  sorption 

t o  the reaction vessel (mL). 
pb i s  the bulk density of the sorbent (g/ml). 
p i  i s  the i r r a t i ona l  nunber p i .  
radius i s  the pa r t i c l e  radius, cm. 
S i s  the sorbed conc. of solute, ng/g. 
spike i s  the amount of analyte injected (ng). 
time i s  the time of simulation, minutes. 
volune i s  the volune of solut ion (ml). 
x i  i s  the dimensionless n h r :  

x i  = radius*kf/(pb*K*Deff) 

Read i n  the needed parameters from the user. 
Urite(*,lO) fDUALDIFFf, 



z 'Analytical Solution fo r  Dual Resistance Model', 
z 'Monodisperse Par t ic le  Size Distr ibution1, 
z 'Stewart A. R~uds ' ,~March 17, 1992' 

format(///31X,A//13X,A/16X,A//27X,A/28X1A//) 

Urite(*,ZO) 'Name of input f i l e :  ' 
format(lX,A\) 
ReadCf,25) in1 
format (A) 

open ( l , f i l e= in l )  
Read (1,251 name 
Read (1 ,*) k f  
Read (I,*) K 
Read (1,') Deff 
Reed (I,*) radius 
Read (I,*) pb 
Read (I,*) spike 
Read (I,*) beadmass 
Read (l,*) v o l i n i t  
Read (I,*) Krv 
Read (1,251 d a t f i l e  
Read (1,251 out1 
close (1) 

Read i n  the experimental data. 
open (3,f i le=datf i le)  
read (3,') npts 
do 27 i=l,npts 

read (3,*) tyme(i), Conc(l,i), volsamp(i), code(i) 
continue 
close (3) 

I n i t i a l i ze .  
t = 1 
volune = v o l i n i t  + Krv 
Co = spike / ( v o l i n i t  + Krv) 
alpha = v o l w  / ( b e a h s s  
beta = 60.000 * Deff I (rad:u:)* radius) 
x i  = radius k f  / (pb * K * Deff) 
Resid = 0-OD0 
f t o l  = 0.00001DO 

open (6, f i Le=outl) 

U r i t e  input data t o  the output f i l e :  
U r i t e  (6,105) name 
U r i t e  (6,106) 'k f  = ',kfI1 cm/secl 
U r i t e  (6,106) 'K = ',K,' mL/gl 
U r i t e  (6,106) 'Deff = ',DeffI1 sq.crn./secl 
U r i t e  (6,106) 'spike = ',spike,' ngl 
U r i t e  (6,106) 'spike (ef fect ive)  = ,Co * vo l in i t , '  ngl 
U r i t e  (6,106) 'Krv = ',Krv,' mL1 
U r i t e  (6,107) 'V  = ',volinit, ' mL1 
U r i t e  (6,107) ' V  (ef fect ive)  = ' , ~ o l w , ~  mL1 
U r i t e  (6,106) 'Co = t,Co,l ng/mL1 
Ur i t e  (6,106) 'm = l ,beahss, '  g' 
U r i t e  (6,106) 'Sorbent t o  water rat io: ~ , b e a h s s / v o l i n i  t, g/mll 
U r i t e  (6,106) 'alpha = l/(solids*K) = ',alpha,' ' 
U r i t e  (6,106) 'beta = ',beta,' /mint 
U r i t e  (6,106) ' x i  = ',xi, ' 
U r i t e  (6,104) I f  i Le fo r  experimental data = ' ,dat f i le  
format (A,A) 
format (A )  
format (A,E12.5,A) 
format (A, I5,A) 

Ur i  te(6,112) 'Dual Resistance Model: Analyt ical Solution1 
format(/A) 



Urite(6, l lS) 'Time (min.)f,lC (ng/mljf ,'S (ng/g)D,DC/Col, DMt/Mel 
~ o ~ ~ ~ ~ ( / ~ x , A , S X , A , ~ X ~ A ~ ~ X , A , ~ X , A / )  
Urite(6,117) (time - time), Co 
format(F15.3,3X,F11.5) 

Calculate the c r i t i c a l  g value. 
Last = 0 
g c r i t  = 0.000 
j c r i t  = 0 
i f  ( x i  .It. 1.ODO) then 

g c r i t  = dsqrt(3.000 x i  / ((1.000 - x i )  * alpha)) 
if ( g c r i t  . L t .  (pi/2.000)) then 

j c r i t  = 1 
g1 = 1.00000000001DO gc r i  t 
g2 = 0.9999999999900 * (p i  / 2.000) 
F1 = HUANG(g1) 
F2 = HUANG(g2) 
i f  ((FI F2) .lt. O.ODO) then 

Ca l l  Z B R E N T ( H U A N G , ~ ~ , ~ ~ , F ~ , ~ ~ , ~ ~ O ~ ,  i ter )  
else 

U r i t e  (*,120) 'C r i t i ca l  root not found.' 
stop 

endi f 
g ( l )  = g2 
Last 3 1 
U r i t e  (*,275) 'Root nunber = l,last,l i te ra t ions  = ' , i te r  
format ('+',A, I4,A, 14) 

endi f 
endi f 

Star t  the simulation. 
index = -0.02 
index = index + 0.02 
time = lO**index 
i f  (time .gt. tyme(t)) then 

time = tymect) 
index = loglO(time1 

endi f 

f rac t ion  = 1.ODO 
do 400 j=1,2000 
if ( j  .gt. Last) then 

91 = 1.0000D000001DO ( j  - j c r i t  - 0.5DO) * p i  
92 = 0.99999999999DO * ( J  - j c r i t  + 0.5DO) * p i  
if ((91 .It. g c r i t )  .end. (92 .gt. g c r i t ) )  then 

i f  ( j c r i t  .it. 0.5) then 
92 = 0.9999999999900 * g c r i t  
j c r i t  = 1 

else 
g l  = 1.00000000001DO * g c r i t  

endi f 
endi f 
F1 = HUANG(g1) 
F2 = HUANG(g2) 
if ( ( F l  F2) . L t .  0.ODO) then 

Cal l  Z B R E N T ( H U A N G , ~ ~ , ~ ~ , F ~ , F ~ , ~ ~ O ~ , ~  te r )  
else 
if ((g l  - g c r i t )  .gt. 10) then 

g ( j )  = g(j-1) + p i  
i t e r  = 0 

else 
Write (*,120) 'Problem f inding root.' 
stop 

endi f 
endif 
gc j )  = g2 



l a s t  = j 
U r i t e  (*,275) 'Root nunber = ',j,' i t e ra t i ons  = ' , i ter  

endi f 
nuner = 6.ODO*~i*~i*(l.ODO+alpha)*&xp(-befa*time~(j)*g(j)) 
&nm = x i * x i  *(9.000 + alpha * g ( j )  * g( j )  + 9.000 / alpha) 
dcnom = denom - x i  g ( j )  * g ( j )  * (6.000 + alpha) 
denom= d e n m +  alpha * g ( j )  * g ( j )  * g ( j )  * g ( j )  
nexterm = nuner / deMlrn 
f r a c t i o n  = f r ac t i on  - nex tem 
tes t  = nexterm / f r ac t i on  
i f  (abst test )  .it. 1.00-7) goto 410 

400 continue 
c 
410 w r i t e  (*,424) 't ime = ',time,' min. Mt/We = ',fraction, 

z # o f  t e r m = ' , j  
424 format (t+t,A,F15.3,A,F10.8,Al14) 

C = Co * (1.000 - f r a c t i o n  * (1 .OD0 / (1.ODO + alpha))) 
S = (Co - C) * v o l w  / beadmass 
i f  ( j  .eq. 2001) then 

u r i t e  (6,461) time, C, S, C/Co, f r ac t i on  
e lse  

u r i t e  (6,460) time, C, S, C/Co, f r ac t i on  
endi f 

460 format (F15.3,3X,F11.5,3X,F11.3,3X,F8.6,3X,F8.6) 
461 format (F15.3,3X,F11.5,3X,F11.3,3X,F8.6,3X,F8.6,r * I )  

C 

i f  (t ime .eq. tyme(t)) then 
i f  (code(t) .gt. 0.5) then 

Resid = Resid + (C - Conc(l,t))**Z.ODO 
endi f 
Conc(2,t) = C 
t = t + l  

endi f 
C 

i f  (t ime . L t .  tyme(npts)) goto 310 
C 

U r i t e  (6,500) 'Data Comparison:', 
z 'Time(min) Conc.(expt) Conc.(calc) Code' 

500 Format (//A//A) 
Write (6,510) (tyme( j), (Conc(i, j ) ,  i=1,2), code( j), j = l  ,npts) 

510 Format (F10.2,5X,E12.6,5X,E12.6,6X,ll) 
Write (6,520) 'Code: 0 = ignore, 1 = use1, 

z 'Sun o f  squared residuals = I ,  Resid 
520 Format (/A/A,E16.9) 
c 

close (6) 
end 

C .................................................................... 
C 

DOUBLE PRECISION FUNCTION HUANG(g) 
C 

Real*8 ca lc l ,  calc2, g, alpha, x i  
Comnon /Paraml/ alpha, x i  

C 

c a l c l  = (3.000 * x i  - alpha g g) 
c a l c l  = c a l c l  / (3.ODO x i  + ( x i  - 1.000) * alpha g g) 
calc2 = dtan(g) / g 
HUANG = c a l c l  - calc2 
r e tu rn  
end 

C ..................................................................... 
C 

SUBROUTINE ZBRENT(FUNC,A,B,FA,FB,TOL,ITER) 
C 

c Using Brent's method, f i n d  the root  o f  a funct ion FUNC kmnnr t o  
c Lie between A and 0, h o s e  funct ion values are FA and FB, 
c respectively. The root  i s  returned as B, and w i  11 be accurate 



t o  u i t h i n  an absolute error of TOL. This routine 
has been modified by SAR for  use u i t h  a bracketing routine. 

INTEGER*4 ITER, ITUAX 
REAL*8 A, B, C, 0 ,  E, EPS, FA, FB, FC, FUNC 
REAL*8 P, Q, R, S, TOL, TOL1, XM 

PARAMETER (ITWAX = 100, EPS = 3.00-8) 

ITUAX i s  the m a x i m  nunber o f  i terations, and EPS i s  a 
representation of the machine f loa t ing  point precision. 

FC=FB 
DO 11 ITER=O,lTIIAX 

IF(FB*FC.GT.O.ODO) THEN 

Rename A, 6, C, and adjust b o d i n g  interval  D. 

C=A 
FC=FA 
D=B-A 
E =D 

END I F  
IF(ABS(FC).LT.ABS(FB)) THEN 

A=B 
B=C 
C=A 
FA=FB 
FB=FC 
FC=FA 

END1 F 
TOLl = 2.ODO EPS * ABS(B) + 0.5DO * TOL 
XM=0.5DO*(C-B) 

Convergence check. 

I F  (ABS(XM).LE.TOLl .OR. FB.EQ.O.OD0) RETURN 
I F  (ABS(E).GE.TOLl .AND. ABS(FA).GT.ABS(FB)) THEN 

Attempt the inverse quadratic interpolation. 

S=FB/FA 
I F  (A.EQ.C) THEN 

P=2.0DO*XM*S 
Q=1 .ODO-S 

ELSE 
Q=FA/FC 
R=FB/FC 
P=S*(Z.ODO*XM*Q*(Q-RI-(0-A)*(R-1 .ODO)) 
Q=(Q-1 .ODO)*(R-1 .ODO)*(S-1 .ODO) 

ENDIF 

Check whether i n  bounds. 

I F  (P.GT.O.OD0) Q=-Q 
P=ABS(P) 
I F  (2.0DOfP .LT. UIN(3.ODO*XM*Q-ABS(TOLl*O),ABS(E*Q))) THEN 

Accept the interpolation. 

E=D 
D=P/Q 

ELSE 

Interpolat ion fai led, use bisection. 

D=XM 
E=D 

END l F 



ELSE 

Bounds decreasing too slowly, use bisect ion. 

D=XM 
E=D 

END 1 F 

Uove l as t  best guess t o  A. 

A-B 
FA=FB 

Find the new v a t w  of the t r i a l  root. 

I F  (ABS(D) .GT. TOL11 THEN 
B=b+D 

ELSE 
B=B+SIGN(TOLl ,XM) 

ENDIF 
FB=FUNC(B) 

CONT I NUE 

URITE (6,12) f ZBRENT exceeding m a x i m  i te ra t ions .  ' 
FORMAT (A) 
RETURN 
END 
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