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ABSTRACT 

A Study of Focused Ion Beam Micromachining 

by Development of a 3-D Computer Simulation 

and a 3-D Digital Scan Strategy 

Hongyu Ximen, Ph.D. 

Oregon Graduate Institute, 1990 

Supervising Professor: Jon H. Orloff 

Focused ion beam micromachining (FIBM) is a technique capable of 

forming optical quality surfaces in semiconductor laser materials. A beam of 

25 keV ~ a +  ions focused to a 50 to 250 nm spot has been used to sputter 

materials from wafer surfaces, providing a method for fabricating submicron 

features such as diode laser output mirrors and coupled cavity oscillator mir- 

rors. To date, all mirrors fabricated by FIBM have been made up of lines or 

rectangles (i.e. fabricated by straight line scans) and complicated structures 

have been fabricated by various researchers, using straight line scans. How- 

ever, straight line scans cannot satisfactorily be used for many kinds of appli- 

cations. 

In this dissertation, a fully-digitized, non-linear, three-dimensional (3-D) 

and variable-scan-speed scan strategy, which can produce arbitrarily curved 

structures, has been developed. This scan technique has been implemented by 

using a FIB system with an IBM-compatible computer to fabricate Vn, 
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micro-Vn and parabolic turning mirrors in GaAs lasers. These turning mir- 

rors could not be machined by connecting straight line segments because, at  

the junction of the line segments, redeposited material would fill up previ- 

ously machined sections. When the first attempt at  a parabolic mirror was 

initiated using an ion beam with constant scan speed (in the x or y direction), 

a mirror with a non-uniform depth profile was produced. Therefore, a stra- 

tegy which produces constant scan speed along the arc was developed in order 

to fabricate curved mirrors with a uniform depth profile. 

A simple computer simulation of FIBM in 3-D space, which is based 

upon an assumed Gaussian current distribution of an ion beam, has been 

developed to visualize the aforementioned 3-D structures. Experimental 

verifications of the computer simulation have been given. The aim of the 3-D 

simulation is to produce software support for computer controlled FIB 

micromachining of various structures on semiconductor materials at a submi- 

cron scale. 

xiv 



1. INTRODUCTION

This dissertation research involves a 3-dimensional (3-D) computer simu-

lation of focused ion beam micromachining (FIBM), experimental verifications

of the simulation, various examples of FIBM, and some preliminary investi-

gates of focused ion beam induced damage. The computer simulation takes

into account a Gaussian current distribution. The simulation also studies the

effects of a defocused and astigmatic ion beam on micromachined structures.

A 3-D digital ion beam scan strategy has been developed for fabricating vari-

ous 3-D structures in semiconductor diode laser materials. The actual

micromachining has been performed in an FIBM workstation consisting of a

liquid metal ion source (LMIS) and an ion column, as shown schematically in

Fig. 1.1.

The development of high brightness ion sources has grown very rapidly

for the past two decades. Among various types of ion sources1, such as high-

current gaseous ion sources, Philips-Ionization-Gauge (PIG) ion sources, Free-

man ion sources, Electron Cyclotron Resonance (ECR) ion sources, microwave

ion sources, electron beam ion sources, beam-plasma ion sources, laser ion

sources, metal vapor vacuum arc ion sources, and negative ion sources, the

liquid metal ion sources (LMIS)2-10 are unique as they can be easily fabri-

cated, and can produce high current density and finely focused ion beam.

As shown in Fig. 1.1, a typical ion column that consists of a three-

cylinder asymmetric einzel lens and an octopole stigmator /defiectorll, 12 is

very much analogous to a series of optical lenses which may focus light rays
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emitted from a source in one plane onto another plane. In electron micro- 

scopes and electron beam (e-beam) lithography machines the magnetic lenses 

are usually used to bend the paths of electrons. For focused ion beam system, 

since the ions are more massive and travel more slowly. electrostatic lenses 

are commonly used, which consist of three (or more) very precisely machined 

cylindrically symmetric electrodes at  different potentials. The beam passing 

through ion lenses is focused and and accelerated by the electric fields. Since 

electrostatic fields are cylindrically symmetric about the axis of the beam, and 

since the focusing of the beam by the electric field is proportional to the dis- 

tance from the axis, a lens-like operation results. 

Surface interactions initiated by high energy ions on materials will result 

in many effects in the original materials such as ion implantation and sputter- 

ing, as shown schematically in Fig. 1.2. The sputtering process has been a 

topic of interest for more than twenty years13. The mechanism of the 

sputtering process has been studied by many researchers both theoretically 

and e ~ ~ e r i m e n t a l l ~ l ~ - ~ ~ .  Some Monte Carlo computer programs for simulat- 

ing the sputtering process were developed, such as T R I M . S P ~ ~ ~ ~ ~  and Mar- 

1 0 w e ~ ~ .  

In the past several years OGI's surface physics group and optoelectronics 

group have pioneered in the development of new techniques utilizing 

micromachining with focused ion beams, where the sputtering process has 

been explored to be used explicitly in removing materials at  submicron scale. 

For example, focused ion beam micromachining has been used for various 

purposes on semiconductor diode lasers35, such as the fabrication of laser mir- 



Photons Neutrals 

Radiation 
Damage 

Implantation 

Figure 1.2 Schematic diagram of some ion/solid interactions initiated by a 
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ror facetsa6, production of coupled-cavity lasers3', fabrication of 45" deflecting 

mirrors for surface-emitting diode lasersa8 and formation of serpentine3g and 

ring40 distributed Bragg reflector (DBR) grating surface emitting (GSE) laser 

arrays. 

In this dissertation, a simple computer simulation of FIBM in 3-D space, 

which is based upon an assumed Gaussian current distribution for the focused 

ion beam, has been developed (see chapter 2) in order to visualize FIB 

micromachined structures. The aim of the 3-D simulation is to provide 

software support for the computer controlled FIB micromachining of various 

structures on semiconductor diode laser devices. 

In the process of fabricating the aforementioned structures by traditional 

FIBM, the ion beam was scanned along straight lines with constant scan 

speeds in two orthogonal ( x  and y )  directions, and variable dwell time scan 

strategy was also reported41. However, for some applications the ion beam 

has to be scanned along a curved path in order to make 3-D non-linear 

features. Although, some attempts have been made at  fabricating 3-D 

features using F I B M ~ ~ ,  applications of straight line scans are limited. A new, 

3-D digital scan strategy developed to fabricate non-linear 3-D features by 

scanning the ion beam along a curved path has been studied in chapter 3. As 

a result of this strategy, several 3-D features have been micromachined, 

including VV" and m i c r ~ - ~ V "  mirrors designed to enhance coupling between 

adjacent laser stripes in semiconductor diode laser arrays and parabolic mir- 

rors designed to produce unstable resonator ring lasers in diode laser arrays. 

Also the 3-D computer simulation could be used to investigate such compli- 



cated 3-D structures. 

All experiments conducted in this dissertation research (see chapter 4) 

were accomplished at  an FIBM workstation consisting of an AMRAY 1830 

SEM, and an ion gun manufactured by FEI Co. with a 25 keV GaS ion 

beam focused into a 500A to 0.25pm diameter spot. The position of the ion 

beam has been controlled by an IBM-compatible computer though 12-bit 

DACs in such way that the ion beam is scanned according to certain scan 

strategies. Several special features have been FIB micromachined in order to 

verify the computer simulation. Some of them had been designed to improve 

the performance of diode laser devices, such as 45" turning mirrors used to 

form ring lasers, Vn and micro-Vns mirrors designed to enhance coupling 

between laser stripes and parabolic turning mirrors designed to achieve 

unstable resonator ring lasers. However, only ring lasers, using 45" turning 

mirrors, have, to this point, demonstrated some improvements39~40. 



2. THREEDIMENSIONAL MODEL OF COMPUTER 

SIMULATION FOR FIB MICROMACHINING 

2.1 Introduction 

The main objective of a computer simulation for FIB micromachining is 

to predict shapes of structures that need to be fabricated, before carrying on 

the actual micromachining, in order to prevent any mistakes in the machining 

process. The aim of this 3-D simulation is to provide software support for the 

computer controlled FIB micromachining of various 3-D structures on sem- 

iconductor diode laser devices. 

A 2-D simulation method for F I B M ~ ~ ,  commercial software43 and a 3-D 

simulation method for static and broad (usually 2mm in diameter) ion beam 

etching44 have been developed by various workers. However, in literature, 3- 

D simulations for focused and scanned ion beam micromachining have not 

been reported yet. For that reason, an attempt to do at  such a 3-D simula- 

tion for FIBM in cooperation with a 3-D digital scan strategy for the FIB sys- 

tem has been initiated in OGI. The 3-D simulation will be discussed in this 

chapter and the scan strategy in next chapter. 

A computer simulation can also provide helpful information for one who 

performs FIB micromachining of a structure for the first time. One can simu- 

late the FIB micromachining on a computer first, to estimate whether the 

structure is the one which he or she is expecting with 3-D display and then 



carry out the actual FIBM correspondingly. A computer simulation of FIBM 

based upon an assumed Gaussian current distribution will be discussed in sec- 

tion 2.3.3. 

For a 3-D feature, one cannot inspect the actual machined structure from 

a cleaved cross-section because the cross-sections will be different as the 

cleaved facets are changed to different locations. Therefore, an effective way 

to investigate any FIB micromachined 3-D structure is extremely important 

for fully understanding the FIBM technique. One straightforward way is the 

computer simulation of F B M  in 3-D space, which would reflect the actual 

micromachined structure. An initial attempt to do such a 3-D simulation has 

been made based upon an assumed Gaussian current distribution of the ion 

beam. 

2.2 Background 

The essence of a computer simulation is to find a function, discrete or 

continuous, which represents a physical phenomenon of interest (under certain 

assumptions), based upon the nature of the physical phenomenon. In the case 

of ion beam sputter etching, it is to find functions which represent the surface 

of a wavefront (i.e. etching-front); then to plot the functions in a 2-D or 3-D 

display. Although the physical conditions are known for ion beam sputter 

etching, there are many uncertainties about how to approach the evolution of 

the surface under ion bombardment. There have been several approaches, 



including characteristic line analysis and string line segments algorithm. 

2.2.1 Simulation using a characteristic line analysis 

R. Smith e t  a1 have developed a fairly complete computer simulation 

theory44-48 taking into account some secondary e f f e ~ t s ~ ~ ~ ~ ~ , s u c h  as the 

sputtering yield angular dependency, ion beam reflection, and redeposition, 

based upon characteristic line analysis for homogeneous etching using a static 

and broad ion beam (usually 2 millimeters in diameter). To determine the 

direction of propagation surface contours, at  first they solve the differential 

equation describing erosion in the surface normal direction, 

where S is the sputtering yield, + is the incident ion flux (ions cm-2s-1), 0 is 

incident angle of the ion beam, and r, is distance in the normal direction. 

This means the x and y etching components have been taken into account 

implying that homogeneous etching has been simulated. Then equations 

which represent the propagation of the wavefront, can be obtained as follows, 



where S' is the first derivative of S with respect to 0, t l  is the total propaga- 

tion time, and the (o,,cry,cr,) is a constant spatial vector along the charac- 

teristic lines determined by the ion flux 4 and the sputtering yield S. A new 

wavefront ( x  ' i ,  y 'i ,z thus solved propagates along the characteristic lines at  

a certain angle with respect to the existing wavefront ( x i  ,y ,  ,zi), i.e. by solving 

the differential equation, a set of spatial functions of time has been obtained 

to describe the advance of the wavefront. Furthermore, with a beam several 

millimeters in diameter, broad ion beam etching has often been described in 

terms of the surface evolution of an initial surface contour, but the conven- 

tional FIBM is used to create larger-size structures than the ion beam spot 

itself, by scanning the focused ion beam. 

Comparing with other simulations, the characteristic line analysis has its 

own problems with respect to the mathematical approaches to describe 

corners and edges. Especially, if the initial contour is a smooth curve, then 

surface gradient discontinuities can arise when characteristics intersect, so 

that care has to be taken when computing an eroded surface to remove points 

which occur after characteristic intersections. 



2.2.2 String line segments algorithm 

Meanwhile, attempts to simulate the sputter etching process have been 

carried out51-54, and some groups have taken into account secondary 

 effect^^^-^^. Among them, a commercial program (SAMPLE) using a "string 

line segments a1gorithm"by Neureuther et  a143p60, has been developed. This 

algorithm treats the cross-section of an etched depth profile as a string of line 

segments in two dimensional space. Evidently, a new etching position of a 

point is calculated by assuming the adjacent line segments advance as planar 

fronts to form a new intersection, rather than advancing in the direction of 

the perpendicular bisector of the adjacent segments at the rate for that direc- 

tion. However, this simulation is for homogeneous etching processes. 

Rangelow e t  alsl have gone a step further, exploring the potential of the 

"string line segments algorithmn to develop a computer simulation including 

secondary effects. 

Another 2-D simulation program named  COMPOSITE^^, which allows 

the simulation of all important processing steps occurring in typical sequences 

involved in the fabrication of integrated circuits such as doping, oxidation, 

lithography, etching and layer deposition, has been developed extensively 

based upon the SAMPLE. Using the COMPOSITE program, Mueller et a1 

have developed a fairly accurate two-dimensional computer simulation to 

describe the repair of X-ray mask structures with focused ion beams 

(0.1 - 0.3 p m  in diameter), by using a semi-empirical approach to the 

redeposition e f f e ~ t ~ ~ , ~ ~ .  As a different approach to advance the etching wave- 

front, they note that "The ion beam, which is assumed to be homogeneous in 



usual ion milling, was confined in one direction (x-direction)". Moreover they 

indeed mentioned that the theory could apply for three-dimensional cases. 

However, "because the numerical effort for calculating three-dimensional 

effects is extremely high, a simple analytical model has been developed, which 

reduces the problem to a two-dimensional one". Therefore, this 2-D computer 

simulation has been one of the most promising approaches in the 2-D simula- 

tion of FIB techniques. 

In the late '80s, both Smith and Mueller e t  a1 had stopped their theoret- 

ical research on computer simulations of FIB techniques, while the reactive 

gas assist focused ion beam etching (RGAFIBE) technique has grown rapidly. 

More and more, people have intended to overcome the secondary effects 

experimentally, rather than theoretically. It seems that the theoreticians have 

not kept on developing of RGAFIBE technology, although modern computer 

power has already provided the complete possibility. 

2.3 Three-dimensional computer simulation 

We will put forward three basic assumptions to describe the sputtering 

process in conjunction with a variable-scan-speed ion beam scan strategy 

throughout chapter 2 and 3. The first assumption is that the ion beam at the 

target is of a Gaussian current distributionfi4, although actually the ion beam 



current distribution is a quasi-Gaussian one with a long non-Gaussian tails5- 

69. The second one is that, for each incident ion there will be a fixed amount 

of atoms sputtered off the substrate, and the recession of the surface is along 

the incident beam d i r e c t i ~ n ~ ~ y ~ ~ ,  because FIB micromachining is a sputtering 

process where sputtering occurs mainly along the incident beam direction. 

The third one is that, if the ion beam current and spot size are kept constant 

in an experiment, the volume of removed material is linearly proportional to 

the ion beam dwell time. 

Based upon the above assumptions, a Gaussian shaped crater will be 

machined by the Gaussian beam itself. Experimental evidence of such Gaus- 

sian shaped craterss8 has been observed (see section 4.2.1 for details). It 

could be deduced that a Gaussian depth profile in 3-D space should be a good 

approximation70~71 of the etching surface in the first order simulation of FIB 

micromachining. We can then derive the smallest volume element dv 

removed by this Gaussian beam as follows, 

+ac +ffi 

K 
dv = J J Z?rexP(- s2+ y 2  ) d z  dy dt = K u2  dt, 

- w  woo 2a2 
(2.1) 

where 20 is the Gaussian beam diameter, dt is the minimum achievable dwell 

time and K is the etch rate. K can be experimentally determined by care- 

fully machining a series of simple patterns, (for example, rectangles or 

straight lines), on a given material with different ion doses. The depth of 

cross-section divided by the dwell time dt  times the number of scans is the 

etch rate K in pm per second per scan. A pre-determined etch rate K can 



then be used in the simulation program. With our present FIB workstation, 

when the ion beam is focused to 0.25pm in diameter and with a total beam 

current of about 290pA, the term K*dt is approximatively 0.001pm for 

GaAs materials. Typically, the dwell time dt ranged from several ps to 

several ms for standard 12-bits DAC's. Therefore, in real FIB micromachin- 

ing experiments the ion beam will have to be scanned thousands of times in 

order to machine a crater with a depth of several micrometers. 

A focused ~ a +  ion beam will mostly sputter materials inside a region of 

the Gaussian distribution with a radius of three or four beam radii. However, 

we can extend the above Gaussian integration to (-or, to +or,), because the 

integral of a Gaussian or an error function is dominated in the region, where 

x or y range (-4u,+4u). due to the nature of a Gaussian or an error func- 

tion. For the sake of mathematical simplicity, we will keep using Gaussians 

(i.e. error functions), rather than truncated Gaussians. It is evident that the 

crater depth will not practically be affected by part of the Gaussian function 

outside the ( - 40, + 40) region. 

2.3.2 Limitations 

What is the limitation of this simulation? All the secondary effects, 

namely sputtering yield angular dependency, ion beam reflection, and redepo- 

sition, have not been taken into account! Therefore the present simulation 

will apply to cases for which the depth aspect ratio is small, while the non- 

Gaussian tail effect and secondary effects are not very pronounced. 



These secondary effects have bothered everyone in the FIB field, since the 

invention of FIB system. Much effort has been made for understanding or 

solving both theoretically and experimentally these secondary effects. How- 

ever, in about the last decade a most promising new technique in FIB has 

been developed by various groups72-78, which is the reactive gas (Clp) assisted 

FLB. Evidence of high sputtering yield and negligible influence of secondary 

effects have been ob~erved'~. U-shaped grooves with nearly vertical side walls 

are formed by reactive gas assisted FIB, rather than the V-shaped grooves 

with slanted side walls of several degrees, which are believed due to the 

redeposition and/or self-focusing (ion reflection) effects. 

As far as we know, up to date, the simulation of the effects of reactive 

gas assisted ion beam etching in three-dimensional space has not been 

reported in literature. However, due to the above-mentioned efficient tech- 

nique, the simulation should be easy to do, because all secondary effects have 

effectively disappeared. Therefore, the present simulation using Gaussian 

depth profile, could be accurate enough for the simulation of reactive gas 

assisted ion beam etching because the secondary effects, such as redeposition 

and/or ion reflection, are unremarkable. For this simple Gaussian beam 

approach, we will apply our simulation not only to the depth profile, but also 

to introduce the concept of roughness of a FIB micromachined crater, in order 

to  explain the mechanism of FIB micromachining from an experimental point 

of view. 

This simulation does have one interesting feature, i.e. the etch rate K 

can be a function of x,y,z.  This is very useful for the simulation of fabrica- 



tion of various diode laser devices, or for performing failure analysis on IC 

devices, which often have different materials in different layers in a sandwich 

structure. 

2.3.3 Gaussian depth profile 

By analogy with digging a trench shovel by shovel, the FIB micromachin- 

ing process can be simulated by sputtering (digging) material from a semicon- 

ductor diode laser or IC device (the ground) with an ion beam (the shovel) to 

machine a structure (the trench). The total structure is constituted by many 

small Gaussians (shovels) gradually. Therefore, the surface of this structure is 

not mathematically smooth, and has a certain roughness, discussed in section 

2.3.6. Based upon the above-mentioned two assumptions, for a first order 

simulation of FIBM, a Gaussian depth profile in 3-D space is appropriate. 

Therefore, the following simulation will be exactly accurate only for very shal- 

low craters where these secondary effects can be ignored, or for reactive gas 

(Cl 2) assisted FIB etching technique. 

From Eqn. (2.1), the depth of a crater, machined by a Gaussian beam 

K 
with minimal dwell time dt ,  is -exp (- x2+ y2  ) dt. Experimentally, to 

2 ~ r  2a2 

create a structure, this small Gaussian beam has to be placed (scanned) in an 

area many many times, according to a certain beam scan strategy. Therefore, 

the simulated FIBM etching depth Z(x,y) of a crater is represented by the 

following equation, 



where Z(x,y) is the crater depth at point (x,y), and N is the total number of 

beam scans. w(xp,yp) is a weighting factor in multiples of the minimum 

achievable dwell time dl at each scan point (xp,yp), which could be used to 

simulate scan strategies with variable dwell time. Z(x,y) is summed over a 

set of discrete points (xp,yp) as a sub-set of a 4096 x 4096 pixel space 

(because we are using 12-bit DAC's), determined by a beam scan strategy as 

described in the next chapter. 

In a real FIB micromachining experiment, to machine a crater the 

material will be gradually removed one small volume element a t  a time. The 

temporal location (xp,yp) of the ion beam can be varied for different applica- 

tions based upon a beam scan strategy with constant dwell time dt80. Also 

for a given scan strategy, i.e. a fixed set of (xp,yp), one can vary the dwell 

time function ~ ( x ~ , y ~ ) ,  to gain more freedom in control of depth profiles41~81. 

Normally only a top view of any FIBM structure will be seen under SEM 

examination, and depth profiles of these structures cannot be obtained 

directly by SEM observation. Therefore, one would usually cleave a sample 

and then inspect a cross-section of the structure with a SEM in order to 

obtain the depth profile. But this is possible only if the structure has been 

machined by straight line scans and the cleaved line is perpendicular to the 

scan direction. In cases of more complicated 3-D structures in which the ion 

beam is scanned along curved paths, there are no directions along which one 



can cleave the sample to obtain a general cross-section of the depth profiles. 

Therefore a 3-D simulation of the FIBM is useful for "viewing"the depth 

profiles of such 3-D features, by inverting the z axis. 

3-D normal and inverted views of a simulated FIB micromachined circu- 

lar crater are shown in Fig. 2.1, where a non-uniform depth profile has been 

produced by scanning a simulated ion beam a t  a constant x scan speed, but a 

variable y scan speed according to an equation of a circle. Obviously, a more 

sophisticated beam scan strategy is needed to fabricate a 3-D structure with a 

uniform depth profile, which is desired for certain applications. 

2.3.4 Single scan approach 

According to Eqn. (2.2), materials are always removed in the same 

fashion with a fixed scan strategy and dwell time function. In other words, 

the Gaussian beam is scanned by a fixed set of (xp,yp) and a fixed function 

m(xp,yp) of dwell time dt for N times. On the other hand, for certain appli- 

cations of interest the ion beam has to be scanned differently for each pass of 

the ion beam; thus a simple multiplication by N cannot handle these special 

cases41, *O. Therefore a single scan approach were developed. 

As we know, the removal rate per scan is about a few nanometers in the 

z direction using a 0.3nA, 25 keV ~ a +  ion beam with a 0.25pm spot size. 

Thus, to fabricate a 3-D structure with several micrometers depth, the ion 

beam will need to be scanned many times in order to achieve a desired depth 

profile. At the n + lih scan, the etching depth Zn+l(x,y) is represented by the 
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Figure 2.1
3-D normal and inverted views of a simulated circular crater- A
non-uniform depth profile, as shown in the inverted view, has
heen produced by scanning a simulated ion beam at a constant y
scan speed.



following equation, 

where Z, (x , y ) is the depth profile of the previously micromachined structure, 

so-called a single scan approach. Evidently, (xp,yp) and o(xp,yp) do not have 

to be the same at each sweep of the Gaussian beam. Some applications of 

this single scan approach have been used to fabricate a 45" or a parabolic 

deflecting m i r r ~ r ~ ~ ~ ~ * ,  machining them into diode laser waveguides to make 

surface emitting laser devices. This was done by shrinking the rectangular 

scan area with each pass of the beam. Also the dwell time function o(xp,yp) 

could be varied as we1141. In section 2.3.5, we will discuss the simulation of 

etch rate K as a function of z ,  which is made possible by this single scan 

approach. The computer implementation and source code will be described in 

detail in Appendix B. 

2.3.5 Etch rate as a function of depth ( 2 )  

For many applications of focused ion beam techniques, such as the fabri- 

cation of various semiconductor diode laser devices, repair of X-ray masks, 

and failure analysis on integrated circuits, the substrate which needs to be 

micromachined usually has different kinds of materials in different layers. 

Therefore the etch rate K has to recognize such differences. Because Eqn. 



(2.2) determines the depth profile of FIB micromachined structure for a single 

component substrate, Eqn. (2.2) cannot treat the cases for which the substrate 

has more than one component. However, if we use the single scan approach, 

then the etch rate K can be made a function of depth z .  Eqn. (2.3) is rewrit- 

ten in the following way, 

where K is now a function of Zn(x,y). 

Because the etching-front Zn(z,y) will advance a few nanometers per 

scan, along the incident ion beam direction, i.e. z direction, the error of the 

different etch rate K, introduced by this single scan approach, will be about a 

few nanometers in the calculation of depth profiles at  the interfacial plane of 

two different material layers. For example, when the smallest Gaussian is 

sputtering away one half volume of materials from the present layer and the 

other half volume of materials from next layer during one sweep of the beam, 

in the interfacial plane, the error of the different etch rate K will be 

Kz 
magnified by the factor of -, where K1 is the etch rate of the present layer, 

K 1 

and Kz is the next layer. But the etching-front Zn+l(x,y) has no knowledge 

about which actual etching-front was already in the next layer with a 

different etch rate Kz. 



To eliminate this type of error, a split scan approach has been intro- 

duced exclusively for the sandwich structures, i.e. where the etch rate K as a 

function of Zn(z, y ). Of course, if one is not concerned about the errors, one 

does not have to spend extra computing time to gain a small improvement in 

accuracy. However, to complete the simulation of the etch rate K as a func- 

tion of z(z,y), we introduce such a split scan approach as the following. 

1 ( Z - Z ~ ) ~ + ( Y  -ypI2  
Defining Al(z,y) = C -exp(- )w(zP,yp)dt, 

=P 9 VP 
2.rr 2a2 

where Z,,,, (z ,  y ) represents possible new etching-front. If Zpo,, ( x ,  y ) 5 HK, 

where HK is the depth of the interfacial plane, then Eqn. (2.4) is used. Oth- 

erwise, 



Therefore, during each pass of the Gaussian beam, the simulation pro- 

gram will check the possible new etching-front Zp8,(x,y) whether it exceeds 

HK or not. The foIlowing algorithm is implemented into the computer simu- 

lation program, 

i f  (Zp,88(x,y) .It. HK) then 

Zn+l(~,sr)  = ZP.88(~,Y) 

else 

To illustrate this split scan strategy, assuming the depth HK of the interfacial 

plane for a two-layer wafer is equal to 0.5pm, and K1 = 1.0, K2 = 2.0 in 

Fig. 2.2(a), K2 = 0.5 in Fig. 2.2(b), the first curve, in both figures, represents 

an existing crater machined into first layer of the wafer. In Fig. 2.2(a), if K1 

is still used as the etch rate, then the second curve will be the new etching- 

front, which is shallower than the real one, because K l  < K2. On the other 

hand, if K2 is chosen, then the deepest (fourth) curve will be the new 

etching-front; it is deeper and wider than the real one because part of the 

crater should be in the first layer. However, by introducing the split scan 

strategy, the third curve is obtained, for which part of the crater below the 

first layer belongs to second curve, and the other part beyond the first layer is 

K2 
magnified by -. By contrast, in Fig. 2.2(b) the second curve with K2 is too 

K1 



Figure 2.2
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Cross-sections of simulated grooves using the split scan strategy.
(a) Upper: sputtering yield of the FIRST layer material is equal
to one half of the yield of the SECOND layer. (b) Lower:
sputtering yield of the SECOND layer material is equal to one
half of the yield of the FIRST layer.



shallow, and the fourth one with K1 is too deep, while using the split scan 

strategy the third curve is laid between the second and fourth, reflecting the 

fact that K l  > K2. 

Obviously, this scan approach can only be used when the etch rate K is 

a step function of z(x,y) .  Furthermore, we only check Z,,,,(x,y) against HK, 

but not each basic small Gaussian element, that implies we only consider an 

average effect over one full sweep of the Gaussian beam. On the other hand, 

the split scan approach reflects the real micromachining more closely than the 

single scan approach when the substrate has a sandwich structure (see section 

4.3.1 for details). In case of K as continuous functions of z(z,y), Eqn. (2.4) is 

used. 

2.3.6 Roughness of a micromachined surface (RN) 

Since an ion beam is scanned in a discrete manner, i.e. a digital scan, the 

roughness has to  be investigated in order to choose an adequate scan strategy 

to FIB micromachine a 3-D structure with optical quality surfaces. If the ion 

beam is scanned in such fashion that two adjacent scan points are more than 

one beam diameter apart, then a non-uniform depth profile and crater wall 

would be produced. On the other hand, if one wants to make optical 

diffraction gratings or quasi-sinusoidal surface contours, the separation of two 

adjacent scan points has to be greater than one beam spot size. By introduc- 

ing the concept of nroughness of a micromachined surfacen, one can get a 

clear picture of this discrete digital scan, while an optically smooth 



micromachined surface can be obtained by choosing the adjacent scan points 

less than one beam radius. However, for an ion beam with uniform current 

distribution, one can obtain a uniform micromachined surface if the ion beam 

is scanned such that the separation of two adjacent scan points is less than 

one beam diameter. 

If we assume that the Gaussian beam is scanned along the z axis, where 

yp = 0, in such way that the separation of two adjacent scan points will be 

2u -, where d is a positive number and greater than unity, and that the etch 
d 

rate K is constant, then after N scans, the depth profile of this simulated 

groove can be derived from Eqn. (2.2), when w(zp ,gp) = 1, 

where I is the number of total scan points in the straight line. A simulated 

groove, with I = 11 and separation equal to a, is shown in Fig. 2.3 for 3-D 

normal and inverted views. Note that the side wall is smooth and the depth 

is uniform. 

In fact, according to Eqn. (2.6), we just simply sum over all the small 

Gaussians at  scan points (xp,yp), then multiply the sum by N and finally 

obtain a micromachined crater. In mathematics, we can also leave the Gaus- 

sian beam at one point (zp,yp) for the dwell time Ndt, then move it on to 

next point, which will give a same final structure as the previous machining 

method. However, in experiment, we want to scan the ion beam as fast as we 



Figure 2.3 3-D normal and inverted views of a simulated groove. The 
groove with a uniform depth profile and smooth walls has been 
produced by digitally scanning a simulated ion beam along a 
straight line, where the separation of two adjacent scan points is 
a (one half of spot size). 



can, i.e. remove as little material as possible per scan, in order to eliminate all 

the secondary effects, mainly including sputtering yield angular dependency, 

ion beam reflection, and redeposition. 

Therefore, to estimate the roughness of a micromachined crater using a 

Gaussian beam in a special case, we will machine a large Gaussian crater Ndv 

2a  
first, then machine another one a t  a scan point - away from the previous 

d 

scan point. In mathematics, this will give the same final crater as if the 

Gaussian beam is scanned back and forth between these two scan points 

20 
separated by -. A dramatic crater machined by two large Gaussians, with 

d 

a large separation 3u, has been used for illustrating non-uniformity effects, as 

shown in Fig. 2.4 for 3-D normal and inverted views. Note that a non- 

uniform side wall and depth profile have been created. The equation of the 

large Gaussian crater is given as follows: 

where the height of the Gaussian is 
N K dt . At a plane z = C, the cross- 

27r 

section of one large Gaussian crater is a circle, which is defined as, 

2 NKdt 
z2 + y2 = 2a  In(-). 

2TT C 

We define the roughness of the micromachined wall as RN = R - H, where 



Figure 2.4 3-D normal and inverted views of a simulated structure. The 
structure with a non-uniform depth profile and rough walls has 
been produced by digitally scanning a simulated ion beam 
between two scan points with a separation of 30 .  



R is the radius of the circle and H is the distance from the intersection point 

of two circles to the axis of the simulated groove shown in Fig. 2.5. There- 

fore, we obtain 

NKdt R 2  = 2u21n(-), 
21T C 

and 

u 
where - is one half of the separation of two adjacent scan points. Finally, 

d 

from Eqns. (2.9) and (2.10) we can obtain the roughness of the side walls of 

this straight line groove, RN = R - H .  

20 
To evaluate the roughness RN as a function of the beam separation - 

d '  

we recall that the definition of the etch rate K in p n  per second per scan, 

which is the depth of cross-section divided by the product of the dwell time 

dt and the number of scans N .  In other words, the final depth 2, i.e. the 

depth of cross-section of the crater, is equal to 
N K dt . Therefore we can 

27T 

2u study RN as a function of the separation -, as well as the depth of the 
d 

crater, z = C = h Z, where 0 5 h ( 1. Then Eqn. (2.9) becomes, 



Figure 2.5 The definition of the roughness (R - H) of micromacliined walls 
is illustrated, where three overlapped circles represent a Gaussian 
beam at three adjacent scan points for the same dwell time. R is 
the radius and H is the distance. 
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By means of Eqn. (2.10), the normalized roughness is given by,

RN = ~ - V2In(~)- :2'(J
(2.12)

We can thus plot the RN with respect to normalized separation ~ at
(J d

different normalized depths h, as shown in Fig. 2.6.

Therefore, for separation of ~, the roughness RN is equal to about
2

0.03 (J when the depth goes from 0.1 Z to 0.6 Z. AB an extreme case with a

separation of 2 (J, (d = 1), h has to be less than or equal to 0.6 in order to

make Eqn. (2.12) valid. On the other hand, if the separation is equal to ~,2

then the roughness RN is equal to 0.074 (J at h = 0.9. In other words, if an

ion beam is scanned in such a way that the separation of two adjacent scan

points is one quarter of a beam diameter, then the roughness of a side wall of

a micromachined structure is not greater than 3.7% of one beam diameter,

when the depth goes to 90% of the crater's full height. For an ion beam with

0.25Jl.m spot size, when the separation is 0.0625Jl.m, the roughness

RN = 92.5 Aat h = 0.9, and RN = 37.5 Aat h = 0.6, which is 0.47% of a

typical wavelength of AIGaABsemiconductor diode lasers (about 8000 A).
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Roughness of micromachined walls vs. normalized separation of
adjacent scan points is plotted at different normalized depth of
micromachined structures. The normalized depth is varied from
0.1 to 0.6 in 0.1 intervals for the curves from the bottom to the
top. The greater the depth toward the bottom of the structure,
the higher the roughness of the side walls.
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2.4 Conclusions

Under three basic assumptions, (1) the current distribution of an ion

beam is Gaussian; (2) the sputtering occurs mainly along the incident beam

direction; and (3) the volume of removed material is linearly proportional to

the ion beam dwell time; the Gaussian depth profile micromachined by the

simulated ion beam can thus be derived. With these assumptions, a fairly

complete three-dimensional (3-D) computer simulation of focused ion beam

micromachining has been developed. By this simulation several practical

phenomena and some interesting problems have been investigated, which

include the single scan approach for fabricating 45° or parabolic deflecting

mirrors; the split scan approach for etch rate K as a function of depth z; and

the introduction of roughness RN of a micromachined surface to provide a

basic strategy of the ion beam digital scan.

Although this 3-D simulation did not take into account secondary effects,

(i.e. sputtering yield angular dependency, ion beam reflection or self-focusing,

and redeposition effects), this simulation will apply to cases where the depth

aspect ratio is small, less than 2:1, or reactive gas (CI2) assisted focused ion

beam etching is employed and the influence of all secondary effects is unre-

markable. With all the above-mentioned features, this simulation computer

program should be user-friendly, easy to use, and useful to an FIB operator

who does not have to have extensive knowledge about FIB techniques. In

other words, this 3-D simulation could provide a software support system

built into any FIB micromachining system to give a visual 3-D picture of an

expected 3-D structure rather quickly before the actual FIB machining.
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A more accurate 3-D simulation taking into account all secondary effects

such as redeposition, sputtering yield angular dependency and self-focusing,

and providing more precise and efficient representations of a 3-D surface is

extremely challenging. Unlike 2-D simulation such as string line segments

algorithm42, 43,60,63, the aforementioned 3-D simulation needs all information

of surface locations including positions and orientations. For whatever

approaches may be used, the final surface element must be less than one ion

beam diameter, which will boost the requirement of a host computer. The

key in this dissertation is to explain the concept of the 3-D simulation of

FIBM by a simple model rather than complicated mathematical calculation.



3. ION BEAM SCAN STRATEGY 

FOR FABRICATING 3-D STRUCTURES 

3.1 Introduction 

In conventional FIB micromachining, a focused ion beam is always 

scanned along straight lines to machine narrow grooves or rectangular craters 

in order to fabricate submicron devices such as diode laser output mirrors and 

coupled cavity oscillator mirrors has been de rnon~ t ra t ed~~ ,  419 80, 81. However 

straight line scans cannot be satisfactorily used for some applications. 

Although the possibility of fabricating such 3-D structures has been briefly 

mentioned in the literature, no results have yet been reported. Moreover, the 

depth profiles of these above-mentioned 3-D structures can be non-linear, by 

altering dwell time or changing the width of rectangular scan regions, but 

boundaries or shapes of side walls are still straight lines. 

However, curved or non-linear side walls are of particular interest for 

making unstable resonator lasers. A need for fabricating more sophisticated 

3-D structures has arisen for certain applications. Therefore, a fully-digitized, 

non-linear, three-dimensional and variable-scan-speed scan strategy has to be 

developed in order to produce desired structures with arbitrarily curved paths 

in a plane and arbitrary depth profiles. This strategy has been implemented 

using a FIB system with an IBM-compatible computer to fabricate various 

kinds of 3-D structures. Due to certain specificities of the nature of FIB 



micromachining, where the x and y scan speeds determine depth profiles in 

the z direction, and the positions of the ion beam determine shapes of 3-D 

structures in the x - y plane, the approach of this 3-D scan strategy will con- 

sist of two parts. One is to obtain the desired depth profile by scanning the 

ion beam along certain scan points (see section 3.3). The other is to achieve 

the desired depth profiles by selecting appropriate arc-scan-speeds (see section 

3.4). 

In general, there are two basic methods to scan an ion beam, one is con- 

tinuous scan using analog signals from ramp signal generators, the other one 

is a discrete scan using discrete voltage signals from DAC's. The applications 

of continuous scan will be described extensively in section 3.2, and the 

variable-scan-speed strategy in both analog and discrete forms will be dis- 

cussed in section 3.3 and 3.4. 

3.2 Various structures machined by raster scans 

Although various ion beam scan strategies has not been thoroughly dis- 

cussed in literature, except variable dwell time strategy41*81,82, there is 

indeed a need for a more sophisticated and more flexible scan strategy, espe- 

cially for fabrication of semiconductor diode laser devices and for possible 

microsurgery on integrated circuits. 

The position of an ion beam is usually controlled by a set of deflecting 

electrodes, in both x and y directions. Given definite values of deflection vol- 



tages, the ion beam will stay in a certain place, until a change of deflection 

voltages occurs. Therefore, different methods for changing deflecting voltages 

will result in different scan paths of the ion beam. 

3.2.1 Non-linear path functions 

In mathematics, a trajectory in the zy plane can be expressed by a set of 

z and y parametric functions of time t ,  z = x(t)  and y = y(t). For exam- 

ple, a circle can be drawn by s = a cos(t) and y = a sin (t), where a is the 

radius of circle, and the center of circle is at origin. By analogy, a circular 

path function for the ion beam can be controlled by a set of deflection voltage 

functions of time t ,  i.e. ramp signals, Vz = A cos(t) and Vy = A sin(t), 

where Vz and Vy are the deflection voltages in the s and y channels, respec- 

tively, and A is the amplitude of the waveforms. By shrinking A after each 

complete revolution, a set concentric circles could be machined by the ion 

beam, which could be used as circular gratings in DBR-GSE diode lasers, or 

by applying different amplitude to the z and y channels, an ellipse could be 

produced. Also for mathematicians' fantasy, Lissajous path functions can be 

obtained by changing the frequencies of the ramp signals, i.e. x = a cos (mt) 

and y = a sin (nt), where m and n are integers. In Fig. 3.1, Lissajous path 

functions with various rn and n have been shown, in principle, which could 

be machined by the ion beam, but are doubtfully of any practical value. 



Figure 3.1 Possible trajectories of different path functions, in the sy plane, 
are generated using sinusoidal functions with different periods, 
z = a cos(mt) and y = a sin(nt). 



3.2.2 Straight lines and rectangles 

Saw-tooth and square waveforms are indeed valuable for fabricating 

diode laser devices and for analyzing failures of integrated circuits. Combina- 

tions of these two waveforms will provide a variety of straight line structures, 

including straight lines with or without slopes, rectangles, and squares. Based 

upon the nature of different ramp functions, we will break these features into 

two categories: one covers straight lines, the other rectangles and squares. 

With the same frequency in both z and y channels, a straight line function 

will be achieved, while with different frequencies, rectangles and squares can 

be made. 

3.2.2.1 Straight lines 

Within one period, waveforms can be written as z = at and y = b t ,  

where a and b are the slopes of the ramp. Therefore, the equation of this 

b b 
straight line in the xy plane is y = - s, i.e. a straight line with slope -. 

a a 

In other words, by varying the values of a and 6 ,  the ion beam can be 

b scanned in a straight line with a variable slope -. For example, if a = 6 ,  a 
Q 

45" line will be produced. If we want a straight line parallel to either axis, a 

square waveform can be simply applied to the other axis. 

To select the starting and ending points of straight lines, certain off-set 

voltages are added to the ramp signal. Because an ion beam can be scanned 



practically by only a certain range of deflection voltages, which limits the field 

of view of the ion beam a t  certain magnification settings, a set of deflection 

voltages from the z and y channels is associated with a point in the field of 

view. Although the slope of the waveforms can be kept constant, the starting 

point will be different, if the initial deflection voltage is different. 

Straight line scans can also be created. By changing the length of scan 

lines, some 3-D craters with non-linear boundaries can be machined with 

straight line scans. For example, varying the length of scan lines based upon 

desired boundary functions, a circular crater or disk can be produced, by 

placing scan lines either inside of the circular boundary or outside, respec- 

tively. The trace of the scan lines is shown in Fig. 3.2. 

3.2.2.2 Rectangles 

If we choose the frequencies of the x and y ramp signals differently, for 

instance, the frequency in x channel is 100 times as high as the one in y,  then 

the ion beam will be scanned along x axis 100 times faster than along y axis, 

and the size of the line will be dependent upon the voltage swinging in the 

ramp signal. In other words, the ion beam will be scanned across a certain 

distance along the x axis, while the y position is increased a little, and after 

the ion beam is scanned across 100 lines along x axis with 100 different y 

values, the y waveform has completed one frame. If the voltage swings are 

the same in both x and y channels, then a square pattern will be obtained. 



Figure 3.2 By altering the width of straight scan lines, 3-D structures, with 
arbitrary boundaries based upon desired boundary functions, can 
also be created, such as (a) Upper: a circular crater and (b) 
Lower: a circular disk. 



In order to machine this rectangular crater with a uniform depth profile, 

the space between those scan lines must be less than one ion beam radius 

(0.125 p m ) ,  i.e. for a 12.5pm x 12.5pm square machined crater with a uni- 

form depth profile, x and y frequencies must be at  least 100 times different. 

As shown in Fig. 3.3, the first saw-tooth line is the x ramp waveform, the 

second triangular line is the y ramp waveform, which are plotted in time 

abscissa and voltage ordinate, respectively, and the third part of this diagram 

is the actual scan trace of the ion beam in x and y spatial coordinates which 

will, in principle, machine a rectangular crater with a uniform depth profile. 

Note that voltage swings from highest to lowest level are extremely fast com- 

pared to the voltage changes from lowest to highest level. Thus, in the 

retrace of the ion beam from one end of scan lines to the start of the next 

line, removed material by the ion beam should be negligible. This must be 

true as well for the end of the last line to the start of the first line. 

Furthermore, by altering the width of narrow rectangular scan regions, 

3-D structures, with arbitrary boundaries based upon desired boundary func- 

tions, can also be created. As the narrow rectangular scan regions show in 

Fig. 3.4(a) and (b), a circular crater and disk can be machined. 

3.2.3 Non-linear depth profiles 

A natural way to make a surface emitting semiconductor diode laser is to 

fabricate a 45", Vn or parabolic deflecting mirror in the laser waveguide, 

which could deflect the laser light out from the wafer surface. On the other 



Figure 3.3 A rectangular crater could be produced using ramp signals with 
different frequencies in the s and y channels. The frequency of 
the z ramp signal (first curve from the top) is 10 times as high as 
the y signal (second curve from the top). And the third curve is 
the trajectory of the path function in the zy plane. 



Figure 3.4 By altering the width of narrow rectangular scan regions, 3-D 
structures, with arbitrary boundaries based upon desired boun- 
dary functions, can also be created, such as (a) Upper: a circular 
crater and (b) Lower: a circular disk 



hand, the focused ion beam has the ability to sputter any materials literally. 

Therefore, for this type of application, there is a need for machining a crater 

with a desired depth profile, other than a flat bottomed one. As various 

researchers have ~ u ~ ~ e s t e d ~ * ~ * ~ ,  the ion beam should be scanned in a series of 

successively narrower overlapping rectangular regions. By only shrinking one 

side of these rectangles, a 45" deflecting mirror could be made. Meanwhile, 

by shrinking both sides of the rectangles, a Vn or parabolic deflecting mirror 

could be fabricated, too35. 

As we know from the previous chapter, the depth of a crater is also pro- 

portional to the ion beam dwell time. Therefore, by altering the dwell time 

according to certain patterns, arbitrary depth profiles could also be produced. 

Using ramp signals generated by any signal generators, an ion beam can 

be scanned along a fairly wide selection of path functions by varying the 

waveforms, frequencies, and voltage swings. Because the frequency of the 

ramp signals is so high, of the order of 100 kHz, it is impossible to change any 

setting of the waveforms frame by frame. Therefore, this raster scan tech- 

nique is limited by the intrinsic functions of the signal generators: once the 

signals are applied, the ion beam will be scanned according to the preset 

waveforms. In contrast, there is no such problem in the digital scan, 

although digital scan has its own problems, such as lack of accuracy, non- 

uniformity, and etc., see next section. 



In addition, by altering the dwell time, structures with fairly arbitrary 

surface contours can also be produced. However, altering the dwell time will 

result in local non-uniformity of depth profiles, which will enhance the secon- 

dary  effect^^^'^^. 

3.3 Scan Positions Determined by a Given P a t h  Function 

3.3.1 Introduction 

To scan an ion beam along a curved path, one has to change positions of 

the ion beam according to the path function. In other words, we have to find 

a set of scan points (xp,yp) for a given path function, as described in our com- 

puter simulation (chapter 2). As mentioned earlier, there are two scan 

methods commonly used to control the ion beam positions, i.e. the digital 

(discrete) scan by discrete voltage signals from DAC's, and the continuous 

scan by analog voltage signals from ramp generators. Due to the fact that 

deflection voltages in both z and y channels are the only controllable vari- 

ables in most FIB systems, a scheme of scanning the ion beam along any 

curved path, controlled by z and y deflecting voltages, has to be chosed 

according to the path function. 

In the digital scan mode, the ion beam can be easily scanned along any 

path function, because of the ability of individually addressing the ion beam. 

Naturally, the ion beam could be scanned by stepping uniformly in the z 



direction and non-uniformly in the y direction, according to the path func- 

tion. However, a non-uniform scan speed along the arc would be produced by 

the above scan strategy, which would result in a non-uniform depth profile 

along the arc, due to the fact that the non-uniformity of the separations 

between scan points would result in non-uniformity of the ion dose when 

slopes of the path function were not uniform throughout the ion beam scan 

region. In other words, the adjacent scan points would be closer a t  lower 

slope region of the path function than a t  higher slope region. Therefore a 

strategy of scanning ion beam, which can uniformly move the ion beam along 

a curved path, needs to be established. 

In the continuous scan mode, the input deflecting voltages are varyed 

continuously, because the analog ramp signals from any signal generator are 

continuous functions of time, in contrast to digital scan for which the voltages 

are changed in a discrete manner. Thus the changes of deflecting voltages in 

time, i.e. the ion beam scan speeds, are the only controllable parameters. To  

scan the ion beam along any curved path, we have to change the arc scan 

speed, according the path function, by superposing z and y scan speeds 

instantly. Therefore, the arc-scan-speed of the ion beam has to  be derived in 

terms of the z and y scan speeds. 

3.3.2 Derivation 

At first we will derive a general formula for arc-scan-speeds as functions 

of z and y scan speeds and then derive equations for both digital scan and 



continuous scan cases from this general formula. Because arc-scan-speeds are 

governed by slopes of a path function a t  any point along the path, the path 

function has to be differentiable, a t  least in the first order approximation. In 

other words, the first order derivative of the path function must exist. For 

ds 
any differentiable path function y = f ( x ) ,  the arc scan speed - is con- 

dt 

dx dy 
trolled by choosing appropriate values for - and -. 

dt dt 

Let 

therefore, 

dy f ' ( x )  = -, 
dx 

dx - - ds ldt  
dt - W' 
dy - -  f ' d s l d t  
dt - W' 

dx dl/ 
where - and - are the actual scan speeds in the x and y directions. 

dt dt 

ds Therefore the x and y scan speeds are determined by the arc-scan-speed - 
dt 

and the first order derivative f '  of the path function. Note that even if we 

ds dz dy 
keep - constant, i.e. making uniform depth profiles, but - and - will 

dt dt  d t  



not be constant, and wiIl change point by point according to f ', i.e. the path 

function. The Eqns. (3.4) and (3.5) are ready to be used in continuous scan 

mode. 

With 12-bit DAC's, one can program the ion beam with 4096 x 4096 

resolution, allowing a fairly arbitrary path to be used to produce a compli- 

cated 3-D feature. In digital scan mode, the definition of the scan speeds has 

to be modified in order to reflect how the ion beam is scanned digitally. The 

computer usually issues two instructions to DAC's in the z and y channels to 

deliver a pair of deflection voltages. Until the next series of instructions is 

issued, i.e. after a dwell time dt, the ion beam will stay in a position associ- 

ated with the initial voltage settings. The beam then moves to the next 

point; the time spent on issuing or receiving any instructions is negligible 

compared to the dwell time dt. Therefore the scan speed should be defined as 

the ratio of the separation of two adjacent scan points As to the dwell time 

At spent on each scan point. 

With a new definition of scan speeds, in the digital scan mode, the equa- 

tions for z and y scan speeds as a function of the arc-scan-speed, can be 

rewritten as the following, 

By multiplying both sides of Eqns. (3.6) and (3.7) by At, we can cancel the 



effect of dwell time in our present scan strategy, 

In other words, we do not have to alter the dwell time a t  each scan point, but 

only change the separation of adjacent scan points As, so as to machine 

structures with desired depth profiles, as explained in the next section. Obvi- 

ously, if we want to create features with uniform depth profiles, we have to 

keep the separation between scan points As constant, as the case for the 

fabrication of most semiconductor diode laser devices and for failure analysis 

on IC's. 

Keeping the separation As constant is equivalent to stepping the ion 

beam with equal distance along the curved path, which is the actual imple- 

mentation of the digital scan strategy in our FIB system. Thus a set of scan 

points (xp,yp) can be obtained for computer simulation or for scanning the 

real ion beam as follows, 



where (xpi,ypi) is the scan point along any path function y = f (z). 

3.3.3 Discussion 

dx dy 
A look-up table of - and - in continuous scan mode, or (xp,yp) in 

dt dt 

digital scan mode, will be respectively generated by Eqns. (3.4) and (3.5) or 

(3.10) and (3.11)) prior to the actual FIB micromachining. Then the ion 

beam will be scanned according to this look-up table. 

The drawback of the digital scan is that the ion beam has to be scanned 

in a discrete manner, for which the accuracy is limited by the resolution of 

DAC's. On the other hand, the digital scan is easy to use and to be imple- 

mented on any computer with good resolution DAC's. 

Although the continuous scan seems to be mathematically impressive, 

changing the shape of ramp waveforms instantly along the curved path is 

very difficult to implement. 

3.4 Depth Profile aa a Function of Scan Speeds 

3.4.1 Introduction 

Now we come to the second part of the variable-scan-speed ion beam 



scan strategy. In the previous section, we have derived the equations for scan 

dx dy ds 
speeds - and -, as functions of arc-scan-speed -. Changing these scan 

dt dt dt 

speeds we can scan the ion beam along any curved path. However, for certain 

applications, non-uniform depth profiles may be desirable. For instance, 

shaped gratings can be used to improve the characteristics of the DBR-GSE 

ds 
lasers. Therefore, - as a function of desired depth profiles will be derived, 

dt 

which can be used to micromachine real three-dimensional structures. 

3.4.2 Derivation 

From Eqn. (2.1), smallest volume dv of sputter-removed material is equal 

to do = ~ a ~ d t ,  which is the basic element of any machined structures. In 

other words, to create a structure by s focused ion beam, we have to remove 

material element by element. Furthermore, the total volume of any 

micromachined structure by this Gaussian beam is equal to NIdv, where N is 

the number of scans and I is the number of small Gaussians in one scan. The 

separation of each small Gaussian A s  will determine the shape of the 

machined crater. After all, the structures machined by the Gaussian beam, 

and equivalently by the real ion beam, cannot be mathematically flat. We 

have to take our simulated structures as the sum of many small Gaussians, 

and then derive some useful and meaningful strategies to guide our actual 

FIB micromachining. To develop a scan strategy for machining structures 

with desired (arbitrary) depth profiles, we will first study scan strategies for 



machining features with uniform depth profiles, then derive the scan strategy 

that can be applied to general cases. 

3.4.2.1 Overlapping Gaussians 

By uniformly overlapping many small Gaussians, the sum of them will 

yield a structure with a fairly uniform depth profile, if the overlap is 

sufficient. As described in section 2.3.6, if we assume that the Gaussian beam 

is scanned along the z axis (where y, = 0)  in such way that the separation of 

two adjacent scan points is As, and that the etch rate K is constant, then 

after N scans the depth profile of this simulated straight line groove will be 

where I is the number of total scan points in the straight line. Therefore the 

total volume of this simulated crater is Nldv, where dv is the volume ele- 

ment. 

Because of restrictions of constant length and uniform depth profile, we 

have to keep the total volume constant, and keep the separation As less than 

one beam radius a in order to achieve the uniform depth profile. However, 

changing A s  means that the number of scan points I is going to be changed, 

thus NI has to be constant in order to keep the total volume constant. 

Although, structures with constant height and length can be machined when 



applying different scan strategies, the shapes are not exactly the same. As 

3 u shown in Fig. 3.5, four different separation values As (i.e. 2u, -a, u and -) 
2 2 

have been used. Therefore, altering the separation A s  is a measure for creat- 

ing 3-D structures with desired (arbitrary) depth profiles. 

3.4.2.2 Separation of scan points As 

In order to avoid the non-uniformity caused by insufficient overlapping 

3 Gaussians, we will restrict the separation As to less than - a. Because 
2 

under this condition a uniform depth profile has been produced, as shown in 

Fig. 3.5. According to the analysis in the previous section, it is possible to 

machine structures with arbitrary depth profiles by combining different values 

of separation As. To study the relation between separation of scan points As 

and depth profiles z(s), we have to know how As affects the shape of 

machined craters. 

The equation of a cross-section of the small Gaussian a t  z = 
K dt e-*  

2I-r 

is given as follows, 

where the volume of this cylinder is close to one half volume of the small 

Gaussian d v .  The area scanned by the Gaussian beam is equal to  twice the 



Figure 3.5 Cross-sectional depth profiles of simulated grooves by scanning a 
Gaussian beam with different separations between adjacent scan 
points for diflerent dwell time. Small Gaussians represent loca- 
tions of the scan points. The greater the depth of small Gaus- 
s i an~ ,  the longer the dwell time, and the larger the separations, in 
order to keep the average depth of the simulated grooves con- 
stant. The separations for the small Gaussians (from shallow to 

u u 
deep) are varied from - to 2u in - intervals. 

2 2 



area of the two circles minus the overlapped area. The overlapped area is 

[ - 1 )  - ~v-1. ~f two circles are equal to u2  2 cos 
2 0  u - ( 2 0  

u 3 separated for four different separation values: -, a, -a and 2u, then the 
2 2 

overlapped areas are 2.15, 1.23, 0.45 and 0. (multipled by u2), respectively. 

However, from Fig. 3.5, we have seen that having sufficiently overlapping 

3 
small Gaussians, As 5 -a, the depth profiles were fairly uniform. There- 

2 

fore, we choose the separation As = u as a basic value. In machining 

different depth profiles, for deeper craters we choose A s  < a, and for shal- 

lower ones we use A s  > u. As a matter of fact, we also use this basic separa- 

tion value to scan the ion beam on unknown materials in order to calibrate 

the etch rate K. Thus a small volume cell A V  of removed material (at the 

shortest scan distance, where the depth profile is approximatively uniform for 

such short scan distance) is a function of dwell time At. According to Eqn. 

(2.1)) we obtain: 

A V = (2n - 1.23) u2 Z(s) = N K u2  At, (3.14) 

where (2n - 1.23) u2 = A, u2  is the scanned area for separation A s  = u, 

and N is the total number of scans, (i.e. the total number of smallest volume 

elements)r, A, is an overlap factor. When A, increases (i.e. less overlap), the 

depth Z(s)  decreases, if the total volume is constant. By substituting 

*, we have, ( 5 )  = N 



A,, As z(s) = K a A t ,  (3.15) 

According to the modified definition of scan speed along arc in section 3.3.2, 

one may derived a semi-empirical approach to scan speed along arc 

ds As _ - -  - as a function of depth profile z(s). In principle, this semi- 
dt At 

empirical approach can be used in both continuous scan and digital scan 

modes, but we will restrict its usage in digital scan mode. 

ds dx dy 
By defining - as a function of z(s), see Eqn. (3.16), and - - as 

dt dt ' dt 

ds 
functions of -, see Eqns. (3.4) and (3.5), a 3-D digital scan strategy can be 

dt 

obtained to machine any 3-D structures with desired path functions and 

depth profiles. 

z1  V 7 '  where s = 1+ (f  ) dx, according to Eqn. (3.3). 
20 

A look-up table of x and y scan speeds generated by Eqns. (3.17) and 

(3.18), can be used to scan the ion beam, while x and y deflection voltages 

are controlled by ramp generators. On the other hand, the deflecting voltages 



can also be controlled by DAC's, and thus digital scans can be achieved. In 

digital scan mode, because positions of the ion beam are the controllable vari- 

ables, while the scan speeds are not, changes have to be made in Eqns. (3.17) 

and (3.18). 

Therefore, we obtain 

where (x,,y,) is the position address of the DAC's and A t  is dwell time per 

pixel. At OGI's present FIBM workstation we have employed 12-Bit DAC's 

to control x and y deflecting voltages, which enables us to generate a map of 

4096 x 4096 pixels in the xy plane, and to produce a complicated 3-D feature 

along a fairly arbitrary path. For example, a circular path in a 50 x 50 grid 

is illustrated in Fig. 3.6 to explain this concept. 

In the case of simulation, a Gaussian beam can also be scanned by vary- 

ing the position (zp,yp) according to the look-up table, as described in the 

previous chapter, to simulate the FIB micromachining of these 3-D structures. 



Figure 3.6 A sequence of solid dots, in a down-scaled DAC's bit map of 
50 x 50, represents the bit address of scan points, in the xy 
plane, to produce a circular crater. 



As a comparison to the constant-scan-speed strategy, a simulated FIB 

micromachined circular crater with a uniform depth profile produced by a 

constant arc scan speed strategy, is illustrated in Fig. 3.7 for top view and 

inverted view. Furthermore, a 3-D circular crater with a sinusoidal depth 

profile, z(s) = sin (s) + 2 > 0, has been simulated by choosing a variable arc 

ds 
scan speed - as shown in Fig. 3.8. Such a 3-D simulation of FIBM can 

dt ' 

avoid any mistake in the ion beam scan strategy and can simulate any FIB 

micromachined structure before machining real devices. 

3.4.3 Discussion 

By changing the separation As based upon Eqn. (3.16), three-dimensional 

structures with arbitrary depth profiles z(s) can be produced. A Gaussian 

beam has been scanned along the x axis using the same scan strategy to pro- 

duce the crown shape as shown in Fig. 3.8, and the cross-section of this struc- 

ture is shown in Fig 3.9, where non-uniformly distributed scan points have 

been indicated by many small Gaussians. The smaller Gaussians are crowded 

together, the greater the depth which will be produced. However, just like 

other ion beam scan approaches, this semi-empirical approach has its own 

limitation. 

First of all, z(s) must be greater than zero throughout the entire scan 

region, because of the micromachining is a process of removing material from 

substrates, rather than accumulating it in a deposition processes. 



Figure 3.7 3-D top and inverted views of a simulated circular crater with a 
uniform depth profile, produced by constant scan speeds along 
the arc. 



Figure 3.8 3-D top and inverted views of a simulated circular crater with a 
sinusoidal depth profile, produced by variable scan speeds along 
the arc. 



Figure 3.9 The depth profile along the arc of the crown structure (as shown 
in Fig 3.8) is shown, where small Gaussians represent the Gaus- 
sian beam at scan points (xp,yp) with variable separations. 



Second, because the depth profile function z(s) is one of the denomina- 

tors in Eqn. (3.16), z(s) cannot be close to zero, for example, if z(s) is equal 

to 0.01 a t  some scan points, then As is equal to 100 a approximatively, i.e. 

the ion beam would go outside the present machining area. An attempt to 

develop a scan strategy for the fabrication of 45" laser deflecting mirrors was 

put forward by using a depth profile z(z) = 3.1 - x where 0.0 < x < 3.0. 

However, the structure machined by the Gaussian beam with a cross-section 

shown in Fig. 3.10 was not exactly matched to the given depth profile. If the 

beam was moved in increments of 2.970, then the 45" slanted facet was 

curved near the shallow end of the crater. Furthermore, if the Gaussian 

beam were started at  the shallow end of this crater, then this structure could 

not be machined, because at  z = 3.0 the separation As = 10a would move 

the beam right into the middle of the crater. 

Third, because the smallest volume element is of a Gaussian shape, no 

sharp corners can be machined by the beam. In fact, any depth profile func- 

tion z(s) with sharp corners (i.e. with discontinuous points in first order 

derivative of z(s) function) will result in confusions in the scan strategy. In 

other words, such sharp corners will be fitted by the Gaussians, which will 

produce round corners with continuous first order derivative. Furthermore, 

as shown in Fig. 3.10, there was no right angle corner formed at the deep end 

of the 45" deflecting mirror structure. And a sharp 45" corner at  the bottom 

of the crater appeared to be rounded out by the Gaussians. In spite of round 

corners formed by the Gaussian beam, by scanning the Gaussian beam in a 

series of successively narrower overlapping rectangular regions of one beam 



Figure 3.10 A simulated structure with a slanted surface has been produced 
by variable scan speeds, where small Gaussians represent the 
Gaussian beam at scan points with variable separations. 



radius a per rectangle, the 45' slanted structure will be machined closer to 

reality, as for the cross-section shown in Fig. 3.11. Note that in mathematics, 

shrinking the width of the rectangular scan areas is equivalent to increasing 

the dwell time a t  appropriate scan points. But for the purpose of eliminating . 

secondary effects, we still recommand removing less material at each scan, i.e. 

shrinking the width of rectangles, rather than creating local non-uniformity in 

the depth profile, as in the variable dwell time scan strategy. 

Finally, using such a scan strategy, some unsymmetrical structures will 

be made by symmetric depth profiles, because the scan strategy will choose 

the next scan point based upon the knowledge of depth function and deriva- 

tive of the path function a t  present point; thus the scan point will most likely 

pass the symmetric center without being aware of it. For instance, using 

variable-scan-speed strategy, i.e. scanning the Gaussian beam based upon a 

depth profile 

one could machine a right angle nVn crater with two 45' slanted facets. As 

for the cross-section shown in Fig. 3.12, an unsymmetrical structure has been 

produced. As an alternative of creating such symmetric structures, by equally 

shrinking the width of rectangular scan areas a t  both end of rectangles one 

beam radius a per scan, one could machine a nice symmetric nVn structure 

by using the Gaussian beam; the cross-section of this structure is shown in 

Fig. 3.13. 



Figure 3.11 A simula.ted structure with a slanted surface has been produced 
by variable dwell time, where small Gaussians with different 
depths represent the Gaussian beam at scan points with constant 
separations, but for different dwell time. 



Figure 3.12 A simulated "Vn groove has been produced by variable scan 
speeds, where small Gaussians represent the Gaussian beam at 
scan points with variable separations. 



Figure 3.13 A simulated nVn groove has been produced by variable dwell 
time, where small Gaussians with different depths represent the 
Gaussian beam at scan points with constant separations, but for 
different dwell time. 



In conclusion, with continuous first order derivative, any depth function 

can be used in the 3-D scan strategy to produce structures with depth profiles 

fairly close to the real one. Also by using the straight-line-scans strategy, i.e. 

scanning the Gaussian beam in a series of successively narrower overlapping 

rectangular regions, certain advantages for the fabrication of structures with 

symmetric depth profiles, (such as 45" slanted and Vn shaped profiles) could 

be achieved. 

3.5 Conclueions 

Various ion beam scan strategies, in both continuous and digital scans, 

have been studied extensively for fabricating a variety of semiconductor diode 

laser devices and for performing failure analysis on integrated circuits. 

Several examples have been investigated to show that to use improper or 

incorrect scan strategy would result in different depth profiles. One often 

wants laser reflecting mirrors with uniform depth profiles, because laser light 

can leak out in mirrors with non-uniform depth profiles. Electrical isolation 

grooves with non-uniform depth profiles are also undesirable. 

Possibilities of creating three-dimensional structures for different applica- 

tions have been explored. Based upon the variable-arc-scan-speed scan stra- 

tegy, z and y scan speeds are the only controllable parameters in most FIB 

systems. Before the actual FIB micromachining a look-up table of the veloci- 

dx dy 
ties - and - has to be calculated, and then the ion beam will be scanned 

dt dt 



correspondingly according to the desired path functions and depth profiles. 

Advantages and disadvantages of continuous and digital scans have been 

investigated. The variable-scan-speed can be realized by continuous scans, 

which is difficult to be achieved practically by changing amplitudes, slopes, 

frequencies and shapes of ramp waveforms frame by frame. Therefore, the 

continuous scan technique is limited by the intrinsic waveforms of the signal 

generators. Even though arbitrarily curved scan paths can be easily traced 

out by digital scans, the accuracy is limited by the resolution of the DAC's. 

The variable-scan-speed scan strategy has been derived under two major 

assumptions made in chapter 2, but more sophisticated computer simulations 

which take into account all secondary effects are still worth to be considered. 

Therefore, the main reason for developing different scan strategies is to 

explore the potential of FIB micromachining in order to create various 3-D 

structures for different applications. 



4. VARIOUS FIB MICROMACHINED STRUCTURES 

4.1 Introduction 

In various applications of semiconductor device microfabrication, there 

has been increasing interest in focused ion beam (FIB) technology. In this 

chapter, we will discuss experimental aspects of FIB micromachining, such as 

the verification of the 3-D computer simulation, and the fabrication of various 

semiconductor diode laser devices, (based upon our 3-D variable-scan-speed 

strategy and described in chapter 3), and the limitation of the 3-D computer 

simulation. 

A focused Ga' ion beam with less than 0.25pm diameter, has been used 

to fabricate structures with optically smooth surfa~es*~,  which serve as vari- 

ous laser mirrorst5, e.g. laser output coupled-cavity oscillator mir- 

rors3', and laser deflecting mirrors38. All these mirrors have been made by 

using straight lines or rectangles with conventional 2-D raster scans, namely 

straight line scans. However, positioning the ion beam by both raster scans 

and digital scans is far more sophisticated than just making straight lines and 

rectangles (see chapter 3). By taking advantage of the 3-D computer simula- 

tion, one can nperformn FFIB micromachining on a computer monitor to inves- 

tigate the simulated structures, and then carry out the actual micromachining 

task on real devices by using the beam scan strategy produced by the com- 

puter simulation. 



Therefore, we will start odt this chapter with a verification of the previ- 

ously described computer simulation of FIBM, and then will introduce various 

FIB micromachined structures which can be produced by the 3-D digital scan 

strategy. In section 4.2 the verification of computer simulations of FIBM 

techniques is described. In section 4.3, we will explain the fabrication process 

of several 3-D structures FIB micromachined by the 3-D digital scan strategy 

on OGIST's FIBM workstation, such as 4S0, nVn,  micro-Vn and parabolic 

turning mirrors. 

4.1.1 Description of hardware 

FIB micromachining experiments (to be described later in this chapter) 

have been conducted in three in-house FIBM workstations and a FEI proto- 

type FIB workstation employed with a two-lens ion gun. A schematic 

diagram of such FIBM workstation was illustrated in Fig. 1.1. In the FIBM 

workstation I, the model number of the ion beam deflector is 83-01, the high 

voltage power supply 83-02, and the single-lens ion gun 83. In FIRM works- 

tation 11, the model number of the ion beam deflector is 83-01, the high vol- 

tage power supply 83-021, and the single-lens ion gun 831. In FIBM worksta- 

tion 111, the model number of the ion beam deflector is 1D2, the high voltage 

power supply 2L1, and the two-lens ion gun 83-TLIIPOST. Positions of the 

ion beam are controlled by a Heathkit (H-207) computer with a 12-bit 4- 

channel D-A converter (AOM- 12). 



4.1.2 Description of software 

The operating system of the Heathkit computer is Z-Dos V1.lO. The 

"Cn compiler is OPTIMIZING C86 V2.10. Programs used to scan the ion 

beam in an arbitrary fashion will be described with source code in Appendix 

B. The basic structure of these programs is the following: the bit addresses 

of the 12-bit DAC's were calculated according to certain beam scan strategies, 

then two instructions would be issued by the computer to the 12-bit DAC's, 

which could send appropriate voltage signals to the x and y channels of the 

ion beam deflector. The instructions used to control the DAC's are the only 

machine dependent commands in the above-mentioned programs. 

4.2 Structures micromachined by straight line scans 

FIB micromachined structures now being successfully used in many 

applications, are made with straight line scans. This is because straight line 

scans are sufficient for many applications including the fabrication of 

integrated optical devices and microsurgery on integrated circuits. Straight 

line scans are easy to produce with either ramp generators or digital methods. 

The simple straight line scans provide an excellent test of whether the 

assumption of a Gaussian depth profile is valid, because depth profiles are 

uniform along the scan lines. Such line profiles, obtained by cleaving wafers 

perpendicular to the direction of scan lines, will directly reflect the depth 

profile of the basic volume element as introduced in chapter 2, rather than 



the combination of scan effects discussed in chapter 3. Due to the nature of 

FIB micromachining, shapes of micromachined craters are strongly dependent 

upon the shape of the ion beam and the method of generating scans, in par- 

ticular the separation between two adjacent scan points. 

The etch rate K could be experimentally obtained by measuring the 

micromachined depth of shallow structures, such as single scan lines, gratings 

and rectangular craters. First, the term KAt would be set to unity in the 

simulation program, where A t  is the dwell time. The simulated structure was 

then calculated by using the same scan strategy as in the FIB micromachin- 

ing. Second, the term KAt would be equal to the depth of the actual struc- 

ture divided by the product of the depth of the simulated one and the total 

number of beam scans. Thus, the etch rate K could be derived for the 

DAC's used in the FIB micromachining experiment. 

4.2.1 Verification of computer airnulation by fabricating gratings 

As in chapter 2, a Gaussian depth profile should be machined by a 

focused ion beam with a Gaussian current distribution when the depth aspect 

ratio of the crater is small. One way to ascertain the profile of the beam is to 

machine shallow grooves with single line scans with a small ion dose, then to 

cleave the substrate perpendicular to the line scan direction. Cross-sections of 

these grooves will give information about the shape of the basic volume ele- 

ment. For example, such an experiment has been carried out on GaAs. 

Using a focused ion beam with 25 keV energy and 0.25pm diameter in FIBM 



workstation 11, we have micromachined a series of straight lines by single line 

scans in order to make grooves with the narrowest possible groove width. 

The cross-sections of these cleaved straight line grooves are shown in an SEM 

micrograph Fig. 4.l(a). In Fig. 4.l(b), the spot size (2u) was varied from 

0.15pm to 0.4pm in 0.05pm intervals for the simulated cross-sections, where 

a represents the beam radius. The crater wall shape is steeper when 

20 = 0.15pm, and more round when 20 = 0.4pm. This calibrated spot size 

(0.25pm) was used for the Gaussian beam to simulate micromachined struc- 

tures. However, the cross-sections of the first two shallow grooves are wider 

than the cross-sections simulated by the Gaussian beam with a beam diameter 

of 0.25pm. It is likely that these two grooves were accidently micromachined 

with a badly focused ion beam, because the focusing condition of the ion 

beam had changed, when the position of the wafer was altered in order to 

select different area where FIBM was needed. Thus, refocusing the ion beam 

would be required, if specimen stage was moved manually. 

The depth of the first groove in Fig. 4.l(a), on the right side, is 0.73pm, 

and the full width a t  half maximum is close to 2u = 0.25pm. A pseudo 

depth aspect ratio may be defined as the depth divided by the full width a t  

half maximum, which in this case has a value of 2.9:l. Therefore, a conserva- 

tive depth aspect ratio of less than 2:l should be a safe limit for this com- 

puter simulation. 

It is worthwhile considering whether shallow grooves micromachined by 

single line scans are of any real value for actual FIBM techniques. In fact, we 

can use this Gaussian beam approximation to simulate real FIB 
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20' = 0.40J1m

20' = 0.35J1m

20' = 0.30J1m

20' = 0.25J1m

20' = 0.20J1m

20' = 0.15J1m

Figure 4.1 (a) Upper: SEM micrograph of cross-sections of FIB
micromachined shallow grooves by single line scans on GaAs sub-
strate. (b) Lower: a cross-sections of simulated shallow grooves
by a Gaussian beam with different spot sizes. The spot size are
varied from O.15Jl,m to O.4Jl,m in O.05Jl,m intervals for the simu-
lated curves from bottom to top.



micromachined gratings. As far as we know, this could be the only opto- 

electronic application, to which the computer simulation could apply with a 

reasonable accuracy. The motivation of fabricating gratings is that gratings 

with line spacing less than 0 . 2 5 ~ m  may be valuable in DBR or DFB applica- 

tions, for which first or second order DBR gratings require line spacing about 

0.12pm or 0.25pm,  respectively. However, from FIB induced damage studies 

(see Appendix A for details), we have learned that the damage would destroy 

active regions of diode lasers underneath the machined gratings. Thus, the 

FIB micromachining technique would not be suitable to fabricate such grat- 

ings, because of the FIB induced damage. The FIB micromachined gratings 

will mainly be used to verify the computer simulation. 

4.2.1.1 Grat ings  machined by  0 .25pm ion beam 

A better way to verify the Gaussian depth profile is to machine shallow 

gratings, rather than single line scans, for the gratings will reflect the proper- 

ties of Gaussians. In other words, the depth profile of the gratings will be 

varied when the line spacing of the gratings and the beam spot size are 

changed. Therefore, by choosing the line spacings greater than two beam 

diameters in one scan direction (see chapter 3), and scanning the ion beam 

along straight lines in the other scan direction, gratings can be 

micromachined. 

An SEM micrograph of a cross-section of a shallow grating with a 

0.65pm = 5.20 line spacing, micromachined by an ion beam with 0.25pm 



spot size on a GaAs substrate in the FIBM workstation I. is shown in Fig. 

4.2(a). The ion beam current (I) was 3.1 x 10-''A. The dwell time was 

0.1 ms, and the total exposure time ( T )  was 1 min. 57 seconds. Therefore, 

IT 
the total number of ~ a +  would be - - - 2.27 X 10" ions. Also the source 

code of the beam scan strategy will be given in Appendix B. In order to digi- 

tize the cross-section of the actual grating, a magnified ( 2 . 5 ~ )  half-tone photo 

copy of the SEM micrograph was traced out along the upper boundary of the 

high light area of the grating, using semi-transparent graph paper, so that the 

one micron bar in the SEM micrograph extended to about 50mm long in the 

graph paper. Therefore, the error (ed) of the digitization process, for digitiz- 

ing each sampling point, would be around one millimeter, i.e. 

1 - 0 . 0 2 ~ m .  The digitized cross-section and a series of simulated E d = - -  50 

cross-sections are shown in Fig. 4.2(b). The etch rate K multipled by dwell 

time A t  was equal to 0.0034pm/scan for the GaAa substrate. Since the dwell 

time A t  = O.lms, K was equal to 34pm/second/scan for GaAs substrate. 

The simulated gratings, (starting second from the top and going to the bot- 

tom), were made by using a beam with varying diameter from 0.24pm to 

0.28pm, in 0.01pm intervals, while scanning the Gaussian beam with the 

same scan strategy as in the actual FIB micromachining. 

To estimate the difference between the actual grating and the simulated 

one, an average absolute difference (ERR) of their depths (y )  over N sam- 

pling points (zi) has been calculated as follows: 
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Actual

20" = O.23f1m

20" = O.24f1m

20" = O.25f1m

20" = O.26f1m

20" = O.27f1m

Figure 4.2 (a) Upper: SEM micrograph of a cross-section of a, Fill
micromachined shallow grating on GaAs substrate by straight
line scans. (b) Lower: first curve (from the top) is a digitized
cross-section of the actual machined grating, and cross-sections
from second curve to sixth one, beginning from the top, are simu-
lated using a Gaussian beam with a beam diameter varied from
O.23J.1,mto O.27J.1,min O.01J.1,mintervals.



where N is the total number of the sampling points (xi), ya(xi) is the depth of 

actual digitized grating profile, and y,(zi) is the depth of simulated one. 

Because errors ( E ~ ) ,  introduced during the digitization process, would pro- 

pagate through the entire digitization process over N sampling points, the 

uncertainties of the ERR (AERR) could be calculated as the following, using 

equations described in section 3.7 of the book: "Experimentation: An Intro- 

f. d 
duction to Measurement Theory and Experiment Design". AERR = - *. 
Thus, ERR = ERR -+ AERR. The correlation coefficient CRL between the 

actual digitized grating profile and the simulated one was calculated as fol- 

lows: 

CRL = , 

where E ( x )  is the expected value or mean of an , array x .  

- 1.0 I CRL 5 1.0. For zero mean functions, if CRL = 1, the two func- 

tions dispIay the same functional dependence within a positive scaling factor; 

if CRL = -1, the two functions display the same functional dependence 

within a negative scaling factor; if CRL = 0, the two functions will be 

uncorrelated. 

The computer simulation has only two intrinsic parameters, i.e. the etch 



rate K and the beam radius a. The parameter K is determined by physical 

conditions such as the type of substrates, the beam energy, and the type of 

incoming ions. The beam radius a is determined by the ion optics. To prove 

the consistency of this simulation, the ERR should approach to its minimum 

point a t  the calibrated 2a value (0.25pm), and CRL should approach its 

maximum. Because the one micron bar extended to 40mm long, 

AERR = 
1 .o 

= 0.0018pm, with N = 197. The ERRS for various 
40.0 

beam diameters 2a (BD) are given in the following table. 

A graph of ERR with error bars vs. BD is shown in Fig. 4.3. Note that, 

within the given uncertainty (AERR), the ERRS could not be distinguished 

at  the BD = 0.23, 0.24 and 0.25pm. In other words, the actual beam diame- 

ter could be in the range of 0.23 to 0.25pm, based upon the simulation. 

Moreover, the CRL keeps constant of 0.96 as BD increases, which indicates 

that the computer simulation fails to simulate the actual grating structure. 

Also the actual grating has a rather sharper top and more round bottom 

than the simulated one. The sharper top may be caused by the large non- 

Gaussian tail of the actual beam current distribution, because the larger beam 



Figure 4.3 A graph of ERR with error bars vs. BD, where 
AERR = 0.0018pm in GaAs substrate. 
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tail would "machinen more materials around the top of the grating pitch than 

a Gaussian beam. The more round bottom may be caused by droplets cover- 

ing the underlying materials. Systematic studies of such Ga-rich droplet pro- 

duction in GaAs and GaAs based materials have been done by puretza7 in 

terms of ion current effects, droplet size, droplet motion, beam heating effects, 

and a simple model of droplet formation onset. In general, the droplet size 

varies from sub-micron to several microns. puretza7 found that the threshold 

dose for droplet formation, with a Ga' ion beam of 25 keV energy and at  

room temperature, was about 2.5 X 1016/cm '. However, due to periodic (non- 

uniform) distribution of ion dosage, the average ion dose could not be 

obtained by the definition described in page 113 of Puretz's dissertation: 

Jt 
"he dose, D = -, with J the average current density, q the ion charge 

4 

and t the exposure timen. Nevertheless, the threshold was greatly exceeded 

along the grating grooves and, as can be seen in the SEM micrograph of Fig. 

4.4(a), droplets have formed on the grating grooves where the cross-section 

was produced as shown in the SEM micrograph of Fig. 4.4(b). Droplets were 

not recognizable on the cross-section, but are visible in a top view. The total 

ion dose per grating groove of this grating is the same as in the previous grat- 

ing (Fig. 4.2). Note the distance ( D S T )  between the wafer surface to the top 

of grating is approximately zero. For these simulated gratings, the DST 

increases as the spot size increases. 

The SEM micrograph of a cross-section of a micromachined grating 

fabricated with the same ion dose as in the previous case but with a different 

scan strategy (i.e. with line spacing of 0.57pm = 4 . 5 6 ~ )  is shown in Fig. 
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Figure 4.4 (a) Upper: SEM micrograph of a top view of a micromachined

grating on GaAs substrate. Droplets have formed 011 the grating
grooves. (b) Lower: SEt'd micrograph of a cross-spction of the
grating.



4.5(a). The average DST's of the micromachined grating is 0.22pm. In Fig. 

4.5(b), cross-sections of a digitized actual grating (top curve) and a series of 

simulated gratings are plotted. The simulated beam diameters are varied 

from 0.23pm to 0 . 2 7 ~ m  in 0.01pm intervals, beginning a t  the top. The 

DST's, differences of DST between micromachined and simulated gratings 

(DIFF), and beam diameters (BD) are given in the following table. 

The minimum DIFF occurs at the beam diameter of 0.25pm. 

Using a digitized grating profile, we have also calculated ERR and CRL 

of this grating as shown in the following table, while 

AERR = 
1 .o 

= 0.0015pm, because the one micron bar extended to 
51.0 a 

40mm long, with N = 181. 

- 

A graph of ERR with error bars vs. BD is shown in Fig. 4.6. Note that, 
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Actual

20" = O.23J.Lm

20" = O.24J.Lm

20" = O.25J.Lm

20" = O.26J.Lm

20" = O.27J.Lm

Figure 4.5 (a) Upper: SEM micrograph of a cross-section of a Fffi
micromachined shallow grating on GaAs substrate by straight
line scans. (b) Lower: first curve (from the top) is a digitized
cross-section of the actual machined grating, and cross-sections
from second curve to sixth one, beginning at the top, are simu-
lated using a Gaussian beam with a beam diameter varied from
O.23J.Lmto O.27J.Lmin O.OlJ.Lmintervals.





within the given uncertainty (AERR), the ERRS could be marginally dis- 

tinguished at  the BD = 0.25 and 0.26pna. For the above-mentioned grating, 

the minimum points of the ERR have been reached at  2o = 0.25 and 

0.26prn. Therefore, the simulation and the formation of Ga droplet has to be 

further investigated in order to improve the accuracy of the computer simula- 

tion. Also the CRL keeps constant of 0.96 as the BD increases. 

By calculating the ERR or CRL as a function of a, a quantitative meas- 

ure of the computer simulation is given to show how sensitive the only adju- 

stable parameter o is. If the actual beam diameter was used in the simula- 

tion, the simulated structures would be very close to the real ones. Note that 

the only difference between the two gratings (used for simulation) was the 

scan strategy. The minimum point of the ERR, in both cases, occurs around 

2o = 0.25prn, which argues for the consistency of the simulation, although 

the CRL did not show this consistency, which could be due to the formation 

of Ga droplets on GaAs substrates. Therefore, different substrate (Si) will be 

used in the fabrication of shallow gratings, due to the fact that Ga droplets 

would form at a larger threshold ion doses8 of 7 X 10'~ions /cm2, in Si sub- 

strate using a 10-keV ~ a +  focused ion beam, than in GaAs substrate. How- 

ever, the beam energy, used in our experiment, was 25-keV, a lower threshold 

ion dose (in Si) would be expecteds7. 

In conclusion, the computer was calibrated by using the FIB 

micromachined shallow grooves, as shown in Fig. 4.1. First, the etch rate K 

was determined by matching the depth of the machined grooves and the 

simulated ones. Second, the beam diameter (20) of the Gaussian beam was 



obtained by finding the closest match between the simulated grooves and the 

actual ones, among various grooves simulated with different beam diameters 

and constant etch rate K. More complicated structures such as gratings have 

then been simulated by applying the same scan strategy as that used to 

micromachine the real structures, but keeping the intrinsic parameters such 

as o and K constant. However, due to the secondary effects, most likely the 

formation of Ga droplets, the simulated structures are not exactly the same as 

the actual ones. The accuracy of the computer is measured by the ERR, i.e. 

the average absolute difference between the actual grating and the simulated 

one. There are cases, to be shown in section 4.2.2, where the simulation fails 

to predict micromachined structures due to secondary effects. 

The question may arise whether non-Gaussian functions could also be 

used to simulate the FIBM structures. Two bell-shaped functions have been 

introduced in order to investigate the sensitivity of the basic function for the 

simulation. One is the Cauchy function 
1 

2 2 '  where 2a is the full 
l + s / a  

width at  half maximum, the other is the half sine function sin(n2). The 
b 

simulated cross-sections of the micromachined grating (shown in Fig. 4.2(a)) 

have been shown in Fig. 4.7. The Cauchy function is used in Fig. 4.7(a), with 

a varied from 0.1 to 0.14pm in O.01pm intervals, where a is in a similar 

region as a of Gaussian. The a was chosen, so that ERR would pass through 

its minimal point. The ERR and CRL were calculated as given in the follow- 

ing table. 



Figure 4. 

Actual 

a = 0.lOpm 

a  = O.11pm 

a = 0.12pm 

a = 0.13pm 

a = 0.14pm 

Actual 

b  = 0.44pm 

b  = 0.48pm 

b  = 0.52pm 

b  = 0.56pm 

b  = O.6Opm 

7 (a) Upper: first curve (from the top) is a digitized cross-section of 
the actual machined grating, and cross-sections from second 
curve to  sixth one, beginning a t  the top, are simulated using a 

2 2 Cauchy beam (1/(1 + z / a  )) with a varied from O.1pm to  
0 . 1 4 ~ "  in 0.01 p m  intervals. (b) Lower: first curve (from the 
top) is the digitized cross-section, and cross-sections from second 
curve to  sixth one, are simulated using a half sine beam 
(sin (T x / b )  ) with b  varied from 0.44pm to 0.60pm in 0.04pm 
intervals. 



The half sin function is used in Fig. 4.7(b), with b varied from 0.44 to 

0.60pm in 0.04pm intervals. The ERR and CRL were also calculated. 

The minimal ERR is 0.038, 0.073 and 0.039pm using Gaussian, Cauchy and 

half sine, respectively, while the maximal CRL is 0.96, 0.92 and 0.96. How- 

ever, for the Cauchy function, the ERR and CRL did not show any con- 

sistency. For the half sine function, although, the value of ERR or CRL was 

close to that of Gaussian, the simulated curves are unrealistically flat at  the 

top of the grating grooves. As comparison, the digitized cross-section is plot- 

ted in both figures. The simulated cross-sections do not look similar, while 

this does not prove that the beam has a Gaussian current distribution, it 

could be concluded that the Gaussian current distribution was the best 

approach among these three basic functions. 



It may be of interest to generate a basic function which will yield better 

simulation results than Gaussian. 

4.2.1.2 Gratings machined by 0.05pm ion beam 

If we used a focused ion beam with SOOK spot size, the minimal achiev- 

able line spacing of FIB micromachined gratings would be expected to be 

O.Ipm. Although, the FEI prototype FIBM workstation is capable of produc- 

ing an ion beam with a SOOA spot size, considerable experience is required to 

achieve the optimum focusing condition of the system. In fact smallest 

achievable grating in this study has a line spacing of 0.18pm, as shown in a 

top view in an SEM micrograph of Fig. 4.8. The line spacing of 0.18pm was 

determined by measuring the distance of 20 grating pitches divided by 19. A 

grating with line spacing of 0.23pm was also produced, as shown in the SEM 

micrograph of Fig. 4.9. In Fig. 4.9(a), small d r ~ ~ l e t s ~ ~ ~ * '  appear on the grat- 

ing surface. When the grating is rinsed in a dilute solution of HCI, the Ga 

droplets vanish, as shown in Fig. 4.9(b). 

A cross-section of a cleaved FIB micromachined grating, with line spac- 

ing of O.4pm, is shown in the SEM micrograph of Fig. 4.10(a). As a com- 

parison, three simulated grating cross-sections are shown in Fig. 4.10(b). 

From the bottom to the top, three cross-sections were simulated using a 

Gaussian beam with beam diameters of 0.1, 0.15 and 0.2pm, respectively. 

Apparently, the bottom one is much too sharp, and the top one is too round. 

Thus, the actual beam diameter was between 0.1 to 0.2pm, rather than the 

0.05pm achievable beam diameter. This implies the value u should not be 



- 95 -

Figure 4.8 SEM micrograph of a grating FIB micromachined on GaAs sllh-
strate, using an FEI two-lens ion gun with minimum achievable
500A spot size, has a line spacing of O.18f1-1n.



-----.-------.------
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Figure 4.9 (a) Upper: SEM micrograph of a FIB micromachined grating with
line spacing of O.23f.Lm on GaAs substrate, where many small
droplets appear on the grating surface. (b) Lower: SEM micro-
graph of the same grating as in (a), being rinsed in a dilute solu-
tion of HCl, where the Ga droplets vanished.
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2<T= 0.20f.Lm

2<T= 0.15f.Lm

2<T = O.1Of.Lm

4.10 (a) Upper: SEM micrograph of a cross-section of a cleaved FIB
micromachined grating with line spacing of 0.23f.Lm on GaAs
substrate. (b) Lower: a graph of three simulated cross-sections
(from the bottom to the top) using a Gaussian beam with a beam
diameter of 0.1, 0.15 and 0.2f.Lm,respectively.
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the manufacturer's suggested value of 0.05pm, because considerable experi- 

ence is required to achieve the optimum focusing condition (0.05pm spot size) 

of the FIBM system. 

4.2.1.3 Gratings FIB micromachined on Si substrate 

As is known, droplets form randomly on the surface of a GaAs substrate 

bombarded with a Ga ion beam and will prevent the underlying material 

from sputtering off the surface. Because the present computer simulation 

doesn't take into account secondary effects such as redeposition or droplet for- 

mation, a Si substrate was used as an experimental verification of the simula- 

tion, due to the fact that the formation of droplets would be reduced on Si 

substrate. This experiment has been conducted in the FIBM workstation 111. 

No droplet formation could be recognized in the SEM micrograph of Fig. 

4.11(a), which is a top view of a micromachined grating used for simulation, 

to be described later. In a SEM micrograph of Fig. 4.11(b), no droplets were 

visible even in grating grooves micromachined with a total ion dose 1.5 times 

higher than the grating in Fig. 4.11(a). 

A cross-section of the grating FIB micromachined on a Si wafer is shown 

in the SEM micrograph of Fig. 4.12(a). A digitized cross-section and a series 

of simulated cross-sections are shown in Fig. 4.12(b). The etch rate K multi- 

pled by the dwell time A t  was equal to 0.0021pm /second/scan. Since the 

dwell time A t  = O.lms, K was equal to 2 l ~ m  /second/scan for Si substrate. 

The beam diameters used for the simulated curves (from the top to the 
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4.11 (a) Upper: SEM mirrograph of a top view of a micromachined
grating on Si substrate. (b) Lower: SEM micrograph of a top
view of another micromachined grating on Si substrate, with a
total ion dose 1.5 times higher than the previous one. No droplet
formation could be recognized.



Figure
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20' = 0.088J.t m

20' = 0.098J.tm

20' = 0.108J.tm

20' = 0.118J.tm

20' = 0.128J.tm

4.12 (a) Upper: SEM micrograph of a cross-section of a cleaved FIB
micromachined grating on Si substrate. (b) Lower: first curve
(from the top) is a digitized cross-section of the actual machined
grating, and cross-sections from second curve to sixth one, begin-
ning at the top, are simulated using a Gaussian beam with a
beam diameter varied from 0.088J.tm to 0.128J.tm in O.OlJ.tm
intervals.



bottom) are varied from 0.098pm to 0.138pm in O.01pm intervals. The 

ERR and CRL have also been calculated for comparison of gratings 

machined on GaAs substrates, as described in section 4.2.1.1. 

AERR = 
1 .o 

47.5 Gi = 0.0016pm, because the one micron bar extended to 

47.5mm long, with N = 172. 

A graph of ERR with error bars vs. BD is shown in Fig. 4.13. Note that, 

within the given uncertainty (AERR), the ERRS could not be distinguished 

at  the BD = 0.098 and 0.108prn. In other words, the minimum points of the 

ERR have been reached at  2u = 0.098 and 0 .108~m.  Clearly, a better way 

of digitizing the actual micromachined structure is important for quantifying 

the accuracy of the computer simulation. Nevertheless, the minimal ERR 

(2.9 x 1 0 - ~ p m )  of this grating is smaller than that of the gratings machined 

on GaAs substrates. The maximal CRL (0.98) is larger, as well. It thus 

seems that the formation of droplets is the primary difficulty for simulating 

shallow gratings on GaAs substrates, while other secondary effect would be 

minimal in the case of low depth zlspect ratio. 

Note that the grating has been machined on a 3" tilted Si wafer, due to 

misalignment of the Si wafer. Thus, modification has been made in Eqn. 2.3, 
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Figure 4.13A graph of ERR with error bars vs. BD, where 
AERR = 0.0016pm in Si substrate. 



which is used for the single scan approach. 

where Zo(s,y) is the initial surface contour, and the incident ion beam is still 

along z axis. In the case of performing FIB micromachining on a tilted sub- 

strate, Zo(x,y) would be a slanted plane, rather than a flat plane of 

Zo(x,y) = 0. Without taking into account sputtering yield angular depen- 

dency, the simulation result is still better than the one on GaAs substrates. 

4.2.2 Cases badly predicted by the computer simulation 

A structure with a 45" slanted bottom, cutting into a diode laser 

waveguide, may be useful in surface-emitting diode laser applications, (see the 

paper entitled "00 mW operation of a surface-emitting phase-locked array of 

diode lasersn by Purets et. ~ 1 . ) ~ ~ .  The fabrication of such structures has also 

been investigated by Crow et. aL41 The possibility of simulating such struc- 

tures by using this computer simulation has been studied. However, because 

secondary effects were neglected, the simulation results were not very satisfac- 

tory. 

As shown in the SEM micrograph of Fig. 4.14(a), a cross-section of a 

structure with a slanted surface on a GaAs substrate was micromachined by a 
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Actual

2<1 = O.45J.Lm
2<1 = O.55J.Lm
2<1 = O.65J.Lm
2<1 = O.75J.Lm
2<1 = O.85J.Lm

4.14 (a) Upper: SEM micrograph of a cross-section of a FIB
micromachined structure with a slanted surface by straight line
scans on GaAs substrate. (b) Lower: first curve (from the top) is
a digitized cross-section of the actual machined structure, and
cross-sections from second curve to sixth one, beginning at the
top, are simulated using a Gaussian beam with a beam diameter
varied from O.45J.Lmto O.85J.Lmin O.lJ.Lmintervals.



15 kV ~a + ion beam focused to a spot -0.5pm in diameter, in the FIBM 

workstation I. Note that a big droplet was formed at the upper right corner 

of the structure. In Fig. 4.14(b), a digitized cross-sectional profile (first curve) 

and several simulated profiles are shown, where 2 0  varies from 0 . 4 5 ~ m  to 

0 . 8 5 ~ m  in intervals of O.1pm (from the top to the bottom in the associated 

profile). The ERRS and BDs are given in the following table. 

The minimum point of the ERR is at 2 0  = 0.65pm. Note that the bottoms 

of the simulated profiles move from the left side of the bottom of the actual 

structure to the right side, but they do not simulate the actual structure as 

closely as in the shallow grating cases. These differences may be caused by 

secondary effects, mainly the ion beam reflection effect, due to the fact that 

the bottom of the actual structure was farther right than that of the simu- 

lated one, because the ion beam was probably reflected to the right, when it 

reached the left side wall. Also when the beam diameter increases, the near- 

vertical slope (left side of the crater) increases. The slope angle of the actual 

slanted surface is 50.11". The slope angles of the simulated structures, the 

difference of angles between machined and simulated surfaces, and the beam 

diameters are given in the following table. 

5 

0.17 

0.85 

SIMULATION 

E R R ( p m )  

BD ( ~ m )  

1 

0.23 

0.45 

2 

0.15 

0.55 

3 

0.12 

0.65 

4 

0.13 

0.75 



The minimum difference in the slope angles occurs a t  a beam diameter of 

0.65pm. 

4.3 Turning mirrors micromachined by 3-D digital scan 

Recently, there has been great interest in surface emitting semiconductor 

diode lasers for various applications such as coherent monolithic 2-D arrays 

and optical interconnects for integrated optics. Unlike conventional (edge- 

emitting) cleaved semiconductor diode lasers, surface-emitting lasers offer 

advantages in wafer processing and testing. There are several approaches to 

achieve surface-emitting laser arrays, such as incorporation of 45" deflecting 

mirrorsa8, parabolic deflecting mirrorsa5, vertical cavities89, and second-order 

distributed-Bragg-reflection (DBR) gratingsg0. Among these surface-emitting 

laser devices, those with DBR gratings are promising for coherent 2-D arrays 

with narrow beam divergences. The DBR-GSE lasers made a t  David Sarnoff 

Research Center (DSRC) have achieved large scale 2-D coherent arrays, with 

demonstrated beam divergences to the order of 0.01" in one directiongo. 



For a DSRC DBR-GSE laser array, lateral coherence is achieved by 

evanescent or Y-coupling of ten or more laser stripes in the lateral direction. 

The array is injection coupled through DBR waveguides in the longitudinal 

direction by the zeroth diffracted order and undiffracted light. For conveni- 

ence, this array is named as a quasi-two-dimensional (Q2D) array. Fabrica- 

tion of all turning mirrors has been accomplished in the FIBM workstation 11. 

4.3.1 45" Turning Mirrors 

To achieve laterally coherent 2-D laser arrays, a scheme to couple indivi- 

dual Q2D array column is needed. One such scheme is to form 45' total 

internal reflection (TIR) turning mirrors with which the light from one 

column may be reflected laterally to the next column to achieve lateral coher- 

ence39p40 (see Fig. 4.15). 

The micromachining of 45" turning mirrors was accomplished by using a 

25 keV Ga+ ion beam of 2.9 x 10-''A current focused into a 0.25pm diam- 

eter spot. The incident beam was aligned normal to the wafer surface and 

the micromachining was carried out by scanning the beam along a line 

inclined at  45" to each of the laser column axes at one end of the columns. 

ds 
The scan strategy was to keep constant - while the scan speeds in the x 

dt  ' 
dx dy ds ld t  -- and y directions were -= -- 
dt d t  fi . The mirrors consisted of 3.6pm 

deep, 80pm long grooves cut into the wafer, as shown in the SEM micro- 

graph of Fig. 4.16(a), where gratings with a line spacing of 0.25pm and 

Si 3N4 passivation layer are demonstrated. 
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Figure 4.15 SEM micrograph of one 450 turning mirror and one ten-stripe
laser array from each of the two array columns of a DBR-GSE
diode laser device.
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Figure 4.16 (a) Upper: SEM micrograph of a cleaved FIB micromachined
groove, where gratings of a DBR-GSE diode laser device with a
line spacing of 0.25JLm and a Si3N 4 passivation layer are recog-
nizable. (b) Lower: SEM micrograph of a typical cross-section of
a turning mirror.



A typical cross-section of such TIR turning mirrors is shown in the SEM 

micrograph of Fig. 4.16(b). There is a 3000A-thick Si3N4 layer deposited by 

DSRC on the top of grating sections, where FIBM is to be performed. Note 

that due to the low sputtering yield of Si3N4, there is a slope discontinuity on 

the cross-section of the sidewalls (see Fig. 4.16(b)) a t  the interfacial plane of 

Si3N4 and AlGaAs. Also the gap and gap angle, a t  the interfacial plane of 

Si3N4 and AIGaAs, are l . l l p m  and 7.04". 

Using the sputtering yield of Si3N4, which is 5.0 x l ~ - ~ c r n ~ r n ~ - ~ r n i n - ~  

(determined by Zheng et. a1.)73 about four times lower than that of GaAs, a 

series of simulated cross-sectional profiles have been calculated by the split 

scan strategy (described in section 2.3.5) and shown in Fig. 4.17. As com- 

parison, a series of simulated cross-sectional profiles on the top of the existing 

profiles have been calculated by a Gaussian beam without the Si3N4 layer. 

Also digitized cross-sections of the actual groove have also been shown in Fig. 

4.17. However, the bottom of the actual groove was not very well defined in 

the magnified (2.5 X)  SEM micrograph. An open-end cross-section was thus 

produced. Note that the slope discontinuity occurred at  different depth 

between the digitized cross-section and the simulated one, which could be due 

to the limitation of the simulation. The simulated profiles (from right to left) 

were "machined"using beam diameters from 0.3pm to 0.6pm in intervals of 

0.1~l.m. For the grooves with the Si3N4 layer, the gaps, gap angles and beam 

diameters, are given in the following table. 



Figure 4.17 A series of cross-sectional profiles (from left to right) of the turn- 
ing mirrors have been simulated using a Gaussian beam with a 
beam diameter of 0 . 3 p m  to 0.6pnt in O.1pm intervals. There 
are two cross-sections for each groove simulated by a Gaussian 
beam only (outer) and split scan approach (inner). As com- 
parison, a digitized (irregular) cross-section of the actual groove 
was laid on the top of the simulated ones. 



The simulation results are not very satisfactory, because secondary effects are 

dominant in FIB micromachined structures with high depth aspect ratio. 

Since the actual and simulated cross-sections are grossly different, ERRS will 

not be calculated. The non-vertical side walls could be the primary difficulty 

for being a perfect total-internal-reflection turning mirror, because the laser 

light would be reflected off from the plane of the laser active region by the 

slanted side wall. The verticality of the slanted side walls may be improved 

by using an ion beam with a smaller spot size and a more uniform current 

distribution than the Gaussian distribution. 

Note that, using the split scan strategy, all simulated profiles with the 

Si3N4 layer have some discontinuities in the slopes of their side walls a t  the 

interfacial plane of Si3N4 and AlGaAs, while no such discontinuities are 

observed in the side walls of the grooves without the Si3N, layer. For the 

simulated grooves with the Si3N4 layer, the profile with a 0.4pm beam diam- 

eter simulates the slope of the lower part of side walls a t  the AlGaAs layer 

best, while the profile with a 0 . 6 ~ m  beam diameter simulates the slope of the 

upper part of curved side walls at  the Si3N4 layer better. In other words, the 

lower part of the machined groove seems to be machined by a ion beam with 

small beam diameter, while the upper part seems to be machined by a ion 

beam with larger beam diameter. This could be explained that the upper 



portion of the groove received a larger ion dose as result of an actual current 

distribution, i.e. a longer non-Gaussian tail, while the lower portion of the 

groove suffered from redeposition and ion beam reflection effects. In detail, 

redeposition effects would make the sputtered material re-deposit to the side 

walls and the reflected ions would sputter more material from the central por- 

tion of sharp "Vn grooves. 

Furthermore, because of the low sputtering yield of Si3N4, the 

micromachined grooves are always narrower than those fabricated without a 

Si3N4 layer, because the Si3N4 layer can minimize the sputtering etch by 

~ a +  ions from the tail of the Gaussian beam. Only ions from the center por- 

tion of the ion beam will penetrate through the Si3N4 layer. Once the ions 

meet the bulk of the AlGaAs, the sputtering yield will be increased by a fac- 

tor of up to three73y79, and the gap width of the micromachined grooves is 

decreased, because only a limited amount of Ga' ions from the center of the 

current distribution contributes most of the sputtering. 

When a pair of FIB micromachined 45" turning mirrors is machined at  

the end of two columns of DBR-GSE laser Q2D arrays, as shown in Fig. 4.15, 

occasionally the emission spectra of the two columns is injection locked and 

the spectrum of one of the columns can be shifted by varying the drive 

current to each gain section in the other column3Q. Furthermore, single longi- 

tudinal mode operation has been demonstrated by placing an additional pair 

of 45" such mirrors at  the other end of the columns in order to form a ring 

laser4*, as shown in the SEM micrograph of Fig. 4.18. Such a novel way for 

routing the laser light from one optical waveguide to another, monolithically 
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Figure 4.18 SEM micrograph of a top view of a GSE ring laser with one 45°
turning mirrors at each end of the two array columns.



in the plane of the wafer, is a significant development in FIB applications for 

fabricating various novel and new integrated laser structures. 

To this point, we have not fully taken advantage of the 3-D digital scan 

strategy. One could rotate the ion beam electrically or rotate the sample 

stage mechanically by 45" (relative to the optical waveguide axis), and make 

straight lines again. But it is easier to align the optical axis horizontally and 

to scan the ion beam along 45' scan lines. For different applications shown 

later, however, the traditional scan strategy of FTB micromachined features, 

(namely lines and rectangles), cannot meet the requirements of specific appli- 

cations. Also, for the consistency of this turning mirror method, we still 

assume plane 45" turning mirrors as structures machined by the variable- 

scan-speed strategy. The method for developing more complicated turning 

mirrors, such as retroreflectors (Vn and mi~ro-~V"turning mirrors) and par- 

abolic turning mirrors will be discussed later. 

4.3.2 'Y" and Micro-'Y" Turning Mirrors 

It was hoped that we could enhance the lateral coupling of a DBR-GSE 

Q2D ten-stripe laser array by micromachining Vn or m i ~ r o - ~ V "  TIR turning 

mirrors at  each end of one column of the laser array, but no enhancement has 

been found so far. As one of applications of the 3-D scan strategy, the forma- 

tion of the "Vn or m i ~ r o - ~ V "  mirrors by scanning the ion beam continuously 

along a Vn shaped path or a saw-toothed path respectively has been demon- 

strated. Fig. 4.19(a) is a SEM micrograph of a Vn mirror and a ten-stripe 

laser array where the 'Vn mirror will act as a retroreflector to reflect the light 



- 116 -

Figure 4.19 (a) Upper: SEM micrograph of one "V" retroreflector and one
ten-stripe laser array. (b) Lower: SEM micrograph of one micro-
"V"s retroreflector and one ten-stripe laser array.



output from the top five stripes to the bottom five ones. Similarly, in Fig. 

4.19(b), the saw-toothed 5-mi~ro-~V" retroreflector will reflect the light out- 

put from one stripe to another. At the other end of the array column, a 4- 

micro-Vn retroreflector was placed with one stripe shift. However, the open 

angle between two branches of the nVV" or micro-VV" is really 89") not 90°, 

probably due to uncertainty of the 12-bit DAC's employed in the FIB works- 

tation, which would result in the misalignment of the open angles of the nVn 

mirrors. 

As to the scan strategy for the ion beam, these Vn mirrors could not be 

machined by connecting different segments of rotated 45" straight lines, 

because a t  the junction of two line segments redeposited materials would fill 

up the previously machined groove. Thus the continuous scan is preferred. 

Prior to the actual FIB micromachining, a host computer first calculates a 

look-up table of bit-address of DAC's for a saw-toothed path taking into con- 

ds 
sideration constant of -. Then the ion beam will be scanned according to 

dt 

the determined look-up table. 

A 3-D simulation of the FIBM process could be performed to examine 

the 3-D structures, as shown in Fig. 4.20, where top and inverted views of a 

VV" structure can be seen. Also, at  the corner of the nVV" crater, the depth is 

greater than the rest of the crater because three scan points (one from the top 

of the nVV" and two from each branch of the 'VV") intersect there. In other 

words, the overlap of the Gaussian beam at the intersection of the above- 

mentioned three scan points is greater than the rest of the crater(see Fig. 

4.21). 



Figure 4.20 3-D top and inverted views of a simulated nVn turning mirror. 
Note that, at the corner of the nVn crater, the depth is greater 
than the rest of the crater. 



Figure 4.21 Five intersected circles represent the scan points of the Gaussian 
beam at the corner of the nVn crater. 



4.3.3 Parabolic Turning Mirrors 

As another application of the 3-D scan strategy, fabrication of a pair of 

confocal, right angle, off-axis parabolic turning mirrors has been accomplished 

by FIB micromachining. One of the parabolic mirrors has been placed a t  one 

end of a broad area DBR-GSE array column, as shown in the SEM micro- 

graph of Fig. 4.22(a). With this structure one could perhaps make unstable 

resonator ring lasers. The straight line in the figure is a reference line used to 

determine the curvature of the parabolic line. In contrast to the plane 45" 

turning mirrors, the parabolic mirror was designed to focus the collimated 

light output from a broad-area laser column and then another such mirror 

placed in the front of an adjacent laser column would collimate and inject the 

light into that column. To complete the unstable resonator ring laser, a pair 

of plane 45" turning mirrors is needed at the other end of the columns, as 

shown in the SEM micrograph of Fig. 4.22(b). However, these unstable reso- 

nator ring lasers have not yet shown any difference in the lasing characteris- 

tics relative to the ring lasers with plane 45" turning mirrors. 

The computer is used to first calculate the bit addresses, based upon the 

desired scan strategy and desired parabolic path functions, and then used to 

control the 12-bit DAC's to fabricate parabolic turning mirrors with uniform 

depth profile. However, such parabolic curves are indeed machined by scan- 

ning the ion beam along a straight line between two adjacent scan points, 

over a set of many discrete scan points. Therefore the ability to approach a 

mathematically smooth path function is limited by the resolution of the 

DAC's. 



Figure
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4.22(a)Upper: SEM micrograph of one parabolic turning mirror and
one board-area laser array, where the straight line in the figure is
a reference line. (b) Lower: SEM micrograph of a GSE unstable
resonator ring laser, where two plane 45° turning mirrors have
been placed at one end of two laser columns, and two parabolic
turning mirrors placed at the other end.



4.4 Discussions and prospects 

Due to the flexibility of our 3-D digital scan strategy, any 3-D structures 

with arbitrary path functions and desired depth profiles can, in principal, be 

fabricated by the ion beam. However, there could be a "refilln problem a t  the 

intersection of two scan lines, if the depth difference between the already 

machined groove and the groove presently being milled was pronounced, 

because of redeposition effects. This suggests that removal of material should 

be minimal a t  each scan of the ion beam. 

As one of many prospects for this 3-D digital scan strategy, the Ga+ ion 

beam has been scanned in a series of concentric circles to make circular grat- 

ings with line spacing of 0.53pm, which could be useful to form "bull's eye" 

lasers, as shown in the SEM micrograph of Fig. 4.23. However, due to the ion 

beam induced damage, the FIB micromachined circular gratings may not be 

practically useful. By fabricating curved optical coupling etalons in coupled- 

cavity diode laser devices, unstable coupled-cavity diode lasers could be 

formed, as well. 

As mentioned in the introduction, the preliminary attempt a t  a better 

understanding of the FIBM technique, by developing a 3-D simulation and a 

3-D ion beam scan strategy, would provide software support for computer 

controlled FIB micromachining, which could be further developed to provide 

some computer-aided-design (CAD) abilities for the existing FIB 

micromachining workstations. 

Remember that simulation is not a curve-fitting procedure. The curve 



- 123 -

Figure 4.23 SEM micrograph of a series of concentric circles with a line spac-
ing of O.53j.-Lm,micromachined by constant scan speeds along the
arc.



fitting is to select the best fitting to an existing curve among all possible 

curves, by changing a number of parameters. Then, if another curve needs to 

be fitted, another set of parameters may be obtained by selecting the best fit 

to this curve. However, these two sets of parameters may have correlation in 

some extent. On the other hand, the simulation is used to predict certain 

physical processes. Once input parameters of the simulation are calibrated, 

they will not be adjusted during the entire process. For example, the 3-D 

computer simulation of FIBM has two input parameters: K and a. After K 

was determined for given substrates, and a was calibrated for the ion beam in 

a particular experimental setup, the physical process would change the line 

spacing to fabricate different gratings (see Fig. 4.2 and 4.5), and could be 

simulated by the simulation with constant K and a. Therefore, consistency 

of a simulation is a key to clarify whether the simulation is legitimate. 



- 125 -

5. CONCLUSION AND FUTURE RESEARCH

After theoretical and experimental studies of FillM, a computer simula-

tion program in three-dimensional space and a fully-digitized, non-linear,

three-dimensional, variable-sean-speed ion beam scan strategy have been

developed which can fabricate and simulate arbitrarily curved 3-D features

with desired depth profiles, such as "V", micro-"V" and parabolic mIrrors.

However, the simulation mainly works for shallow features. In-wafer monol-

ithic fabrication of various kinds of optical elements such as turning mirrors,

retroreflectors and focusing mirrors in semiconductor diode laser materials has

been produced by this scan strategy.

The simulation results have not fully agreed with experimental results,

except in the cases where the depth aspect ratio is less than 2:1. The cross-

sections of turning mirrors are sharp "V" shapes, as shown in Fig. 4.16(b),

due to secondary effects, (i.e. mainly sputtering yield angular dependency, ion

reflection, and redeposition). Therefore a more sophisticated 3-D simulation,

taking into account secondary effects such as sputtering yield angular depen-

dency, redeposition, and ion reflection, must be developed.

High energy ions have the ability to remove atoms from substrates and

also have the ability to induce damage to the crystal structure of the sub-

strates. When modifications on semiconductor diode laser devices by Fill

micromachining, such damage has to be investigated thoroughly in order to

be able to modify the devices properly, rather than to destroy them. How-

ever, the mechanism of such Fill induced damage cannot be revealed by the



simple detection experiments on DBR-GSE diode laser devices, as described in 

Appendix A. More systematic and sophisticated damage detection experi- 

ments need to be carried out. 
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APPENDIX A: 

EXPERIMENTAL OBSERVATION OF FIB 

INDUCED DAMAGE AND DAMAGE PROTECTION 

BY MEANS OF A Si,N, DAMAGE "STOP" LAYER 

A.l Introduction 

Target atoms bombarded with an incident ~ a +  ion of tens of kV 

acceleration potential can be displaced from their lattice sites. With different 

incident beam energies, the displacements can result in different collision 

effects, such as physical sputtering which predominates a t  the low energy 

range (< 30 keV) and ion implantation at higher energy ranges (> 60 keV). 

Whatever the effects are, however, ion beam induced damage will take place 

below the surface of the target. When modifications are made on semicon- 

ductor diode laser devices by FIB micromachining at  submicron scale, such 

damage has to be investigated in order to be able to learn how to modify the 

devices properly, rather than destroy them. 

Energetic ions can create damage in a DBR grating section of a semicon- 

ductor laser, because the primary ions cause collisions with lattice atoms 

along the penetration path. Miyake et. al. 91 had investigated defects induced 

by focused ion beam implantation in GaAs by means of deep-level transient 

spectroscopy (DLTS), C-V carrier profiling, and resistance measurements. It 

was observed that the DLTS spectra of Si and Ga FIB implanted samples 



annealed at  temperatures up to 500 "C were apparently identical to one 

another, while the energy of the focused ion beam was a t  100 keV. Also the 

resistance increased by more than five orders of magnitude by Si and Ga FIB 

implantation due to the induced defects. However, it was restored to initial 

values after annealing at  600 "C, except for a sample of Ga implantation with 

a dose higher than 10l4/cm2. It was concluded that for annealing of induced 

defects, there were no intrinsic problems for FIB implantation with a dose 

lower than 1 0 ~ ~ / c m ~ .  Thus a measure for preventing such damage is needed, 

particularly in FIB micromachining. 

When the aforementioned 3-D features (see chapter 4) were 

micromachined on the grating sections of DBR-GSE lasers, the lasing charac- 

teristics changed dramatically in terms of the increase of threshold currents 

and the decrease of output power. A series of experiments were then con- 

ducted by micromachining rectangles on the grating sections with different 

ion doses. At a very low ion dose (< 7.3 x 1014ion /cm2), the degradation of 

laser devices was observed, which, indicates that FIBM is too destructive to 

serve as a milling tool for modifying the DBR-GSE laser diode arrays. A 

method for reducing the damage by means of a %topn film deposited on top 

of the areas to be micromachined was found and will be described in section 

A.3. 



A.2 Background 

Before a high energy incident ion arrives at  a final resting position within 

the substrate lattice, the ion will make multiple collisions (elastic or inelastic) 

with the lattice atoms and its energy will gradually decrease. This energy loss 

is transferred to the lattice atoms in the form of electronic excitation when 

there are inelastic contributions to the loss mechanism or in the form of 

kinetic energy of motion of the lattice atoms when the collisions are elastic. 

In the former case there will mainly be secondary electron emissiong2* 93, while 

in the latter one the struck atoms will be displaced from their equilibrium 

positions in the lattice. If the struck atoms received sufficient energy in the 

collision, the atom displacement will be big enough to carry it away from the 

influence of the immediately surrounding atoms; it could fly off the lattice 

into the vacuum chamber as in a sputtering process, or become a "foreign" 

atom elsewhere in the lattice, and cause atomic dislocation. 

Since ion beam induced damage could be caused by atomic dislocation in 

the normal undisturbed lattice, it must be anticipated that the damage will 

result in observable changes in the macroscopic properties of the bombarded 

substrate. Therefore, one may expect to observe changes in thermal and 

electrical conductivity and changes in optical and mechanical properties of 

irradiated materials. 



A.2.1 Evaluation of radiation damage 

There are several methods to detect ion beam induced damage which can 

be found in the literature. In applications in the low energy range (< 3 

keV) such as ion-beam etching (IBE) and reactive-ion etching (RE),  many 

methods can be used including Raman scattering spectroscopyg4, photo- 

luminescence (PL) spectroscopyg5, Auger electron spectroscopy (AES), cross- 

sectional transmission electron microscopy (TEM) analysisg6, and catho- 

doluminescence (CL) spectroscopy by using multiple quantum wells as in situ 

probesg7. Two of the most common methods are current-voltage (I-V) and 

capacitance-voltage measurements on Schottky diodes, and deep-level tran- 

sient spectroscopy ( D L T S ) ~ ~ - ~ O ~ .  In ion beam implantation in the high energy 

range (> 60 keV), there are some other methods besides the above men- 

tioned Schottky diodes, DLTS and such , secondary-ion mass 

spectroscopy ( s I M s ) ~ ~ ~  and channeling Rutherford backscattering spec- 

trometry ( R B S ) ~ ~ ~ ~ ~ ~ ~ .  However, there is not much research in the medium 

energy range (10 keV to 30 keV range, mainly FIB), except for life-tests of 

FIB micromachined output mirrors on transverse junction stripe lasers, and30 

characterization of subsurface damage using PL spectroscopy72. 

A.2.2 Damage protection layer 

Radiation damage studies have been done in connection with e-beam and 

x-ray lithography108-111 for more than a decade. Recently there have been 



increasing concerns about ion beam induced radiation damage in a wide spec- 

trum of energies, from several hundred volts to more than one hundred 

thousand volts. It is possible to reduce or avoid damage by using a "stopn 

layer, which was discovered in the present study. As far as we know, in the 

FIBM technique, a damage "stopN layer has not been reported in literature 

yet. It appears that any material with very low sputtering yield will be suit- 

able for making a radiation damage "stopVayer. There are some other 

requirements for the purposes of FIB micromachining diode laser devices, 

including laser light transparency and electrical insulation or dielectric pro- 

perties to avoid short circuits between laser diode electrodes. Si3N4 was 

found to be suitable as a damage "stopVayer. 

A.3 Experimental Observation of FIB induced damage on DBR-GSE 

diode lasers 

It is important to investigate the FIB induced damage in order to apply 

FIB techniques more efficiently. A novel method to detect this type of dam- 

age has been developed using DBR-GSE diode laser arrays (see section A.3.2). 

While performing the FIB micromachining of various structures on DBR-GSE 

laser devices, lasing characteristics of some devices was degraded dramatically, 

but some of them were not. It was discovered that, on those devices which 

were not degraded there was a layer of Si3N4, which had been accidently not 

removed at  the by David Sarnoff Research Center. Therefore, a protection 



layer of Si3N4 should be deposited on the top of substrates in order to 

prevent damage during alignment and observation of the wafer. 

A.3.1 Experimental Setup 

In order to investigate damage detection techniques, a damage-sensitive 

device is needed. DBR-GSE diode lasers have many useful properties for 

detecting FIB induced damage. The grating period is chosen so that the 

second diffraction order acts as a Bragg reflector in the wafer plane (which 

provides the optical feedback for laser oscillation), while the first order 

diffraction provides surface emission. The characteristics of such laser devices 

are very sensitive to the grating structure. Any damage to the grating section 

and the active region will change the laser characteristics or even destroy the 

laser itself. 

A.3.1.1 DBR-GSE diode lasers 

DBR-GSE diode laser arrays, manufactured by David Sarnoff Research 

~ e n t e r l l ~ l l l ~ ,  were chosen for this experiment. The structure of the DBR- 

GSE arrays used in our experiments is that of index-guided ridge lasers. At 

each end of the laser section there are second-order DBR grating sections with 

length of 300pm and period of 0.25 pm.  The transverse structure in the 

gain and grating regions is a graded index separate confinement heterostruc- 



ture single quantum well (GRINSCH SQW) geometry grown by metalorganic 

chemical vapor deposition in a single step. 

The GRINSCH SQW structure112, shown in Fig. A.l, consists of an n- 

GaAs substrate, an n-GaAs buffer layer (O.Olpm), an n-Alo.25Gao.7SAs 

buffer layer (O.Olpm), an n -Alo.75Gao.25As cladding layer (1.2pm), a graded 

region from n -Al o.75Gao.25A~ to n -A1 o.3sGao.s5As (0.2pm); a GaAs quan- 

tum well (50 A), a second graded region from n-Alo.3sGao.6sAs to 

n -A1,~7SGa0.2SA~ (O.2pm), a p -Alo.75Gao.25As cladding layer (1.2pm), and 

a p-GaAs cap layer (0.4pm). 

A.3.1.2 Output power measurement 

In using a 25 keV ~ a +  ion beam, damage was only induced on one of 

the grating sections. A schematic diagram of the top view of a DBR-GSE 

diode laser device with five gain sections is shown in the Fig. A.2, where the 

FIB induced damage area is illustrated. Pulsed constant-current sources with 

a rise time of less than 20 ns were used to drive the laser gain sections. Pulse 

duration and duty cycle are 200 ns and 0.1 percent, respectively. 

The focused ion beam was scanned in a raster fashion over the grating 

sections of the arrays, with various ion doses, in order to identify the thres- 

hold ion dose of the damage. The laser output power with respect to driving 

currents (L-I curves) of a laser array was measured before exposing it to the 

ion beam. The array was placed in the FIB system, as described previously, 
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grating section 

gain section 

waveguide 

damage area 

Figure A.2 Schematic diagram of the top view of a DBR-GSE diode laser 
device used to investigate the FIB induced damage, where grating 
section, gain section, waveguide and damage area are illustrated. 



and dosed with a small amount of ions; then they were taken out of the 

vacuum chamber so that the power measurement could be performed to 

obtain the L-I curves. This array was then placed back into the FIB system, 

where it was exposed to an additional dose of ions so that the total ion dose is 

equal to the sum of these two exposures. The L-I curves were measured again 

and this procedure will be repeated many times, if necessary, until the L-I 

curves shows significant changes. 

A.3.2 Experimental results of damage effects 

A DBR-GSE diode laser array with five gain sections and six grating sec- 

tions was used. From the L-I curve, the threshold current of this device was 

about 160mA. A low dose experiment with FIB micromachining was done 

with a 25 keV Ga' with 215pA probe current (measured in the blanking 

plates of the ion column) over a 116 x 110 pm area of gratings for 5 seconds. 

The equivalent ion dose was very small and equal to 

Jt D = - = 5.3 x 10l3/cm2, with J the average current density, q the ion 
9 

charge and t the exposure time (see section 5.3 in Puretz's dissertation). 

Under the above conditions, it often took two minutes to align a device for 

micromachining. No change in the device L-I curves was noted as shown in 

Fig. A.3. and no damage was detected. 

Since the ion dosage was only on a small area of gratings, it is necessary 

to normalize the ion dose against entire gratings. The total number of ions 
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exposured to gratings was 6.7 x 10'. But the waveguide is only 40pm wide, 

thus the actual damage area is 116 x 40pm. Therefore, the total number of 

ions, which could actually induce damage to the laser device, was 

6.7 x 1 0 ' ~  4 0 s  110 = 2.44 x 10'. Because there were six grating sections, the 

number of ions per grating section was 4.1 x 10* /~ra t in~ .  

Another array with four gain sections and five grating sections was used 

for a high ion dose experiment. By measuring the output power and plotting 

the L-I curve, we found that the threshold current was about 370mA. After 

one of the grating sections was exposed with the same ion beam over the 

same exposure area as in the previous experiment, for 20 seconds (a factor of 

four greater of ion dose than was used in the previous experiment), a shift of 

the L-I curve to higher driving current was observed. At the same driving 

current, the threshold current jumped to 520mA and output power varied by 

4m W, as shown in Fig. A.4. However, the differential quantum efficiency of 

this device remained unchanged. The total number of ions was 2.7 x lo1', 

the number of actual damage ions 9.8 x lo', and the number of actual dam- 

age ions per grating section 2.0 x loglgrating. 

The array was returned to the FIE3 system, and the ion beam was 

scanned for another 10 seconds over the same area, so the total machine time 

on this device was 30 seconds. The total number of ions was 4.1 x 101°, the 

number of actual damage ions 1.5 x lo1', and the number of actual damage 

ions per grating section 3.0 x 10 ' /~ra t in~ .  A small shift of the L-I curve was 

seen. As a result, the threshold current was changed by a small amount to 

550rnA, but the differential quantum efficiency was still the same, as shown in 





Fig. A.4. 

The effects of FIB induced damage on the grating sections have been 

investigated with regard to threshold currents, output power levels, and 

differential quantum efficiency. After the ion dose reached a certain point, 

the FIB induced damage could be detected by observing the degradation of 

the laser performance. Shifts of L-I curves to higher driving currents have 

been observed. Note that the L-I curves do not change much after the ion 

dose exceeds the threshold. Because the damaged area in the grating section 

is very small (100pm x 40pm) in comparison with total area of the grating 

sections, the change of the surface emitted laser light power from the dam- 

aged gratings would not affect the L-I curve of the entire laser array. In con- 

clusion, the threshold number of ions per grating of such laser device is 

between 4.1 x 108Jgrating to 2.0 x 1 0 ~ / ~ r a t i n ~ .  

A.3.3 Experimental  results of damage protection effects by Si3N4 

As an analogy to the electron-beam "stop"layer in electron-beam lithog- 

raphy, we utilize a layer of Si3N4 as a focused ion beam induced damage 

%topn layer for fabrication of various kinds of semiconductor diode lasers 

using FIB techniques. 

To investigate the protective ability of a Si3N4 layer, a five gain section 

(six grating section) DBR-GSE diode laser array with a layer of Si3N4 depo- 

sited on the top of the grating sections was irradiated by a focused 25 keV 

~ a +  ion beam scanning over an area (55 x 54pm) in one of the grating 



sections. The beam current a t  the target was 220pA, and the machining time 

was 6 minutes and 24 seconds, so that the ion dose was 1.78 X 10'"cm2. 

The total number of ions was 5.28 x lo1', the number of actual damage ions 

4.0 x lo1', and the number of actual damage ions per grating 

6.7 X 1 0 ' ~ / ~ r a t i n ~ .  A lasing characteristics calibration test of this array was 

carried out before the FIB damage experiment, in which a threshold current 

of 260mA is observed. 

After the first ion dose, there was no significant change in L-I curves, as 

shown in Fig. A.5. This grating section was then exposed for 60, 30 and then 

60 seconds. After each exposure, an L-I curve measurement was made, while 

the total ion dose was 2.4 x 1 0 ' ~ / c m ~ .  The total number of ions was 

7.34 x lo", the number of actual damage ions 5.44 x lo1', and the number 

of actual damage ions per grating 9.1 x 10'O/~ratin~. The basic characteris- 

tics of this array were not altered significantly, as shown in L-I curves of Fig. 

A.5, which indicated that there had been no damage induced by FIB occurred 

in the presence of the Si3N4 protection layer. 

A.4 Conclusions 

From FIB induced damage experiments with a 25 keV ~ a +  ion beam, at  

the threshold number of ions per grating between 4.1 x 10 ' /~ra t in~  to 

2.0 x 10 ' /~ra t in~ ,  a threshold ion dose for FIB induced damage on the DBR- 

GSE diode laser arrays could be found. The resolution of our damage detec- 
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tion technique is limited by this threshold ion dose.

When a Si3N 4 "stop" layer was used, the number of up to

9.1 X 1010/grating ions did not induce any damage which could be detected

by DBR-GSE diode lasers technique. Therefore, according to this result, the

Si3N 4 "stop" layer could protect the laser array from damage for at least

91.0/2.0 = 45 times more ion dose than that without using a "stop" layer.

A.6 Speculations

Low sputtering yield of Si 3N 4 could probably be used to explained the

mechanism for protecting against FIB induced damage, especially for

GaAs /AIGaAs semiconductor laser materials. The subsurface damage

induced by FIB has been investigated by Taneya et a172, with Ga + focused

ion-beam-assisted Cl2 etching. The photoluminescence intensity of a dam-

aged sample72 decreased to 1/30-1/40 of that of an undamaged sample, with

an ion dose of 8 X 1016/cm2. Taneya et al discovered that the damaged

layer thickness is 0.7J.1,mat least, which is much larger than the ion range

(about O.OlJ.1,mfor 10 keY Ga + beam). For a Si3N 4 "stop" layer, a dose of

up to 2.4 X 1016/cm2 ion did not induce any damage which could be detected

by the DBR-GSE diode lasers technique. Therefore, Si3N 4 presumably has

some special properties other than low sputtering yield.

The properties of Si 3N 4 material has been studied in detail, especially

ion beam mixing1l4. The ion beam interfacial mixing has been studied by
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Fastow d. al.114 by implanting silicon ions in thin films of AI, AIN, Si, and

Si3N 4 deposited on GaAs substrates, while the ion dose was as high as

1.6 x 1017Si+fcm 2 at energies between 200 and 250 keY. Fastow et. al. con-

cluded that small or negligible mixing, measured by Rutherford backscatter-

ing spectrometry and Auger depth profiling, would occur in the AINfGaAs

and the Si3N 4fGaAs systems, presumably because of strong nitrogen bonding

in these layers. This suggested that any effect induced by incident silicon

ions, at the interface of the thin films and GaAs substrates could be reduced

because of the presence of Si 3N 4'
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APPENDIX B

Source code of programs used to fabricate shallow gratings, "V", micro-

"V" and parabolic turning mirror will be given in Appendix B. The basic

structure of these programs is as follows: the bit addresses of the 12-bit

DAC's were calculated according to certain beam scab strategies, then two

instructions would be issued by the computer to the 12-bit DAC's, which

could send appropriate voltage signals to the x and y channels of the ion

beam deflector. The instructions used to control the DAC's are the only

machine dependent commands in the above-mentioned programs.

Positions of the ion beam are controlled by a Heathkit (H-207) computer

with a 12-bit 4-channel D-A converter (AOM-12). The deflecting voltages in

both x and y channels can be changed between -5.0 V and +5.0 V by the 12-

bit DAC's with input data between 0 to 4096, respectively.



1 /* .............................. 
2 1 circle.~ 
3 1 mill a circle grating 
4 ............................. * / 
5 
6 #include < stdiol .h > 
7 
8 main() 

9 { 
10 
11 extern int scanf(); 
12 extern double sin(), cos(); 
13 
14 double r, angle, inc; 
15 int x, y; 
16 int xh, XI, yh, yl; 
17 int i, n, itime, ttime; 
18 
19 outportb(85,192); /*toggle relays to DACS*/ 
20 
21 printf("Input scan time="); 
22 scanf("%d",&ttime); 
23 printf(%can time=%d\n",ttime); 
24 
25 printf("E4egin milling process!\n 9; 
26 outportb(l2,O); /*  unblank beam */ 
27 
28 for(itime = 0; itime < ttime; itime++) 

29 { 
30 for(r = 256.; r < 1792.; r = r + 64.) 
31 { 
32 inc = 8. / r; 
33 for(ang1e = 0.; angle < 6.2831853; angle = angle + inc) 



outportb(0x9,xl); /* x scan */ 
outportb(0x8,xh); 
outportb(OxB,yl); /*  y scan */ 
outportb(OxA,yh); 

1 
1 

1 
outportb(12,12); /* blank beam */ 



2 1 grating.~ 
3 1 a grating with eight grooves 
4 1 used to machine grooves in 
5 1 Fig. 4.2, 4.5, and 4.12 
6 --- - -- --- - - - -- - - - - - - - - - - -- - - - - - - -- - - - - */ 
7 
8 #include nstdiol.h" 
9 

10 main() 

11 { 
12 unsigned int rtime, xhi, xlo, yhi, ylo; 
13 
14 outportb(85,192);/* toggle relays to DACs */ 
15 outportb(l2,O); /* unblank the ion beam */ 
16 
17 for(rtime = 1; rtime < 600; ++rtime) /* scan time */ 
18 { 
19 for(xhi = 4; xhi < 12; ++xhi) 
20 { 
21 xlo = 0; 
22 outportb(0x9,xlo); /* x scan */ 
23 outportb(Ox8,xhi); 
24 for(yhi = 0;yhi < 16; ++yhi) 
25 { 
26 for(y1o = 0;ylo < 256;ylo=ylo+4) 
27 { 
28 outportb(OxI3,ylo); /*  y scan */ 
29 outportb(OxA,yhi); 
30 1 
31 1 
32 1 
33 1 
34 outportb(l2,12); /* blank the ion beam */ 
35 1 



2 1 line45.c 
3 1 used to fabricate 45 TIR 
4 1 turning mirrors 
5 1 single line scans 
6 - - - - - - - - - - - - - - -- - - - -- - -- - - - - - - --- - - - - - - -- - * / 
7 
8 #include "stdio1.h" 
9 

10 main() /* draw a line in one scan */ 
11 { 
12 unsigned int xlo, xhi; 
13 unsigned int rtime, ttime; 
14 
15 printf("Input scan time="); 
16 ~ c a n f ( ~  %dn ,titime); 
17 ~ r i n t f ( ~ S c a n  time = %d\nn tttime); 
18 
19 outportb(85,192); /*toggle relays to DACS*/ 
20 outportb(l2,O); /* unblank beam */ 
2 1 
22 for(rtime = 0; rtime < ttime; rtime++) /* scan time */ 
23 { 
24 for(xhi = 1; xhi < 15; ++xhi) 
25 for(xlo = 0; xlo < 256; xlo = xlo + 2) 
26 { 
27 outportb(0x8,xlo); /* x scan */ 
28 outportb(Ox9,xhi); 
29 outportb(OxB1xlo); /*  y scan */ 
30 outportb(OxA,xhi); 
31 1 
32 1 
33 outportb(l2,12); /* blank beam */ 
34 1 



1 /* ..................................................... 
2 1 para1r.c 
3 1 used to fabricate parabolic mirror 
4 1 this is second part of the program 
5 1 it will read the pre-calculated 
6 1 look-up table 
7 1 first part of data generator 
8 1 is called para1w.c 
9 1 xwnm.out means xh starts form n to m 

10 1 for paral.dat dimension is 1214 
11 ....................................................... * / 
12 
13 #include <stdiol.h> 
14 
15 main() 

16 { 
17 extern int scanf(), fscanfo; 
18 FILE *inf; 
19 
20 int xh[1214], x1[1214], yh[1214], y1[1214]; 
21 int i,  itime, ttime; 
22 char *name, string[80]; 
23 
24 printf("Input scan time= 7; 
25 s ~ a n f ( ~  %dR,&ttime); 
26 printf("Scan time=%d",ttime); 
27 
28 outportb(85,192); /*toggle relays to DACS*/ 
29 inf = fopen("paral.datn ,"rR); /* open a data file */ 
30 
31 printf("nBegin read data!\nn); 
32 for(i = 0; i < 1214; i++) 
33 fscanf(inf, %d %d %d %d\nR ,&xh[i] ,&xl[i] ,&yh[i] ,&yl[i]); 
34 
35 printf(V3egin milling process!\nR); 



outportb(l2,O); /* unblank beam */ 

for(itime = 0; itime < ttime; itime++) 

{ 
/* scan ion beam along arc */ 
for(i = 0; i < 1214; i++) 

{ 
outportb(0x9,xl[i]); /* x scan */ 
outportb(Ox8,xh[i]); 
outportb(OxB,yl[i]); /* y scan */ 
outportb(OxA,yh [i]); 

1 
/* scan ion beam along arc in a reserve way*/ 
for(i =1213; i >= 0; i--) 

{ 
outportb(Ox9,xl[i]); /* x scan */ 
outportb(0x8,xh[i]); 
outportb(OxB,yl[i]); /* y scan */ 
outportb(OxA,yh[i]); 

1 
1 
outportb(l2,12); /* blank beam */ 



2 I para1w.c 
3 1 with constant scan 
4 1 along arc machining 
5 1 a parabola 
6 1 write a look-up table 
7 1 in heath machine 
8 1 second part of this 
9 1 program is para1r.c 

10 ................................ * / 
11 
12 #include <stdiol.h> 
13 
14 main() 

15 { 
16 
17 extern double sqrt(); 
18 
19 FILE *outf; 
20 
21 double ratio, f,  a, a4, a2, arc; 
22 double xend, xst, yst, xm, ym, x, y, aconst; 
23 int xh, XI, yh, yl; 
24 
25 outf = fopen("paral.dat","w"); 
26 
27 ratio = 4095.160.; 
28 f = 107.; 
29 a = 1./(4.*f); 
30 a4 = l./f; 
31 a2 = 1./(2.*f); 
32 arc = 0.07; 
33 
34 /* x must be increasing. */ 
35 xst = 184.; 



36 xend = 244.; 
37 
38 /* generate look-up table for para1r.c */ 
39 do 

40 { 
4 1 yst = a*xst*xst; 
4 2 x = (xst - 184.)*ratio; 
43 y = (yst - 79.1)*ratio; 
44 tr(x,&xh,&xl); 
45 tr(y,&yh,&yl); 
4 6 fprintf(outf,"%d %d %d %d\n",xh,xl,yh,yl); 
47 
4 8 aconst = arc/sqrt(l. + a4*yst); 
4 9 xm = xst + aconst; 
50 ym = yst + a2*xst*aconst; 
51 xst = xm; 
52 yst = ym; 

53 1 
54 while(xm < xend); 
55 

56 1 
57 
58 tr(x,h,l) 
59 
60 double x; 
61 int *h, *1; 
62 

63 { 
64 *h = x/256.; /* high bit of DACs */ 
65 *1 = x - *h * 256; /* low bit of DACs */ 
66 1 



2 1 twos45.c 
3 1 fabricate a 45 slant deflecting mirror 
4 1 with better vertical wall and 
5 1 smoother surface using 
6 1 FEI two-lens ion gun which has 500 A 
7 1 resolution 
8 -------- -------------- --- --- -------- --- ---------- * / 
9 

10 #include nstdiol.h" 
11 
12 main() /*  draw a rectangular in one scan */ 
13 { 
14 unsigned int limit, width, xhi, xlo, yhi, ylo; 
15 unsigned int rtime, ttime; 
16 
17 printf("1nput scan time ="); 
18 scanf("%dn ,&ttime); 
19 ~ r i n t f ( ~  Scan time = %d\n",ttime); 
20 
21 outportb(85,192); /*toggle relays to DACS*/ 
22 outportb(l2,O); /*  unblank beam */ 
23 
24 for(rtime = 0; rtime < ttime; rtime++) 

25 { 
26 limit = 13; 
27 for(width = 0; width < 8; width++) 
28 { 
29 limit--; 
30 for(xhi = 4; xhi < limit; xhi++) 
3 1 for(x10 = 0; xlo < 256; xlo = xlo + 16) 
32 { 
33 outportb(0x9,xlo); 
34 outportb(0x8,xhi); 
35 for(yhi = 0; yhi < 16; yhi++) 



for(y1o = 0; ylo < 256; ylo = ylo + 16) 
{ 

outportb(OxB,ylo); 

outportb(OxA,yhi); 

1 
1 

1 
1 
outportb(l2,12); /* blank beam */ 



2 I v1ine.c 
3 l fabricate VV" mirror 
4 ----------- --- --- --------------- */ 
5 
6 #include 'stdio1.h" 
7 
8 main() /* draw a line in one scan */ 
9 { 
10 unsigned int value4, value5, value2, value3; 
11 unsigned int rtime, ttime; 
12 
13 printf("Input scan time='); 
14 scanf(' %d",&ttime); 
15 printf(Vcan time = %d\n",ttime); 
16 
17 outportb(85,192); /*toggle relays to DACS*/ 
18 outportb(l2,O); /*  unblank beam */ 
19 for(rtime = 0; rtime < ttime; dime++) 

20 { 
21 for(xhi = 1; xhi < 8; xhi++) 
22 for(x1o = 0; xlo < 256; xlo = xlo + 2) 
23 { 
24 outportb(OxB,xlo); /*y scan */ 
25 outportb(OxA,xhi); 
26 outportb(0x9,xlo); /* x scan */ 
27 outportb(0x8,xhi); 
28 1 
29 for(xhi = 1; xhi < 8; xhi++) 
30 for(x1o = 0; xlo < 256; xlo = xlo + 2) 
31 { 
32 outportb(OxB,xlo); /* y scan */ 
33 outportb(OxA,7+xhi); 
34 outportb(Ox9,254-xlo); /* x scan 254 based on 2 */ 
35 outportb(Ox8,8-xhi); 



36 1 
37 1 
38 outportb(l2,12); /*  blank beam */ 
39 1 



2 I v1inem.c 
3 1 fabricate m i ~ r o - ~ V "  
4 1 turning mirror 
5 --- - -- --- - - - -- - -- - -- - - - - - - - -- -- - */ 
6 
7 #include "stdio1.h" 
8 
9 main() /* draw a line in one scan */ 

10 { 
11 unsigned int xhi, xlo; 
12 unsignedintrtime,ttime; 
13 
14 printf("hput scan time= 7;  
15 s ~ a n f ( ~  %dn,&ttime); 
16 printf("Scan time = %d\nn,ttime); 
17 
18 outportb(85,192); /*toggle relays to DACS*/ 
19 outportb(l2,O); /*  unblank beam */ 
20 for(rtime = 0; rtime < ttime; rtime++) 

21 { 
22 for(xhi = 3; xhi < 13; xhi = xhi + 2) 

23 { 
24 for(xlo = 0; xlo < 256; xlo = xlo + 2) 

25 { 
2 6 outportb(0xI3,xlo); /* y scan */ 
27 outportb(OxA,xhi); 
28 outportb(Ox9,xlo); /* x scan */ 
29 outportb(Ox8,7); 
30 1 
31 for(x1o = 0; xlo < 256; xlo = xlo + 2) 

32 { 
33 outportb(OxB,xlo); /* y scan */ 
34 outportb(OxA, 1 +xhi); 
35 outportb(Ox9,254-xlo); /* x scan 254 based on 2 */ 



36 outportb(Ox8,7); 
3 7 1 
38 1 
39 1 
40 outportb(l2,12); /* blank beam */ 
41 1 
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