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Abstract

Current interconnection architectures are not adequate to support the communications
requirements of Artificial Neural Networks based upon Neurophysiological models. For ANN
models, direct implementation bas a cost in required area which scales as the cube of the
number of connections per node. A system of one million nodes, each connected to one
thousand others, would require 40 times as much silicon if implemented as a series of direct
wires as it would with multiplexed interconnect.

This thesis further shows that using a broadcast communication paradigm improves
cost-performance results by at least a factor of N 2 over point-to-point. Broadcast also allows
for fewer messages. shorter messages, easier implementation, and can be implemented either
with a physical broadcast interconnection structure or as a virtual model imposed upon a
point-to-point  physical interconnection architecture. This resecarch lays the theoretical
foundations for development of broadcast as an effective communications paradigm for ANN
implementations.

In support of the primary results of this thesis, methods of analyzing target models
and interconnection architectures are developed. Other proposed interconnection architectures
are compared with the proposed broadcast solutions and shown to be inadequate for these
network models.

In addition. results are given which show the effectiveness of broadcast for
implementing ANN models ranging from artificial models such as feed-forward layered
networks to olfactory pidform cortex to mammalian hippocampus to abstract
neurophysiological models. It is shown that a complete rat hippocampus could be
implemented in a single eight inch wafer with a .3 micron technology.

X1



CHAPTER 1

Introduction

The current research interest in Artificial Neural Networks (ANNS) began in the mid
1980s with publications by Hopfield [Hop82), Hinton [Hin84], Sejnowski (SeR86], and
Rumelhart and McClelland [RuM86]. Since then, the annual Intemmational Joint Conference
on Neural Networks as well as dedicated journals have been filled with the results of research
on training algorithms, applications. and implementation techniques. During the same time,
knowledge of the organizadon and functionality of the central nervous system has increased,
as shown by publications of Shepherd [ShB79], White [Whi89], Lynch [Lyn86]. and Koch
and Segov [KoS89). Granger er alia [GAL8Y9, GAA9O]. Bower [Bow90a], Van Essen and
Anderson [VaA90], Rolls [Rol90], and others have merged these two lines of research to show
how models based on observed neurophysiology can be abstracted and applied to problems

such as pattern matching and input characterization.

This dissertation presents results aimed at solving what we believe is the key problem
facing large scale ANN implementations, whether based on mathematical or neurophysiologi-
cal models. This problem is how to provide for the immense amount of communication that is
an inherent part of all of these models. In the mammalian brain, for example, more than 103
neurons are each communicating with 10° to 10° other neurons. Because the focus of this
work is on the communications problem, questions of which algorithms to use or what prob-

lems 10 solve are not addressed.

The large degree of interconnection within ANN models is well matched to a broad-

cast represeniation, rather than a message-by-message point-to-point model. Broadcast



models are difGicult to physicatly implement in VLSI silicon. This dissertation proposes solu-
tions to (he implementation problem and shows how they support large ANN modcls, espe-

cially ones based on neurophysiology, better than any proposed alternative.

This dissertation is organized into three logical sections. First, a means is presented
for concise specification and understanding of the communications requirements of ANN
models. Next, a new family of broadcast interconnection architectures is proposed and com-
pared fo existing point-to-point architectures. Finally, some rules are given to select and fune
a specific architecture for a proposed ANN based upon its connectivity requirements and size.
As a demonstration of the design decisions required and the methods proposed, a prototype

architecfure is given for a stylized VLSI hippocampus.

1.1. Background

Several names have been used for the computational networks discussed in this disser-
tation. They include Paralle! Distributed Processing (PDP), Connectionist Nerworks (CNs),
and Artificial Neural Networks (ANNs). The acronym ANN is used in this work to indicate

the goal of implementing systems apstracted from biological neural networks.

The research herc focuses on the communication and interconnection problems of
supporting messages among thousands or hundreds of thousands of processing nodes with a
high percentage of interconnections. The degree of interconnectivity varies, by model. from
5% to 100%. Each node, thus. typically communicates with hundreds to thousands of other
nodes. The computational model utilizes a set of simple processing nodes, each of which
applies a weighting function to its tnputs and calculates a new oucput state. Then the nodes
each fire and broadcast their updated state 10 all connected nodes, much as a neuron in the
brain transmits across its synapses. The interconnection architecture must provide sufficient

bandwidth while allowing each node to maintain its input and output connections to other



nodes. In addition, required temporal behavior of the computational model must be sup-

ported.

ANN models have been applied to many problems. Neurophysiological models have
shown the ability to solve pattemn matching problems [HoT89,Rol89], process visual and
audio data [Mea86, MeM], and differentiate between classes of inputs {Bow90b,LGL89].
Mathematically derived ANN models are being used for similar classes of problems. As
simulations and applications grow in size, specialized hardware is required to provide ade-
quate real-time performance. While some commercial applications, such as commodity trad-
ing [BeWS1], can use systems the size and cost of workstations, others require smaller, less
expensive custom designs. Examples of this latter group of applications include speech or
handwriting recognition and process control. Unfortunately, while silicon can readily provide
the necessary analog or digital computational capacity, it does not readily support the required

connectivity between computational nodes.

Many people are working toward physical implementations of ANNs. Some solutnions
have proven cost and performance effective for small networks. As demonstrated in Chapter
3, current designs are not able to adequately support large network models without severe per-
formance or cost penalties. Computational models, such as Back Propagation [RuM86], ART
[CaG87], and Boltzmann Mechanics [HSA84], perform well with small networks, but as net-
work size increases, the time required to learn a set of patterns and select the appropriate one
increases faster than the rate of increase in network size. As shown by Hinton, (Hin87] for
example, the leaming performance of Back Propagaton is O(w?), for w the mumber of
wejghts in the system. A new approach. both at the physical implementation and algorithmic
computatonal levels, is needed for applications that require significantly more nodes than

current models or architectures can manage.



Biological neural networks have characteristics thar make them good candidates for
solving large, difficult problems. They converge to solutions, despite being four or five orders
of magniude larger than any current ANN implementations {ShB79]. They respond in real
time. even though the underlying biochemical devices are orders of magnitude slower than
electronic devices [FeB82]. Leaming takes place in biological systems in the presence of
large amounts of noise. For these reasons, the possibility of implementing neurophysiologi-
cally based ANNGs is of interest for solving problems where current approaches are not ade-
quate. Unfortunately, the size of neurophysiological ANN models makes their implementa-

tion via traditional methods unacceptably slow and costly.

Before implemeniations based on biological models can be architected, a method of
concisely describing the connectivily between neurons is required. These descriptions must
abstract the necessary temporal and topological behavior of the network without including
unnecessary detail of the mechanisms involved. Shepherd [ShB79, She90]. White [Whig9),
Van Essen {Van85], and Braitenberg [Bra89) are all neuro-biologists who have studied and
described the circuitry of biological neural networks. In this dissertation, their descriptions of

neural connectivity are further abstracted to interconnection graphs.

CMOS VLSTI silicon is a well understood medium with readily available cost and per-
formance parameters. For these reasons, it was chosen as the hypothetical implementation
technology for this research. Also, although a variety of altemative semiconductors are
currently in use or under research development, none provide a topology significantly dif-
ferent from silicon. Multi-layer designs and three dimensional layout do not change the con-
clusions presented here, because of the exponential growth rate of the area needed for inter-
connect. Moving to altematives that are further out, such as optical. electro-optical. or biolog-
ically grown systems. might change some of the conclusions. However, since these are not

yet commercially viable altematives, they were not considered.



In comparing alternative interconnection architectures and picking an optimal solu-
tion, the metrics used in this dissertation include cost, area, speed, compiexity, and fault toler-
ance. Cost and area are combined because the major determinant of yield, and thus produc-
don cost, is the area of the minimum computational modules. The speed of a network is
determined by the time required for messages to reach their destinations. Complexity of
design is of concem because added complexity increases the required area, test time and
difficulty, and leads to reduced fault iolerance. Fault tolerance is critical because VLSI silicon
iS a faulty medium and any large system must overcome those faults that occur. Fault iolerant
capability can either be designed in as pan of the computational model or provided tran-

sparently beneath it by the physical implementation.
1.2. Thesis Organization

This introductory chapter is followed by Chapter 2, which provides the definitions and

metncs used in the remainder of the dissertagon.

Chapter 3 shows that current interconnection archutectures cannot meet either the
desired response times or the communicaton requirements of large ANN models. The work
of Dally is referenced because of its significance for classical interconnection architectures for
general purpose parallel computers. While his conclusions about the benefits of reducing net-
work dimensionality remain valid for ANN models, the implications for implementation deci-

sions are different, because of the increased volume of message distribution.

Chapter 4 contains a method of classification of ANN models based on their intercon-
nect patterns. This method is then used to describe both mathematically and neurophysiologi-
cally derived ANN models. Three families of ANN models are described based on their inter-

connection graphs. The implications of these graphs for implementation is also given.



Chapter 5 provides an overview of current research into multiprocessor interconnec-
tion architectures. For each of several several selected architectures, its ability to support
ANN networks is described. The use of broadcast structures is shown as a good solution for
improving the cost-performance ratio of implementations. A family of broadcast architectures

is then introduced.

Chapter 6 contains an analysis of message counts and delays for four interconnection
architectures from Chapter 5: grid, torus, physical broadcast, and viral broadcast. The area
required for connectivity and the time required for message propagation are calculated in
terms of the number of messages entering the system from external sources or being generated

within the system.

Chapter 7 is 2 summary and generalization of the results of the earlier sections. It is
divided into two major sections: a set of rules or heuristics for selecting the right interconnec-
tion architecture for a given model, and descriptions of some possible implementations show-

ing how the rules could be applied.

Chapter 8 provides a summary of the results and the conclusions of this research. In

addition, possible topics for further research are suggested.



CHOAPTER 2

Definitions and Terminology

This chapter defines the terms used in the remainder of this dissertation. Comumurnica-
tion requirements are described as graphs, so a bref introduction 1o graph theory is provided.

Metrics used 1o compare alternative implementations or models are also defined.

2.1. Graph Definitions

This work focuses on a key problem of large ANN implementations: their communi-
cation or interconnection requirements. The computation performed by a network node and

the ANN model itself is ignored. except where it defines the communication requirements.

Ignoring the details of the ANN models permits this rescarch to concentrate on inter-
connect requirements. Where ii is necessary 1o make assumptions about a computational
model, the model used is a simple sum of products node that multiplies its inputs by weighis
and sums them before execuling a (hreshold function (see Figure 2.1). More complex nodes
require additional {ime or area to function, so these analyses overesiimate communicaton

costs as a percentage of the required time and area and derive liumits more stringent than

necessary.

The choice of computational model affects the architecture by defining minimum
requitements for physical processors and setting upper bounds on the number of ANN nodes
that can be effectively emulated by each physical processor. The major constraint on the
interconnection architecture is the number and physical placement of the inputs 10 or outputs

from each node. This interconnection pattern can be represented as a directed graph with CNs



as nodes and the connections beiween them as edges in the graph.

Definition 2.1. A directed graph G (N,E) is a finite set of nodes N and a set of edges
E, where E ¢ N X N. Thus, each element of £ is an ordered pair (i,j) where i,j € N. Edges
are directed so the edge (7, /) is different from the edge (j,7) and is said o originate wilth node

{ and terminate with node j.

For an example of a directed graph. see Figure 2.2, where the set of nodes is {a,b,c,d)
and the set of edges is {(a.b),(a.c).(a.d).(b.d).(c.a)). The arrow heads on the edges indicate

their direction. For example. (a,d) originates with node a and terminates with node 4. If

f out
—

I x W,
E—

Iy X W,
—_—

Figure 2.1 Sum of Products Node

Each input. /,, is multiplied by the corresponding weight, W,.. The resulting products (]]) are
summed (}°) before a sigmoid function is applied.




edges are present in both directions between a pair of nodes, both need to be explicitly shown.
as are (a,c) and (¢,a). This paper will use the term connection as a synonym for edge where

necessary to conform with ANN notational conventions.

Definition 2.2: A connection matrix is a NxN boolean matrix that describes the edges
of a corresponding graph and where column indices represent the originating nodes and the
row indices represent the terminating nodes in the related directed graph. A "0” in a given

position indicates the absence of a connection. A "1™ indicates its presence.
Figure 2.3 shows the connection mairix for the graph of Figure 2.2.

Although connection matrices are defined here as boolean matrices, in general it is

possible t0 have connection maitrices with values other than "0" and "1". For such non-

node d

tdge (b.d)

node a

edge (a.b)

edge (a.c)

edge (c.a)

Figure 2.2 A Directed Graph

The direction of the arrows indicate the direction of informaton fAow from source node to
destination node.




10

boolean matrices, the magnitude of an entry indicates the value of some associated attribute of

the edge.

Definiiion 2.3: A communicarion graph (c-graph) is the directed graph of an ANN
where the CNs are represented by nodes and the connections between them are represented by

corresponding edges.

In a c-graph, the existence of the edge (p,¢q) implies the oufput of p is an input 10 q-
The edge (p,p) is not explicitly included in the c-graph. even if the past state of node p is an
input to its update function. since the graph is intended to show only interprocessor communi-
cation. Because of the restriction on edges of the type (p,p), the diagonal entries of connec-
tion matrices are all zero. In general. c-graphs are asymmetrical; the existence of edge (p,q)
does not imply the existence of edge (g,p). Asymmetrical ANN models include NeoCogni-
tron [FMI83], Back-Propagation [RuMS86] in non-learning mode, and neurophysiologically
derived systems where synapses are uni-directional and neurons may or may not contact their
inputs. Asymmeiry is not universal however; symmmetry is required for the proof of conver-

gence of Hopfield networks [Hop82].

a b ¢ d
a 0 1 1 ]
b 0 0 0 1
c 1 6 0 0
d 0 0O 0 O

Figure 2.3 A Connection Matrix

This matrix shows the connections of the directed graph of Figure 2.2.
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Definttion 2.4: A physical graph (p-graph) is a directed graph representing the physi-
cal processor interconnect of a system. The nodes represent physical processing nodes (PNs)

and the edges represent communication channels or connections between them.

The communication channe} between any two PNs, p and g, can be bi-directional. In
a p-graph, such a bi-directional connection is represented by explicitly including both edges
(»,49) and (q.p). The convention of direcled edges was adopted for p-graphs because a physi-
cal connection often consists of two physically separate conductors with different potentiais
for faults. In addition. more general architectural models may be represented with such a con-
vention. As the intent is to only capture interprocessor communicagon, the existence of local
memory in node p, or a connection between two CNs assigned to it, is not represented by the

edge (p.p).

Definirion 2.5: A path in a graph G is a sequence of edges e.e. - - - .e,. for e;e Eg
and m = 1. such that if e,=(i.j) and ¢, ., =(%,) then j=k, for | £r < m. The beginning and end
of a path are the nodes ny and n,, of Ng respectively, where e | =(ny,J) and e,=(k.n,,). Paihs
may not include cycles. That is, no two edges of a path may have the same beginning or end-

ing node.
Definition 2.6: The length, I (p), of path p is the number of edges p contains.

Definition 2.7: The empty path for node n, £(n), is defined as the zero length path

starting and ending with node »,

Definition 2.8: The degree of a node n is the total number of edges incident to n. The
number of edges leaving n is its fan-out (divergence) and the number of edges entering » is iis

fan-in (convergence). The degree of a graph is the average of the degrees of the nodes within

it
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2.2. Mappings of CNsto PNs

Given a c-graph C and a p-graph P, it is necessary to perform some mapping or
assignment of the CNs of graph C to the PNs of P. This section defines possible ways of

describing such mappings and metrics for evaluating them.

The computation of the ANN algorithm can either be done on a single processor or
divided among multiple processors. On a single-processor computer, improved performance
can be achieved by modifying the ANN algorithm or using a faster processor. These areas of

study are outside the focus of this work and are no( considered further.

The aliernative considered in this research is to share the computational load among
multiple processors. Two ways 10 partiion the computation, both of which are based on the
c-graph. are matrix splitting and graph embedding. Depending on the ANN model, it is possi-
ble to define other panitionings. such as having one PN execute some function f, pass the
results to a second PN which performs g. and on to a third which does 4. where the computa-
tion in each CN is h-g-f(i) on input i. The design and effectiveness of such an approach is
dependent on the particular ANN model or algorithm. The option of dividing the computation

of a single CN among multiple PNs is considered under the matrix splitting model.

Matrix spliting {s a method of dividing the communication and computation of the
ANN among the PNs based on the connection matrix. In Figure 2.4, three divisions of a con-
nection matix are illustrated. For example. if the matrix is divided by columns, as in Figure
2.4 A, the PN assigned to column i would perform the same calculation for all CNs, using 7 as
an jnput. If the matrix was divided by rows. as in Figure 2.4 B, the PN with row j would exe-
cute the algorithm of CN j with all inputs it receives. The case of row-based partiioning, for
multiple rows per PN. is covered later under graph embedding. Finally, Figure 2.4 C shows a

hybrid approach where each nodes performs a calculation on multiple inputs for each of



x | x| % X | x X X b | x X | x X
| I e e e e mm e m - | |
X | X | x X X X X b'd I x x | X hre
J _________
x| x| x X bd X X X X X x X
| |
¥ | x| x X X b4 X X X X X X
A. Column Splitting B. Row Splitting C. Hybrid Splitting

Figure 2.4 Alternatve Ways of Performing Matrix Splitting

several nodes. Hybrid splitting differs from the other two alternatives since each CN and its
inputs is split among mulliple PNs. In such a split mapping, the intermediate results from
each PN would be forwarded to secondary nodes, such as those on the diagonal. for comple-

ton of the computation.

Several problems exist with matrix splitting of types A and C. If each row, or set of
rows, is divided so that no PN contains an entire row, the potential exists for data incoherency.
With multiple copies of each CN, different copies could be in different states at the same time.
Reducing data incoherency requires synchronizing all copies to the same state before any
updating calculations are performed. A second problem is decreased fault tolerance. The loss
of a PN deletes the computaton of an entire section of the matrix and all rows and columns

containing the missing section are disrupted.

Matrix splitting is primarily of value in siwations where PNs ate powerful enough to

update multiple CN states easily; where the system is synchronous to reduce the probability of
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incoherent slates; and where interprocessor communication costs are expensive. so fewer mes-
sages are preferable, even if longer. Examples of message-based multi-processor systems that
would be appropriate for this approach are the Connection Machine [Hil853, and the Intel
iPSC [Jac91}, with synchronizing messages broadcast system-wide between node update

cycles.

Another circumstance where matrix splitting would be of potential value is when the
matrix is sparse with locally dense regions. Two examples of c-graphs with such matrices are
multi-layer feed-forward networks and the visual processing regions of the brain as shown in
Figure 4.2. Given such a locally dense matrix, assigning a processor to each dense region

could reduce the interprocessor communication requirements.

Graph embedding is a second way 10 partition a c-graph. In this approach, one or
more CNs are assigned to each PN and each c-graph edge is mapped to a corresponding p-
graph path. When a set of CNs has more external co-incident edges than the equivalent PN.
either a group of PNs can be considered as a unit to provide the needed connectivity or p-
graph edges can be multiplexed. All intermediate PNs on a given path provide message for-

warding.

Definition 2.9: A mapping M:C—P., where C is a c-graph and P is a p-graph. is a
function of N.—=N, and £, —=F, (P, is the set of all paths in P) such that for (i,j) € E, then
M ((i. f)) is a path with beginning M (i) and ending M (j). Note that if M ((i./)) is the empty
path g(n), then M (i)=M (j)=n. That is, the edge (i.j) is best represented intemally to PN

(n).

Figure 2.5 shows the example mapping of a c-graph C to a p-graph £. In this exam-
ple. node a of c-graph C is connecled to five other nodes so path (5.6),(6.3) of p-graph P is

used to connect nodes a and f, while all the other edges of C are mapped directly to edges of
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Figure 2.5 Example Mapping M of C-Graph C t P-Graph P

P. Also. note that edge (5,6) is used twice 10 provide the required connections (a.b) and (a,f).

Definition 2.10: The dilation of a mapping M. of ¢-graph C to p-graph P, is the length

of the paths in P that edges of C are mapped o by M. The maximum dilation is max(/ (M (¢)))

]
[E|

foree £c. The average dilation is Y, 1M (e)), where | £ is the cardinality of £.

ZEEC

Definition 2.11: The communication cost, with regards to some cost function &, of a

mapping M: C -> Pis Y, k(M (e)) where £ assigns a non-negative value to each path of .
(4] EC

If the cost function k is defined such that each edge traversed is assigned a cost of 1.
then the mapping in Figure 2.5 has a total cost of 6. This is the mapping with the lowest possi-
ble communication cost given the two graphs ¢ and p and with each CN mapped to a distinct
PN. An example of a mapping with a higher cost under the same function & is #’ that maps
node et 1, bto 7, cto 8 4109, eto 6. and fto 3. M  also maps edge (a.b) to path
(14).(4.7); (a,c) to path (1,4).(4,7).(7.8); (a.d) to path (1.2),(2,5).(5.8).(8.9); (a.e) to path
(1.2),(2.3).(3,6); and (a.f) to path (1,2).(2.3). M’ would have acostof 2 +3 +4+3 + 2, or

14, more than twice the cost of the mapping M.
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Each mapping also has a computational cost. This cost is determined by the amount
of computation each PN performs for its assigned CNs. The computational capabilities of
each PN place an upper bound on the number of CNs which can be mapped to a single PN. In
the absence of any computational constraints, the optimal mapping, from a communication

cost perspective, would be to assign all CNs to a single PN.

The optimal mapping, as used here. is the one with the smallest communjcation cost
that satisfies the computational constraints of the PNs. This definition of an optimal mapping

allows PN of the p-graph to have unequal computational tasks.

23. Graph Measures

The graph measures defined in this section are used in Chapter 4 in describing exam-
ple ANN models. The Chapter 4 descriptions include the degree of communication of each
class of c-graph and the resulting difficulty of finding mappings to potenual p-graphs which

meet cost-performance goals.

Definirion 2.12: The densiry of graph G is the ratio of the number of edges in G (o the

{E|

number of edges in a fully connected graph with the same number of nodes or ITSTERTTE
[N 12 = IN | is the denominator of this formula instead of (N |? since edges of the form (p.p)

are not allowed.
For example, the graph of Figures 2.2 and 2.3 has a density of 5 / 12.

Figure 2.6 shows three different graphs of degree four. In this figure. each line
represents a pair of directed edges. Although all three graphs have the same degree, they can
not be mapped easily onto the same architecture without dilation, given a one-to-one limit on
the number of CNs per PN. A graph of type A maps readily to a one-dimensional. nearest-
neighbor connected p-graph, with no paths of length greater than three. Graphs of type A and

B map readily (o a two-dimensional grid of nearest-neighbor connected nodes, with no paths
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A. Constant Rate of Increase of Reachability
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B. Linear Rate of Increase of Reachability
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C. Exponential Rate of Increase of Reachability
Figure 2.6 Three Graphs with Different Reachability Functions

of length greater than two. Graphs of type C have a dilation factor that increases with size
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when mapped to such a one-dimensional or two-dimensional p-graph, or even to a three-

dimensional version of a nearest-neighbor p-graph.

The three graphs of Figure 2.6 can be characterized by the rate at which new nodes
can be reached by paths of increasing length starting at any initial point. This rate is the
reachability funcrion of the graphs as defined in Definition 2.13. For graph A, the number of
new nodes encountered at each step follows either the sequence 4,2.6,2.6.2.6,... or 4,4.4, ...,
depending on the choice of starting node. In both cases, the average number of new nodes
that can be reached by paths of any given length from an arbitrary starting node is 4. Graph B
follows the function 4,8,12.16,.. or 4n. For graph C, the reachability function is
4.12,36,108.... or 4x3"7'. Thus, these graphs are labeled as constant, linear, or exponential in

An=1

Figure 2.6, since the rate of new connections divided by fan-out is respectively 1. n. and 3

Definition 2.)3: The reachability function of a node g, r,(1), is the number of unique
nodes that can be reached by paths of length / beginning at g. The reachability function R of a

graph G is the average of the node reachability functions over all nodes in the graph or

R()= 3 r, ().

1
NG 25,
A regular graph is one with the same topology in all of its paris. For such graphs
R({!)=r,() for all geN. For example. rectangular graphs. such as B in Figure 2.6, have
R (1) = 4i. Graph A of Figure 2.6 is not regular. but graph C is and R-(/) =4 x 3. In both of

these cases, the lack of regularity at the edge of the graph is ignored to provide simplicity in

the formulas.

Reachability provides a useful means of characterizing graphs. When mapping a c-
graph to a p-graph. the crucial determinant of communication performance is the dilation
caused by the mapping. [f all messages resulting from a particular computation must reach

their desunations before the next computation can be performed. even the presence of a single
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long path slows down the system.

Another measure which predicts how well a c-graph maps to a p-graph is their relative
degree of localiry. The concept of locality is intended to capture the intuitive idea of having
all connections {or a given node be to nearby nodes. 1t is related to the usage in operating sys-
tems theory where the locality of memory references of a program js used to determine how
well it will perform in a given virtual memory computer system [DeJ73]. Here, the concept of
locality is used 1o capture how well the interconnect requirements of a c-graph will be sup-

ported by a given p-graph.

Definition 2.14: For a graph G and § < Ng, the destination set of § is Dg where Dg =

{neNg :meS§ and (m.n)e Eg).

For any c-graph C. it is possible 10 construct a series of locality graphs L, where p
represents some partitioning of the nodes of C. Consider some partitioning of the nodes of C
into subgraphs. For cach such subgraph define a node of L. Then there exists an edge (7, j) of
L if i and j represent subgraphs of C and the subgraph associated with j contains nodes within
the destinauon sets of the nodes in the subgraph associaied with i. Note that some graph

theoraticians refer o L as a homeomorphism of C and the partitions of C as its kernels.

Definition 2.{5: A graph G exhibits localiry if there exists a partitioning P of Ng into

non-trivial subsets such that Lp is sparse.

Although locality is not a computable metric, it is possible to say that one graph has a
higher degree of locality than another if the first is readily partitionable into sets with a sparser

resulting locality graph. The c-graphs in sections 4.3.1 and 4.3.2 demonstrate such a compara-

tive level of locality.

The relative reachability and locality of the c-graph being mapped and the p-graph to

which it 1s mapped place a lower limit on the mapping cost. When every PN has fewer
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outgoing edges than the CNs mapped to it, some edges must be mulliplexed with a resultant
penalty in performance. Topologies with a larger average degree show better speed and per-
formance in supporting arbitrary c-graphs. The way in which c¢-graph characteristics limit

implementation and mapping optimizations is developed more fully in Chapter 5.

2.4. Networks and Layers

Although the functionality of an ANN, other than node and edge activity, is not of
major interest here, its logical structure can provide insights into communication require-

ments. Many anificial neural network models are organized into groups of CNs called /ayers.

A layer is a subset of a ¢c-graph. The nodes within a layer are either computationally
or physically identifiable in some manner as belonging to a distinct set. They may be con-
nected by some type of intralayer connections. for example, lateral inhibition. A layer per-

forms a transform on its inputs before providing them as inputs to the next layer or layers.

Once a graph has been partitioned into layers, its edges may be classified as intra-

layer or inter-layer.

input layer

hidden layer

output layer

Figure 2.7 Three Layer Feed-Forward Network
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Definition 2.16. An intra-layer connection is an edge of a c-graph between nodes in
the same layer. An inter-layer connection i1s an edge of a c-graph between nodes in different

layers. It is said to be between the fwo layers containing its endpoints.

In a multiple-layer model, the input layer receives external inputs to the sysiem, The
outpu: layer transmits results to the external world. Intermediate or hidden layers are not
externally visible. Figure 2.7 shows the organization of a typical feed-forward network con-
sisting of three layers. A feed-forward system is one where inputs enter one layer, pass to its

successor. and continue on with no cycles or feed-back connections.

In most of the models of this thesis. external inputs and outputs are ignored. Jt is
assumed that some means of connecting 10 each node can be provided without affecting the
bandwidth requirements of the system. In an actual physical implementation, input and output

requircments are a problem because of packaging limits.



CHAPTER 3

The Need for Multiplexed Interconnect

This chapter presents two fundamental results of this dissertation: the area required
for directly wiring connections grows as the cube of the number of interconnected nodes, and
the cost savings from multiplexing or sharing interconnect more than compensates in total
cost-performance for the resulting communication delays. In addition, it explains why special

architectures are needed for cost-effective implementations of ANN models.

3.1. Background

One problem with the effectiveness of using ANNSs to solve real-world problems has
been poor cost-performance. Due to performance problems, network sizes have, in most
cases. been restricied to a few hundred nodes. In addition to limiting the size of problems. the
lack of appropriate hardware has kept researchers from empirically investigatng the effects of

increasing size on network algorithms.

A solution to the performance part of this problem is the use of enhanced or special-
ized computer systems. The benchmark program NETalk, a system that leamed (o generate
speech from text [ScR86). originally required more than (welve hours of VAX J1-780 time for
the necessary leaming trials. With the use of a specialized computer sysiem. the Adaptive

Solutions CNAPS. the leamning time is reduced 10 six seconds [Ham92b].

Computational solutions proposed have included supercomputers, networks of simple
MICrOProcessors, vector co-processor boards. and specialized systems based on fast numeric

processors. Unfortunately, steadily increasing network sizes require larger and faster emula-

22



23

tors. The introduction of models based on peurophysiological research only serves to
accelerate this trend. In addition. the development of commercial applications requires inex-

pensive emulation systems.

In designing custom VLSI circuits to support large ANN networks. a range of possible
implementations is available. Very fast, dedicated processors tuned for the required computa-
tions can be used alone or in small groups to process an entire network. This nemwork proces-
sor model is the approach used by SAIC and HNC in their neurocomputer products. At the
other end of the spectrum are systems directly implementing ANNS in silicon with a proces-
sor. usually analog, for each neuron. This approach is used by researchers at Bell Labs,
Synaptics. Lincoln Labs, JPL. Cal Tech. and elsewhere. An example of an intermediate solu-
tion is the CNAPS system from Adaptive Solutions. where multiple PNs can each emulate one

or more CNs as required.

The network processor model, while effective for small systems, fails to support large
networks adequately. As the number of nodes, N, in a network increases. the computational
and memory requirements increase at least linearly. The communication requirements
increase from order N to order N2. The use of general purpose multiprocessor systems, such
as the BBN Butterfly, the Intel Hypercube, or the Connection Machine, are limited to research

situations or very expensive applications because of their high cost.

Eliminating the network processor model and the use of general purpose multiproces-
sor systems. because of cost and performance issues, leaves multiprocessor systems
specifically designed for ANN emulation as the only cost effective approach that may be able
to support large nctworks. Two possible alternatives for such systems exist: the traditional
direct implementation approach and the virtual impiementation proposed here. In a direct

implementation. there is no connection multiplexing. therefore. the c-graph and p-graph are
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topologically equivalent. In a virtual implementation, this restriction is removed.

Direct implementation matches the connectivity requirements of highly localized pri-
mary sensory processing as exemplified by the visual processing chips of Mead et afia
(MeM]). Direct implementation is only effective for ANN models with a {imited conneciion
radius. because of the O(n°) area requirement to be shown in Result 3.1. A limited connec-
fon radius model is any model which can be mapped with minimal constant dilation to a p-
eraph where each PN is only connected to physically adjacent PNs. Unfortunately. direct
implementation does not support the greater degree of interconnect required by neurophysio-

logical and associative ANN models.

The virtua) implementation approach proposed in this research multiplexes connec-
tions and potentially aliows for the mapping of multiple CNs 1o a single PN. In additon to
reducing the problem of increasing network size and supporting networks with a high degree
of interconnect. this approach also delivers better cost-performance ratios for some ANN

models.

3.2. Scaling Problem

A general heuristic for communication systems design is that sysltems are more fiexi-
ble when the binding of scarce resources is delayed as late as possible, preferably dynamically
during execution. The earlier a parntidoning of resources is performed. the more likely cir-
cumstances arise that invalidate it, overloading one section and underutilizing another. This
concept of delayed partitioning is critical to the architectures presented here, since message

traffic varies from instant to instant depending on which nodes fire and in what sequence.

In his thesis [Dal86], Dally applied this law to interconnection architectures. He
showed better performance of systems with a lower dimensionality of interconnect and con-

cluded that given a fixed area available for interconnect, it is betier to use the area to increase
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the communication between adjacent processors and have them forward messages to further
nodes than to dedicate silicon real estate to direct connections between non-adjacent proces-

SOrs,

In the cerebral conex of the brain, the volume dedicated to interconnect exceeds the
volume dedicated to computation. All computation is performed within a thin layer of neu-
rons on the surface of the brain, while much of the inner volume is taken up by white connec-
tive or communication tissue. Shepherd [ShB79] estimates the area of the human cerebral co.r-
tex as 1.2x 10° cm? and that computation requires less than 1/4 of this area. with the
remainder primarily dedicated to communication. Given an average thickness of 5 mm, the
cortex volume is approximately 6 x 10> mm> with 1.5 x 10° mm? for computation. The total
volume of the adult human brain approximates a sphere of diameter 12 cm. that has volume
9x 10° mm*. Thus. the portion that is primarily interconnect is about 6 times as large as the

portion that is computation.

In designing an anificial implementation of neural networks in silicon. three alterna-
tives exist for setting up the interconnect. The first is to make exactly those connections
which are necessary for the functioning of the network. This approach is useful for special-
ized, regular, Jimited connectivity models. For Jarge, non-regular ANN models. it requires a
complete prior understanding of all possible configurations, does not support multiple models.
provides no recovery from damaged connections, and is impossible until tools exist for laying

out large numbers of pseudo-random wires.

The second alternative is to provide all potentially required connections. Providing
all possible connections is the curreni approach for many analog chips and works well for
designs of Jimited size. Due to excessive area requiremenis. providing all connections is not

feasible for many models as shown later in this chapter.
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The third altemative is to multiplex metal {ines, providing virtual connectivity. Each
physical wire of the system is shared by one or more ANN connections as necessary. Virtual
connectivity reduces the number of required wires, but introduces communicaton delays.
This approach is used in conventional muiticomputer systems as well as custom digital chips

such as CNAPS.

Currently both of the first two altemnatives are being used for direct VLSI implementa-
tions. The first, implementing the required connections only. approach is used with models
that have short-length internode connections. That is, each node communicates only with
nodes within a small physical radius. Required connections only is the model used by Mead
et afia in building the Silicon Retina chip [MeM]. The other. more general, model provides
for al) possible connections. This second approach is being used by Jackel er alfa in the Intel
ETANN associative network chips (GrV87,JHG], and by Alspector and Allen in their Boltz-
man Machine chip [AlA87]. The two approaches result from differences in the ANN algo-

rithms being implemented.

These two approaches perform differently as the number of nodes in the network is
increased. 1f each PN is connected only to its nearest neighbors, then the size of the system
can be increased with few problems. Each row of nodes added to an existing system only
adds communication costs to nearby nodes. Those nodes further than the radius of connection
from the new nodes are not affected as illustrated by imagining a planar layout of PNs with
new PNs added along one edge. New copnections are made only between the added PNs and
the previous border PNs, which were not fully connected before. For this reason. systems

with short radius connections do not have scaling problems when network size increases.

Unfortunately. the total interconnect model does not scale well. Figure 3.1 shows

how a Hopfield Network chip may be laid out with an O(Nz) area requirement for N connec-
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Figure 3.1 A Possible Hopfield Network Layout
The circles in this figure represent PNs placed along the diagonal. The horizontal arrows are
outgoing connections from each PN and the vertical arrows are incoming, summing
connecuons.

tions. In this figure, horizontal lines transmit new outpul states and vertical wires sum them,
Thus. one venical line is shared among a number of connections. If the computation per-
formed is not a sum of inputs. this approach does not work. Consider a PN computing a func-
tion with two or more classes of inputs: it requires a vertical summing wire for each class.
When the computational model requires N discrete inputs, N vertical wires for each computing
node are needed. Such a model requires O(N?) area for interconnect. Due to the O(N?)
growth rate, global interconnect is not feasible for large networks. Other possible layouts

have a similar problem as is shown in the next paragraphs.

Result 3.1 shows how the area required for connections grows with less than global
interconnect. The area required for interconnect can be calculated by determining the number
of wires that cross an arbitrary dividing linc between two adjacent nodes. multiplying this
number by the area required for a single wire, and dividing by the number of separate layers

available for implementing a specific connection:
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Area = wire count X wire width X wire length | implementation layer count

Since wire width and implementation layer count are constants for a given technology, the
area required for connections is dependent on the number of connections or wires between two

adjacent nodes.

Result 3.1 The number of connections crossing a vertical bisector between two hor-
izontally adjacent PNs is (d° +24)/3 when all nodes distance 4 apart are connected. This
derivation assumes an infinite rectangular grid of PNs and a routing of connections with verti-

cal runs traversed before horizontal runs.
Argument.

The approach is to sum all the connections from the line of pro-
cessors with the same "y" coordinate, then add in all connections from
processors with greater "x" coordinates and greater "y” coordinates. Next
add in all connections from processors with greater "x" coordinates and

lessor "y" coordinates. Finally, sources with lessor "x" coordinates mir-

ror thosc described above. so the final sum is multiplied by two.

A formal restatement is:

a0 > o

C:2()E§ FUEN+2 I3 fi+j+k)

i=1;=0 i=1j=0k={
This reduces to:

C=23i(f(i)+ 12 (+D)f (i+1)
=0
where C is the number of connections and f (x) gives the probability of a
connection between two PNs Manhattan distance x apart. Defining f (x)

to allow connections between all nodes within a fixed distance 4 of either

of the two nodes.
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f)=1 (forx £d)
f{)=0 (otherwise)
yields

Co=(d®+22
3
In Result 3.1, the value of ¢ is a function of the number of nodes interconnected. This

result shows the area required for interconnect is O (r) where 7 is the degree of the graph.

The third altenative for interconnect, shared connections between nodes. is illustrated by

the following example computation of areas required. It is more fully covered in Chapter 5.

To see the possible gains in layout density due to multiplexing of interconnect, compare
the area and response times of two equivalent systems of 10° CNs with 10° connections for each.
for a total of 10° connections. The direct implementation has onec CN per PN and every connec-
lion between CNs is explicitly present as a physical wire. The virtual implementation has 16
CNs per PN and connections are made only 1o nearest neighbors with messages relayed to further

destinations.

Both implementations assume all PNs are physically laid out in a hexagonal grid. In
addition, wire widths and interwire spacing are each L 1. three levels of metal are available. and
effective memory cell area is S0 u®. The processor area required for computation is ignored.
One bit of state is rransmilied between nodes and weights are four bits. These specific values are

not critical; rather a measure of relative performance is intended.

Placing the PNs in a hexagonal pattern reduces both the bandwidth required and the
diameter of the interconnect region over the use of a square pattem because of the increase in the
number of adjacent nodes. Each PN both transmits 10 and receives from its six neighbors. Any
messages that need 1o be rouled to a non-adjacent PN are relayed by intemmediate nodes using a

routing algorithm based on the destination address of the message.
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Communication delays in a direct connect system are due solely to the length of the inter-
connect lines. Message length is minimal, because each node can readily identify the source of a
message for weight assignment and no addresses are needed for routing. The delay in transmit-

ting a one bit message is equal to the time for the signal to transit the wire.

The best case from an implementation viewpoint is a system with every PN connected to
the nearest 10° PNs. For a hexagonal grid layout of PNs, the minimal radius of such a fully inter-

connected group of PNs is 18 since

has a mingmal solution of n = 18.

The total processor area is then r? x 10°. for a processor radius r; the total interconnect
area is 2/3x /% 10°, where ! is the average length of an interprocessor connection; and
{=37/3x2r, since I is the length of an average connection spanning a circular region of radius
18 PN diamefers. Solving this set of equations yields r =5.2 x 10* 1, PN area of 8.6 % 107 p® and
a total chip area of 8.6 x 1013u2 or 86 square meters. The area required for memory is only 2 x
10" u®. showing how the interconnect requirements dwarf the processor requirements. The
worst case delay is over a wire 18 x 2r it long with a delay of 1072 nsec per y. or 1.9 x 10° nsec.

and the average delay is 1.3 x 10° nsec.

This analysis shows direct interconnection is not feasible for silicon implementations of
large associative networks with even moderate connectivity requircmenis. The next paragraphs

present & similar calculation for the area requirements and speed performance of a system with

shared interconnect.

Assuming sixteen CNs in each PN, each CN requires 10° weighis, 16 local addresses and
984 global addresses. given an optimal mapping. Using the routing information as the address, a

global address requires 19 bits. because each of five intermediate PNs requires three bits 0 select



the routing direction and the destination PN needs four bits to pick the correct CN. A local

address is 4 bifs.

The source address in cach message is used to determine which weight to apply. Each
CN requires (wo sets of addresses, one for destinations and one for weight selection. The total
memory required is thus 41520 bits per CN. This predicts a PN area of 3.3 x 107 u2. The com-
plete system would require 2.1 x 10'2 u?, 2.1 square meters. This is one-fortieth the area of the
direct implementation. Each PN only communicates with adjacent PNs so total wire area is

7 % 10* PNs x 3 wires each x wire length of 6 X 10°11 x Ly wide or 1.3 x 10%p2.

A message sent between two PNs consists of the routing information and one bit of state,

for a total of 20 bits. The expected path length can be calculated by solving the equation:

n

Y61 2 (1000 -16)/ 16

i=l
The smallest such integral 7 is S, so the maximum number of intervening links expected is 5 and
the average is 3.7, assuming PNs are unjformly distributed within the area of a circle with radius
5. All connectons are to nearest neighbors, so communication latency is the time required to

rclay the message through intermediate PNs. PN diameter is is ¥3.3 %107 u. With a wire transit

iime of 107 nsec per W per bit, this equals a minimal relay time of 57 nsec per node per bit.

A rough approximation of the affect of contention on the system is the number of mes-
sages in the system divided by the number of wires available 10 carry them. Assuming a 10%
firing percentage for the CNs and six wires in each direction berween adjacent PNs yields a multi-

plier of 525:

984 messages per CN x 16 CNs per PN x 10% firing rate x 62500 PNs
6 wires per PN x 62500 PNs /2

This contention factor greatly underestimates the delays due to contention since it

assumes message traffic is uniformly distributed over all wires in the system. both temporally and
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physically. Thus, these numbess are order of magnitude approximations only.

The average time for a 20 hit message 1o reach its destination CN is 1.1 x 10° nsec and
the worst case time is 3.0 x 10® nsec This delay is three orders of magnitude slower than in the

direct implementation and an order of magnitude slower than biological neural systems.

Both direct and virtual implementation examples suffer from requiring optimal mappings
of c-graph to p-graph since otherwise some connectons would be to remote PNS. Both also
ignore edge discontinuiiies. They are thus for comparative purposes only and are not indicative
of the actual costs involved. other than as order of magnitude guesses. With these caveats, the
calculations above show a 40 times improvement in area required. due to the exchange of inter-
connect area for address storage, and a speed degradation of 10*, due to contention for ihe limited

number of wires between processors.

This tradeoff is in the right direction, but systems need to be much smaller and faster
before actual implementations are feasible. As is shown in Chapter 5, the use of broadcast tech-
niques further reduces the area required by a factor of two and reduces communication delays by

an order of magnitude.

33. Multiplexing Advantages and Disadvantages

In addition to reducing interconnect arca, multiplexing of communication lines provides
more flexibility in use. By changing the addresses stored in the PNs, new connections can be
made or changed dynamically, while the system is running. This flexibility allows a given physi-

cal system to support a variety of different ANN models.

Another benefit of virtual implementations is the possibility for a regular p-graph to sup-
port a highly irregular ¢c-graph. This regularity of p-graphs allows for simplified design of the
physical system since a small region can be designed and tesied and then replicated or tiled 10

form the complete system. In addition to simplifying design, this feature allows a single
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architecture to support multipie ANN models and connectivity patterns may be allowed to change

during execution.

While the concept of sharing wires does not force the use of digital communication. ana-
log multiplexing is more difficult and would probably not be used in practice. Digital communi-
cation has the added advantages of increased robustness and easier debugging. Also, digital com-

munication does not preclude the use of analog computatdon.

Multiplexing interconnect is not a panacea. It has a variety of problems that need to be
solved before very large network emulation systems can be built. These problems include
decrcased fault tolerance, increased complexity in addressing and routing algorithuns, increased

power consumption and heat generation, and increased contention problems.

Decreased fault tolerance can be avoided by using multiple instances of structures that
might fail. For example. three communication lines might be used with required agreement
among any two. Altematively. a final manufacturing processing step can be used to remove
flawed connections and substitute working ones [Col87, RMB86]. Another possible solution is 10
use intelligent routing to delect and send messages around flaws or only assign CNs to working
PNs. Unfortunately. cach of these approaches increases the amount of area required and the cost
of the final product. May [May88] investigaied the reliability of muliiplexed implementations
and the behavior of the resuiting ANN models in the face of a varety of flaws. His results
showed most faults occur in the memory of the processors and do not significantly impact system
performance or reliability. His results match our expectations. since current defect densities are
on the order of five to ten per square inch as compared to millions of transistors in the same area.
Since much of the area of the system consists of memory for storage of weights, addresses, and
CN states. the loss of a few bits should be tolerable and rarely have a major impact. In addition.

defect density varies with circuitry type with metal typically having a tow defect rate.



34

Multiplexing interconnect requires increased complexity in addressing and routing algo-
rthms. When multiple messages are sent across a single communication link. routing informa-
tion is required to insure they are properly delivered and leads to a packet structure to separate
data from addresses. Complexity is added 1o PNs because it is necessary to decode arriving pack-
ets 1o determine their destinations. A factor offseming the problems of communication complex-
ity is the speed differential between communication and computation. With chips being clocked
at 50 1o 100 megahertz, a clock cycle is less than 2 x 107 seconds. Matching biological systems
requires computational updates less than once every 10~ seconds. The difference. a factor of

four orders of magnitude, should provide sufficjent time to resolve message traffic problems.

Power consumpuon and heat generation are increased for a multiplexed system because
of the increased complexity of the PN circuitry. Analyses of two possible PN architectures show
system requirements are acceptable [Mea9l.RuH88]. The added PN complexity is potentially

offset by the elimination of the Jong wires required in a direct implementation.

Contention is a problem due (o the potential for increased temporal delay variance and

increased overall system delay.

Simulation results [Con87.RuH&8] indicate delay repeatability and magnitude are critical
in ANN models only when they are large relative to the CN update speed. Since communication
tmes are orders of magnitude faster than computation times, a reasonable level of contenton
should be supportable. In addition. systems can be designed with increased bandwidth or the use

of broadcast to reduce contention.

In conclusion, the use of multiplexed interconnect provides critical benefits in exchange

for solvable problems.



CHAPTER 4

Model Networks

This chapter presents several classes of ANN models, including both mathematical and
neurophysiological ones. Example c-graphs from these classes will be used in Chapter 7 10 illus-
trate the effectiveness of mappings to altemative p-graph architectures. In addition. these presen-

tations vsc the definitions of Chapter 2 and illustrate their effectiveness for describing c-graphs.

Mathematical ANN models are presented first because their smaller size and more pre-
cise definitions makes them more (ractable. Increasing the size of any of the mathematical
models to where the architectures of this thesis would be required for effective implementations
is not feasible because of issues with leaming algorithms and network resolution times. For this

reason. their inclusion in this work is primarily iltustrative.

The tatter half of this chapter covers biological or neurophysiological ANN models.
These models are drawn from attempts to describe the functioning of brain subregions. Element
counts and communicagon paths are extrapolations from descriptions of limited biological obser-
varions. Further neurophysiological research could refine or change some of the assumpdons or
descriptions. Information from multiple sources has been combined to reduce the likelihood of

later invalidation of these analyses.

4.1. The General Model

As shown in Chapter 2, all connectionist models, whether of artificial or biological ori-
gin, are examples of directed graphs called c-graphs. These c-graphs consist of nodes represent-

ing the computational units, or neurons, and edges symbolizing the intemode connections. Many

35
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ANN models consist of logically grouped subsets with some connection patiern between them.
Drawing from the ANN nomenclature, these subgroups of nodes are termed /ayers, as defined in

Chapter 2.
4.2. Restricted C-Graphs

Layered graphs can be logically divided into several subclasses by their interconnect
requirements. In Figure 2.6 no node in the input layer is directly connected to the output layer.
The graph in Figure 2.6 is thus an example of a restricted inter-layer connection c-graph. Many

of the ANN models proposed to date are c-graphs with restricted inter-layer connections.

Definition 4.1: A restricted inter-layer conneciion c-graph, or restricted ¢-graph. is one
where there exists an ordering of the layers such that all connections are between adjacent layers.
In addition. any restricted c-graph consists of at least three layers. If a c-graph is not restricted. it

is termed an unrestricted c-graph.

Whenever referring to restricted c-graphs, the terms “predecessor layer” and “successor
layer” refer to the layers preceding and succeeding a given layer according to an ordering under

which the graph can be shown to be restricted.

The benefits of restricted c-graphs over unrestricted c-graphs include decreased potential
degree, both maximal and average. and decreased network density. Increased ease of implemen-

tation is also a benefit of restricting ¢-graphs, as is further discussed in Chapter 7.

The maximum degree of a node in any layer of a restricted c-graph is 2(/ +j+ & — 1)
where i is the number of nodes in the predecessor layer, j is the number of nodes in the layer
itself, and £ is the number of nodes in the successor layer. This value is calculated by counting
the number of nodes to which a connection could be made and multiplying by two, to reflect the

potcntal for both inputs to a node and outputs from it.
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In calculating limits on the density of a restricted c-graph, both intra-layer and inter-layer
connections must be considered. Since the intra-layey limit on connections is # (n — 1) for a layer
of size n. to maximize the number of intra-layer connections in a graph it is necessary to have a
single node in all layers but one, with the remaining nodes concentrated in the final layer. A
three layer example of such a graph would have (N —2)N - 3) intra-layer connections for a
graph size of N. If the three layers are of equal size. the number of possible connections is
3N/3)N/3-1) = N(N —3)/3, approximately one third of the maximum possible with unequally

sized layers.

The inter-tayer connection count of a layered graph is maximized when the nodes are
divided into two equally sized layers. Such a two-layered graph with full inter-layer connectivity
has 2(V/2)? = N2/2 inter-layer connections. For a network of three layers, this same maximum
connection count can be achieved by placing half the nodes in the middle layer with the other half
split between its successor and predecessor layers. All networks of more than three layers, or
with three layers and a division other than as above, will have fewer inter-layer connections

because of the restrictions on nodes within non-adjacent layers not being connected.

Adding these two limits together, for a graph divided into two equal sized layers, yields

2 N2 Z

. . . . N .
the expected density of 1 since there could be inter-layer connections and — intra-

layer connections for a total of N2 — N connections. Increasing the number of layers decreases
the density and degree of the graph. Lower density of the c-graph makes it easier to implement in
a planar technology.

43. Restricted C-Graph Variations

Given the preceding definition of a restricied c-graph, the next step is to parameterize the
possible variations of intesconnect and see how different ANN models may be classified. The

three classes of inputs within a single layer are: feed-forward inputs from the predecessor layer,
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feed-back inputs from the successor layer, and {ocal or intra-layer connections. In addition to

these incoming connections, each node may have the corresponding ounfgoing connections.
43.1. Full Feed-Forward, No Intralayer Connection Networks

The network shown in Figure 2.7 is an example of a restricted c-graph with no intra-layer
connections and full feed-forward inter-layer connections. This figure is representative of ANN
models such as back propagation [(RuM86]. The maximal density of such a network is approxi-
mately 1 /4. This can be demonstrated by considering the division of the network into two layers
of N /2 nodes and an inter-layer connection total of N?% /4. Since. by definition, restricted c-
graphs must have at least three layers with no direct connections between non-adjacent layers,
this is a limit which can only be reached by graphs of three layers with 1/2 of their nodes in the
middle layer and the remainder evenly split between the input and output layers, as shown in Sec-

tion 4.2.

ANN models with restricted c-graphs. full feed-forward inter-layer connections and no
intra-layer connections clearly exhibit locality since the partitioning into layers provides destina-
tjion sets which are unequal. If there are n, nodes in Jayer i, then nodes in layer i — 1 have a fan-
out of n;. Similarly, the reachability function for nodes in layer i — 1 is n; n; - -. The dilation
of such c-graphs under mappings to possible p-graphs is a function of the number of nodes in

each layer, as will be shown in Chapter 7.
43.2. Partial Feed-Forward, Partial Intralayer Connected Networks

Networks, such as the one shown in Figure 4.1. are examples of c-graphs with partal
inter-layer connectivity in a feed-forward direction, no feed-back connections. and partial intra-
layer connectivity. In this figure, the inier-layer connections arc not shown, but in most models
of this type, nodes within a layer which share common inputs and outputs are connected together.

Examplcs of ANN models which fit into this class include Neo-Cognitron [FMI83] and ART
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[CaG87]. The density of the interconnect in such graphs is determined by the percentage of the

feed-forward and local connections.

If fis the probability of a feed-forward inter-layer connection between two nodes of a

three-tayered c-graph and c is the corresponding probability for intra-layer connections. the maxi-
. . N
mal interconnect is fn 11q + fn2n3 + 26)’11(711 -+ 2cn2(n2 - 1)+ 2cns(ny =1) < f(‘2—) +

c(N =2)*, where n; is the number of nodes in layer i and N is the total number of nodes in the
graph. The inequality results from substituting in the maximal values for each type of connec-

tivity in a three layered network and realizing that both maximums can not exist in the same

f

graph. Forlarge values of N, this provides a graph density in the limit of ” +c.

Under the extension of locality suggested in Chapter 2. it can be seen that networks with
partial feed-forward connectivity have a higher degree of locality than those with full feed-

forward connectivity, as in Section 4.3.], since the destination sets are a smaller proportion of the

Figure 4.1 Three Layer Partially Connected Feed-Forward Network
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graph. Maximal fan-out for a given node in layer i is fh;n;,, + cn;. Because of their increased
locality and decreased degree and fan-out, these networks are easier (o impiement than those of

the previous section.
433. Restricted C-Graph Summary

Restricting connections in these graphs to between adjacenr Jayers simplifies the task of
implementing them in planar technologies. The degree of the network is limited by the restric-
tion of potential connections. This restriction dircctly reduces graph density and the area required
for interconnect. The increase in the degree of Jocality also aids in determining p-graph architec-

tures with sufficient interconnect capability for effective implementations.
4.4. Unrestricted C-Graphs

Unlike ANN models. those derived from neurophysiological research tend 1o have a more
general pattern of interconnect. though a layered structure may be ofien observed. If no restric-
tions are made on the possible destinations for connections from a node, then even if the graph
appears (0 be divisible into definite layers. it is possible 10 have full interconnect. no locality, and

a graph density approaching one.

Although biologically derived neural networks do not have restricied c-graphs, they do
have a low probability of connections and exhibit locality. Even in regions immediately sur-
rounding the axon of a neuron, not every nearby neuron makes contact. One classical paper on
the subject [Utt55], gives probability functions for different axon and dendrite branching patems
and shows an exponential reduction in the probability of a connection between two neurons with

increasing distance between them.

Narure has provided neither blueprints nor mathematical statements of the interconnect,
or even indicated which paths are important for biologically derived models. The communication

paths used in the central nervous sysiem range from the release of chemicals that modify neuron
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behavior over a large region to individual synaptic junctions on a single site of a neuron.
Researchers have been able to estimate the gross circuitry of some cortical areas using techniques
such as neuron staining, observing the efferent impact of lesion damage, tuning the variables of
computer simulations untii performance matches experimental results, measuring electrical
activity with test probes. and intuitive analysis. While detailed informaton is lacking on indivi-
dual neuron-to-neuron circuits, enough is known to start drawing conclusions about probable
individual connections. Models based upon knowledge of specific cortical areas, such as the
olfactory piriform cortex, have shown results that comrelate with experimental results on living
organisms. Such correlations imply the accuracy of the model at capturing some level of func-
tionality. Although it is not yet possible to be centain about the c-graphs of brain regions, the
combination of general knowledge of its connectivity or structure and working abstracted ANN
models indicates the potendal value of developing p-graph architectures capable of supporting

our current understanding.

The selection of biological models presented in this paper is not all inclusive; examples
were selected 1o illustrate the suggested approach. Also, as this thesis is not a study in neurophy-
siology, biological aspects were simplified. As stated earlier, the computational functionality of

models is not considered except where it affects or defines the communication requirements.

4.4.1. Olfactory Piriform Cortex

As pointed out in Shepherd [ShB79]. the olfactory cortex is probably the best place to
start a study of the cortex. It is the earliest. or most primitive. region of the cortex and has the
simplest structure. Granger et alia [GAL39, GAA90.LGL89) have developed computer simula-
tons that mimic the olfactory system’s ability to generalize upon and differentiate signals.
Bower {Bow90a, Bow90b] has also designed a model by reverse engineering the olfaciory cortex.

His model shows signal patterns similar to those observed in biological studies.
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In terms of the definitdons of this paper, olfactory piriform cortex can be considered as a
system with input via the lateral olfactory tract (LOT) and oulputs to the entorhinal cornex and,
thus, to the hippocampus. It can be divided into layers where each layer consists of those nodes

sharing local connections.

The LOT is comprised of between 5 x 10* to 6 x 10* axons. Estimates place the number
of pyramidal cells in piriform cortex higher than the number of LOT inpuls, but of the same order
of magnitude. Taking numbers from Shepherd (She90]. and rounding for simplicity. gives an

estimate of 5x 10* inputs and ] x 10° processing nodes. Of the processing nodes, half are
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Figure 4.2 Piriform Conex

(This figure is taken from Bower [Bow90a]. )
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pyramidal cells that provide oulputs from the olfactory cortex, and the other half are locally con-

nected inhibitory and excitatory cells.

The concentration of inputs from the LOT tapers off from rostral to caudal cortex as
shown in Figure 4.2-A. The probability of a given input connecting with a particular pyramid

cell ranges from about 10% at the maximum to 0.5% at the minimum.

Compensating for the decreased number of extemal inputs toward the caudal end of the
piriform cortex, pyramjdal cells axons provide increased numbers of connections. The numBer of
excilatory connections pes pyramidal cell stays approximately the same throughout the entire
region. In addition to providing associative inputs within the layer itself. these pyramidal axons

provide outputs from the piriform cortex to the remainder of the brain.

The other connections present within the piriform cortex are localized 10 small patches.
Each pyramidal cell is connecied (0 a group of nearby stellate cells that generate inhibitory sig-
pals. One class of inhibitory signals is local to the patch and provides a winner-take-all func-
tionality where only a single pyramidal cell within a patch fires for any given input. The other is

rostrally directed and appears to provide for periods of recovery between the pulses of input.

Following the model shown in Figure 4.3, piriform cortex can be considered as a series of
layers. Layers closer to the input side receive a higher proportion of their data from the system
inputs. Those closer to the output side receive a lower proportion of system inputs and a higher
proportion of inputs from previous layers. The probability of a pyramid node in a layer receiving
a given system input ranges from a high of 10% to a low of 0.5%. Each pyramid node reccives

about 10% of the total number of inputs available from both system inputs and other layers.

Each layer consists of 1/2 pyramid nodes and 1/2 non-pyramid nodes. Each non-pyramid
node in a layer receives inputs from and transmits output to all pyramid nodes in the layer.

Pyramid nodes within 4 layer are not connected to each other. Pyramid nodes provide output
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Figure 4.3 Schematic Abstraction of Piriform Cortex

from a layer to successor layers and to the external world.

Such a model demonstrates locality since layers on the input side do not contain destina-
ton nodes for nodes in the layers on the output side. Also. non-pyramid cells do not have con-
nections outside their layers. With the resirictions on intra-layer connections. such that pyramid

cells are not connected. only 1/2 of the possible intra-layer connections can be made. Given a

division into m equal sized layers, (5_)2 is the total intra-layer connection count. If extemal
ni

: : : R N
inputs are treated as a type of intra-layer connection for simplicity. then ry of the nodes each

N G : NE :
receive 0 of the possible intra-layer connections for a total of 30 intra-layer connections.

+m

or roughly L

With these two components, maximal density is 10 20



45

4.4.2. Hippocampus

Like the olfactory cortex, the hippocampus is an early, more primitive region of the
brain. The model of communication routing presented here is abstracted from the work of

Shepherd [ShB79], Rolls [Rol89], and Squire et alia [SSAZ9).

One reason for srudying the hippocampus is that it is a primitive region of the brain and
hence simpler than other brain regions. Another rcason is the variety and power of the functions
that have been attributed to it. Experiments with rats have shown that hippocampal neurons fire
o indicate spatial location [O’K89]. Other rat studies have demonstrated that hippocampal
lesions inhibit the ability to create general associations between different odors [EOW90]. In
humans, amnesia has been correlated with hippocampal damage [SSA89]. The common thread
in the results sections of these studies has been the conclusion that the hippocampus enables asso-
ciations between different concepts or experiences. The hippocampus is also believed to provide

a critica) step in enabling long term memory.

Figure 4.4 shows the regions of the hippocampus and the general flow of data. The major
source of input data is the entorhinal cortex. Information lows via the alvear pathway to region
CA1 of the hippocampus and via the perforant pathway to region CA3. In addition. the mossy
fiber output of the dentate gyrus provides indirect inputs to CA3. The primary input to the den-

tate gyrus is also the perforant pathway.

Figure 4.4 shows the basic circuitry of the hippocampus. The entorhinal cortex is the pri-
mary source of external inputs to it. It is estimated there are 200,000 layer II cells of the entorhi-

nal cortex which project to the hippocampus, each making approximately 18,000 synapses.

The dentate gyrus, or layer 1 of Figure 4.5, consists of roughly 1,000,000 granule cells.
Each granule cell receives about 3700 inputs. Estimates for the number of contacts between a

given entorhinal and granule cell range from ) to 10. This results in a maximal probability of
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(This figure is taken from Rolls [Rol190].)

contact of a particular granule cell by a given entorhinal cell of .02. Each granule cell receives
inputs from 400 to 3700 different entorhinal cells. Separate regions of entorhinal cells project to
different regions of layer 1. The precise boundares and sizes of these regions. both source and

destination. ar¢ not known.

The layer | granule cells have local feedback via 3500 basket cells and 20.000 associa-
tive cells. The basket cells provide inhibitory feedback within relatively small patches of about
200 granule cells each. These inhibitory local connections provide a winner-take-all behavior of

the granule cells on a paich by patch basis. The associative cells have widely divergent axons
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making contact throughout layer 1.

In addition to local connections with the basket and associative cells, granule cells from
layer 1 project to layer 2 (CA3) pyramid cells via the mossy fibers. There are about 180,000 layer
2 pyramid cells and each mossy fiber connects to approximately 14 of them, so roughly 80 layer 1

inputs are made to each layer 2 pyramid cell.

Layer 2 has extensive intra-layer connectivity and any layer 2 cell may be connected to
any other layer 2 cell. The probability of a given connection is roughly 5%. In addition to the
Jocal connections. layer 2 receives input from the entorhinal cell axons. with each layer 2
pyramid cell receiving approximately 23.000 inputs. Rolls postulates that the combination of
sparse, strong inputs from the mossy fibers and dense. weak entorhinal inputs cesults in finely
tuned pattern separations. The mossy fibers provide the initial orientation of the separation space
and the entorhinal inputs then differentiate between similar mossy inputs. The total number of
synapses on each pyramid cell is on the order of 10,000 with 3/4 of them devoted to local or

intra-layer connections.

The output of layer 2 is both to layer 3 and to the external world. There are about 1.5
layer 3 cells for each layer 2 pyramid ceil. The projection of layer 2 onto layer 3 is topographi-
cally organized. Cells in different regions of layer 2 have different destination sets in both layers
2 and 3. Cells on the input side have limited intra-layer connections within layer 2 and project to
the most distal extent of layer 3. Cells central 1o layer 2 have major intra-layer connections that
are widely dispersed within the layer and project to nearer portions of layer 3. Finally, the layer 2
cells near the border between the two layers initiate connections that terminate close to their

sources in both layers.

Layer 3 does not contain significant numbers of intra-layer connections. It is considered

to further classify the output of layer 2.
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(This figure is taken from Rolls [Rol50].)

From Figure 4.5 it can be seen there is a clear organization of the hippocampus into
layers. It is not strictly a restricied c-graph because both layers 1 and 2 receive external inputs.
and layers 2 and 3 both provide external outputs. The lack of connections from layer 2 to layer ]
and from layer 3 10 layers 1 and 2 show a degree of locality. The subdivision of the layers into
patches. with inter-layer connections being made from nodes in a patch in one layer only 0 nodes
in a single patch in the next layer, provides a greater degree of locality and allows for a more
effective tmplementation as will be shown in Chapter 7. In addition. the sparseness of connec-

tivity of the hippocampus also significantly aids implementation efforts.

There is an inter-layer connectivity rate of 2% between the external source and layer 1.

The inter-layer connectivity rate between layers 1 and 2 is approximately 0.01% (14 conncctions
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out of a possible 18,000). From the extemnal source to layer 2. the infer-layer connectivity rate is

10%. Finally. inter-layer connections are again made at a rate of 10% between layers 2 and 3.

Layer 1 is divided into 5000 patches of 200 nodes each with dense interconnect within
each patch. In addition, the associative cells provide connections between the patches. The large
number of regions leads to a low degree of intra-layer interconnect, less than 0.02%. Layer 2 has

an intra-layer connectivity rate of 5% and layer 3 has no intra-layer connections.

Thus the system has a hierarchy of structures with layers containing patches. Combining
the various inter-layer and intra-layer connectivity rates yields an overall density of less than 1%.
Although nodes individually have high degree. the sharing of sources and destinations within a

patch provides a high degree of locality and a relatively low reachability.

4.4.3. Primate Visual Cortex

The third neurobiologically derived model is of primate visual cortex. The numbers and
connection organization estimates given here are from Van Essen [Van8S, VaAS0]. Unfor-
tunately for the purposes of this paper. even less is known about exact cell populations and inter-

connect patterns for visual conex than for either piriform cortex or hippocampus.

The functiona] organization of visual cortex is a series of interconnected regions. or
layers, with a general feed-forward information flow through them. The number and organization
of the layers differs by species. Figure 4.6 shows the layers and their inter-layer connection pat-

temns for the macaque.

For inter-layer connections, the general pattem is to have each layer broken inwo a
number of smaller patches. Each patch then receives inputs from muliple discrete patches in the
originating layers. Each paich also has a dense intra-layer connection pattern. Patches within the

same layer are distinct with no conneclions between them.
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Figure 4.6 Macaque Visual Regions and Their Interconnections

(This figure is taken from Van Essen {Van85].)

The model shows approximately twenty layers with a fairly clear flow pattem through
them. although there exist connections in both directions and the layers are not restricted in
inter-layer connectivity. Inputs to a layer are to restricted patches within it. Intralayer connec-

tons are also restricted to the same paiches. but are locally dense.

Given the independence of the subregions of each layer of the system as described above,
the potential density and node fan-out is constrained significantly more than would be for an

unrestricted system of twenty layers as is shown in the following derivation.



3]

Result 4.1 If a partitioning of each layer of a c-graph G into r distinct sets of nodes
p g y grap
Sy, 8o . 0,8 exists such that the source and destination sets are also distinct. maximal fan-out

and network density are both reduced by a factor of r.
Argument:

This cap be shown for intra-layer connections by considering a
layer of size n divided into r equal sized patches. Constrain all intra-
layer connections to exisl only within a patch. Each node in the layer
can then connect 1o only 1/r nodes. The resulting n2/r intra-layer con-

nections compare 1o the n? possible without constrains.

The inter-layer density is equivalently reduced. Consider /
layers as described above. If each node can only connect to / patches of
size n/r, then the maximum number of inter-layer connections is
(I = Dn/r per node. The system total number of inter-layer connections

is 1(/ — )n?/r. Adding these two values. results in a density of 1/r.

In summary, visual cortex can be considered as a c-graph with a fair degree of locality
under the paritioning into patches. It is not a restricted c-graph because each layer receives
inpurs from multiple other layers. This inter-layer connectivity is constrained though, with each
layer connecting to a resiricted subset of the other Jayers. The division of the layers into patches

significantly reduces the density and fan-out of the system.
4.4.4_ Abstract Neurobiological Models

Braitenberg has developed a theoretical interconnection model based on his studies of the
architectonics of the brain [Bra89]. While limited direct biological evidence exisis to either sup-

port or challenge this model, it provides intriguing possibilities for interconnection limits.
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For cortical connections, suppose a random interconnection scheme is chosen. Divide
the cortex into N parches each containing N2 cells. In the human, each patch would have
approximately 10° pyramidal cells and would be about 1 num in diameter. This diameter is about
the same size as the spread of a large pyramidal cell, so interconnections between cells of a patch
are readily possible. Braitenberg suggests each patch is densely interconnected and receives

inputs via one axon from each other patch. Figure 4.7 shows a schematic of such an interconnec-

Figure 4.7 Abstract Pseudo-Cortical Connectivity Pattems
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tion pattern,

The degree of a typical node would be (p + 1) N'? where p is the probability of a con-
nection between any two nodes within the same paich. Given a total system size of N cells, the
total density possible is (p + HDN>2 /N2 or (p + 1)/ N2, Since p is a probability, its maximal
value is 1, and the limit on the density of a system of this type is 2 / N2, Compared to the poten-
Gal of N2 connections for a fully connected system, such a model is sparsely connected. But this

system exhibits no locality and any node can update any other node in at most 1 / p steps.

Under the natural partitioning of the system into patches. as shown in Figure 4.7, there is
no locality since the homeomorphic graph is fully connected. In a biological system the com-
munication can be provided by having a neuron in each patch which has a long axon that diverges
at its end and contacts the destination patch neurons. For a silicon based system, this Jack of
locality is a major implementation problem and requires a specialized intercotnection architec-

ture as will be shown in Chapter 7.
4.5. Summary

This chapter has introduced a set of c-graph models that will be used in Chapter 7 to
illustrate the effectiveness of altemnative p-graph architectures. The concepts of density and local-
ity have been applied to these models 10 show how their resiricions on connectivity affect the
overall number and pattern of connections. Results have been shown which relate density 1o the

number and organization of the layers in a graph and 1o the presence of patches within layers.



CHAPTER 5

Interconnection Architectures

This chapter reviews historical architectures for multiprocessor systems and shows how
different constraints can be used to improve implementations of neurophysiological ANN
models. The first section presents several different interconnection architecture, or p-graph,
classifications. It also describes how well systems from each class can support ANN implementa-
tions. A broadcast interconnection structure is then introduced as a new architectural approach
with improved cost-performance ratios. The final section contains a limited selection of architec-

fures suggested for implementation building blocks.
5.1. Architecture Classifications

A number of different classification schemes have been applied to multi-processor com-
puter systems. This section provides a summary and shows how readily different classes ot archi-

teclures may support ANN implementations.
5.1.1. Instruction and Data Stream Counts

One method of classifying multiprocessor systems is by the number of simultaneous
independent processes running on the system and the number of independent data sets being
worked on. Of the four possible architectures, single or multiple data by single or multiple
nstruction, two are of limited interest for ANN implementations. The first. a Single Instruction
Single Data (SISD) system is equivalent to a monoprocessor computer with no parallelism. This
approach was eliminated in Chapter Three because the lack of parallelism limits the potential for

supporting large emulations. The second, a Multiple Instruction Single Data (MISD) system,

54
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may be considered as a cascaded series of processors working on a single inforrnation stream.
The systolic architectures of Kung es afic [AKMR5] as implemented in the Intel iWarp system,
are also examples of this approach. While providing higher levels of performance than SISD,

MISD is still limited by its communications bandwidth.

The two remaining classes, Multiple {nstruction Multiple Data (MIMD) and Single
Instruction Multiple Data (SIMD), are more applicable to ANN implementations. On an MIMD,
system each processor supports separate process and data streams. Commurucations exist
between processes. but they are not tightly linked. Examples of MIMD systems include the NYU

Ultra. BBN Butterfly, and Intel iPSC.

In contrast, on SIMD systems, multiple processors are executing the same instruction at
the same time, but on different data sets. Commercial examples of SIMD systems are Thinking

Machines® Connection Machine and Adaptive Solutions™ CNAPS neurocomputer.

SIMD and MIMD have been used for ANN emulations. They also are each feasible for
physical implementations of ANN models. MIMD has some added benefits for emulatng neuro-
physiological ANN models. One problem with many SIMD systems is their need for global syn-
chronization, whuch is hard 10 provide for large implementations. Also, the MIMD model more
closely approximates the organization of the brain where multiple neurons are simultaneously

performing different functions on independent data streams.
5.1.2. Communication Type

A second categorization of architectures is into shared memory versus message passing.
[n shared memory systems, processors communicate by reading from and writing to a common
store. In message passing systems, messages are constructed and sent by the communication sys-

tem to destination processors, where they are unpacked and their information extracled.
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3.1.2.1. Shared Memory Systems

With common memory shared between multiple processors, the potential exists for
memory access contention and race conditions when two or more processes access a single
memory location. One common way of reducing memory and bus contention is 10 use a memory
caching scheme. Caches can be designed to listen for memory writes by other processors that
invalidate their contents, and to either discard or replace the old data. To keep common memory
contents current, and support bus snooping hardware, writes to the cache need to write through to
main memory. Such designs require a single bus for memory references o facilitate cache
coherency, so they are limited by memory bus bandwidth in relation to cache size and locality of

program or data references.

An alternative (o the use of caches o reduce the impact of bus and memory bandwidth
limits is used in the NYU Ultra [GGK83]. This design uses a combinatory switching network to
route memory references from the processors. The serialization principal was developed as pan
of this project and states "the effect of simultaneous actions by the PE’s [processing elements] is
as if the actions occutred in some (unspecified) serial order”. If two references to the same
memory location are detected. they are combined according to type. If both are reads. they are
joined into a single read that has two back paths from the detecting switch node. If two writes
collide. one is discarded. Since it was a race as to which write would be last. the choice to dis-
card can be made randomly. If a read and a write o the same location are detected, the read
recurns the value of the write and the write continues on through the routing system to the
memory destination. To further reduce memory bandwidth requirements, and to implement the
algorithms above, the switching network and memory are augmented by the capability to perform
a ferch and add operator. This can be used as a form of rest and set and allows many algorithms
10 be executed in parailel which would othenwise require the scrialization of critical sections.

Although this design significantly reduces memaory contention and traffic, the performance of the
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system is ultimately limited by the bandwidth of the processor 0 memory switch. Jncreasing the
number of processors 10 support larger problems causes an increase in both switch delay and

complexily, since switch size is O (slogn) for n processors, and system size is ultimately limited.

A third design option is the use of a hierarchy of memorics. [WiM88] Here. each proces-
sor has its own local memory, as well as semi-tocal memories shared among a few processors.
Global data can reside in a common store. This architecture is actwally a generalization of the
two memory levels found in cache systems. While this approach reduces bus traffic, no hardware
provision is made (o maintain data coherency. In this behavior, the cm* system is similar to mes-

sage passing archifectures.

While all of these shared memory designs are cffective for the system Sizes and the
classes of problems for which they are intended. they do not support efficient implementations of
ANN models. [n both mathematical and neurophysiological ANN models. the ratio of computa-
tion to communication is lower than in symbolic processing models. Also, the communication
includes a high degree of replication of results to multiple destination processors. If a shared
memory system Is used. contention may occur between processors accessing common sections of
memory. In addition. shared memory systems do pot scale well 1o the number of processors
required to implement ANN models. Seitz shows that the maximum effective number of proces-
sors in a shared memory system is less than 10° [Sei90). His argument js that, while a samrated
bus can be replaced by a switching ne(work, even for switching networks thar are log,N. the

latency of traversing them constrains their effective maximum Size.
5.1.2.2. Message Passing Systems
Message passing models can be compared by their message granularity and routing

mechanism. In this context. granularity is a measure of the minimal message length and its asso-

ciated overhead. When message transmission is a major expense in a System. it restricts the
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degree to which a problem may be partitioned between separate processors. Systems with
minimal overhead can be used for finer-grained jobs, such as extracting the parallelism from a

compare loop or performing an FFT. ANN models also require fine-grained communications.

The spectrum of granularities within multiprocessor systems runs from the Intel iPSC-1,
which used an ethemnet packet as its smallest message size, to the proposed MIT J-Machine,
which would execute messages analogousty (o instructions. The J-Machine model can effec-
tively support partitioning of programs with Sus between memory references, while the iPSC-1

requires minimal tasks on the order of 10ms [Dal90b).

The next sections focus on message passing architectures, demonstrating how the spec-
trum of ANN implementations can further be constrained by type and topology of imerconnec-
ton.

5.1.3. Direct Versus Indirect Routing

Whether the system is shared memory or message passing, message rouling is required.
The different approaches to routing messages can be partitioned into two general classes: direct
and indirect. Wtth a direct network, connections are made between the processing nodes them-
selves. In an indirect connected system. the processing nodes are attached to a separate network
of swiiching nodes. Shared memory architectures are examples of indirect networks with the
simplest switching network being a shared bus. Message passing systems can be built with either

approach.
5.1.3.1. Indirectly Connected or Switching Networks

A wide variety of indirect connection, or switching, network. altematives have been pro-
posed in the computer architecture literature. Most provide the equivalent of cross-bar or the
potential for a connection between every pair of source and destination nodes, Although a mes-

sage can be sent from each source node to each destination node, switching networks of n
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processors are not usually implemented o0 support n simultancous connections since it would
require the n? cost of a true cross-bar system. The main drawbacks to the use of switching net-

works are the delay in traversing them and the added area required.

The general form of switching networks is N =" processing nodes connected by »
stages or layers of ! switching nodes of size & x k. The difference between alternative archi-
tecrures is the definition of the switching nodes and the topology of the wires between them.
Stone provides a comparison of switching networks that have been shown to be computationally
equivalent [Sto81]. In all of these architectures, any input can be connected to any output. The

communication delay is the time required (o transit the n layers.

While it is possible to design a system where sources may broadcast (0 multiple desuna-
tions. it is not possiblc for a single destination to receive inputs {from multiple sources at on¢
time. For ANN implementations. the communication system must cycle multiple messages
through the switch for each network update. Either the switch is buill as a separate physical
entity with wires run from the processing nodes, or it is superimposed upon the nodes themselves.
Both possibilities present design problems. As shown by Dally. the bisection cost for switching
networks connecting N processors is order N [Dal90b]. That is. for all switching neiwork topolo-
gics. a verticadl cut through the switch would sever N wires. The area of the layout is dependent

on the number of nodes and does not vary with the choice of either k or .

Fat Trees are an interconnection topology in which the processors are wired as the leaves
of a complete binary tree (Lei85]. The intenal nodes of the tree are routing processors. Avail-
able bandwidth between routing nodes increases toward the root and decreases towards the
leaves. In an optimal system, the bandwidth increases appropriately so no messages are lost or

delayed and the root is not a bottleneck.
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A Fat Tree is a synchronous system with all messages moving one bit at a time up the
trunk until they reach the first common ancestor of the source and destination processors. The
time required for message transmission is equal to the number of inner nodes encountered. plus
the length of the message multiplied by the dejay for a single bit to move between two adjacent
processors. All messages are seni during the same period of time, so best case delay is equal to

WwOrSt case delay.

Fat Trees, as originally designed. are not good candidates for emulating ANNs. They
require cqual numbers of routing nodes as processing nodes. have high wiring costs, and each
message is delayed as long as the worst case. An asynchronous Fat Tree is possible. but would
require increased bandwidth or conflict resolution techniques. The idea of a tree as an indirect
routing system is presented later during the discussion of possible physical broadcast implemen-

tations.

Fahlman developed the Hashnet concept as pant of the design of the NETL system
{Fah79,Fah80a). Hashnet introduced the concept that. with a sufficient number of layers in the
interconnection network, it is not necessary for all possible paths to be physically presem. Fahl-
man showed the requirements for a million node system based on a Hashnet to be a 960 x 960
switching network time-shared 1024 ways [Fah80b]. Time sharing of the switching network is
proposed as an alterpative to increased area in interconnect and switching nodes. Although Hash-
net itself is not a good choice for an ANN emulator due to excessive transition delays and the cost
of connecting wires between the PNs and the swilch. the idea of tme-sharing a switching nei-

work between inputs is one way to reduce cost-performance ratios.

5.13.2. Directly Connected Networks

Examples of direcdy connected networks include trees, hypercubes, cube-connecied

cycles. grids, and tori. Each has a p-graph which describes its interconnect. This section briefly



61

describes these architectures and lists their benefits and costs.

Trecs provide O (N'? delays for O(N) layout area [Maz87). They are readily laid out
following the H-tree pattern shown in Figure S.1 and originally developed by Horowitz and Zorat
[HoZ81). Fault tolerance is a problem, since the loss of the central node splits the tree into (wo
disjoint subtrees. Also, H-trees are not efficient for VLSI implementations, since they have an

increasing percentage of unused space with increasing size,

One popular architecture for commercial message passing systems is the hypercube.
Each node is connected to log n destinations as shown in Figure 5.2. The primary problem with
hypercubes is the larger number of connections required per node as system size increases. Also,
increasingly long wires are nceded to lay out larger systems. resulting in increased power con-

sumption and message transit times.

—
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Figure 5.1 H-Tree Layout Pattem
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A variation of the hypercube is cube-connected cycles. Each vertex of a boolean hyper-
cube of size 2™ is replaced by a ring of m vertices. The benefit of this design is the restriction of
cach node to degree three. [ts primary problem is that it requires O (N* / log® N) area for layout

[Maz87].

The final topology considered here is the mesh or lorus. A mesh is a regular array of pro-
cessing nodes. each connected to its nearest neighbors. Nodes on the edges are not fully con-
nected. That is. for a rectangular mesh. right edge nodes are not directly connected to left edge

nodes and op row nodes are not directly connected to bottom row nodes.

If opposite edges of a mesh are directly connected, a torus results. If only one pair of

opposing edges are connected. the resulting figure is a cylinder. To avoid the problem of long

Figure 5.2 Dimension Four Hypercube
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wires, the normal VLSI implementation of a torus is folded as in Figure 5.3. This folding
increases the intermode wire length to twice the length used in a mesh, but results in all wires
being of the same length, rather than some wires spanning the width or height of the underlying

mesh.

Tori. meshes. and hypercubes are all members of the more general class of &4-ary n-cubes.

as defined by Dally (Dal90a]. In this notation, £ is the radix and indicates the number of nodes in
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each dimension while n is the dimension of the system. A torus is a k-ary 2-cube and a hyper-
cube is a 2-ary n-cube. For n =1, the resulting topology is a ring of £ nodes. A mesh is con-

sidered to be a disconnected torus in this viewpoint.

Low dimensional k-ary n-cube networks can be wired with complexity O (N) compared
to the O (N?) required for multistage networks. It is possible 1o vary the choice of n and & to
minimize network latency since networks with large k£ have a greater internode bandwidth for a
fixed bisection width and networks with large n have a decreased diameter or number of inier-

mcdiate nodes a message must be forwarded through.
5.1.4. Point-to-Point versus Broadcast Communications

When examined from the viewpoint of communication requirements. the primary charac-
terisic of ANNSs is the high degree of their c-graphs. As shown in Chapter 3, it is necessary to
multiplex some p-graph edges to get an area-efficient implementation of a large c¢-graph. The
mapping of c-graph to p-graph is simplified when the degree of the p-graph is increased. By
using a broadcast architecture, it is possible to increase the /flvirtual fan-out/fR of each PN of a

p-graph of N nodes to V.

The architectures described earlier are all designed for a point-to-point (PTP) communi-
cation protocol. In PTP, each processor communicates with a single destination at a time. Mes-
sages are created with sufficient information to allow them 1o be routed to destination nodes and
for destination nodes to be able 0 determine message sources. For computational models with a
limited degree of simultaneous communication, PTP is the appropriate model. However, for

ANN models, benefits accrue from using broadcast instead.

A major problem with ANN implemencations is finding a p-graph with sufficient degree
to support effective mappings (or a variety of c-graphs, but without the need to dedicate large

amounts of area to rarely used long connections. One solution is 10 use message broadcast to
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create large virtuaf fun-out. In this usage, virtual fan-out refers to connections which are not phy-
sically present in the p-graph, but which are made to appear present by the use of broadcast con-
nections. Broadcast provides flexibility of connections, reduces memory requirements, and shor-

tens message length.

In programming ANN gystems, one problem is adding new connections when they are
needed. Most leaming algorithms require the destination node, not the source node to add the
connection. When a PTP communication technique is used. the transmitiing node determines
which nodes receive each message. Broadcast, using come-from addressing, solves this problem

since any /istening node can choose to either accept or ignore any message.

Come-from addressing allows each message packet 1o contain only identification of the
originating node. All messages are broadcast with no need for routing information. Nodes
receive a message packet and either accept it. if they need input from the source, or discard it

based on the source address in the packet.

When a PTP communication scheme is used, the sending node must maintain address
tables of PNs to which to send messages. The receiving node must also keep tables of sources. so
it can assign the appropriate weight to each connectlion. The use of broadcast replaces the need
for tables of destination PNs with a smaller list of destination broadcast regions. unless a node
exists in only one region and no table is needed. Broadcast does not, in general, change the
requirement for source tables. Thus, the use of broadcast can reduce the required address space in
the PNs by art least half. In addition, if the ANN model has a dense matrix, weights of zero can
be appiied to all unused sources. Then a trade-off can be made between connection source

addresses in the destination nodes versus extra space for weights,

Similarly, message length can be reduced by broadcast. In PTP systems. each message

must contiain a destination address or routing information. Come-from addressing omits the des-
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tination address, since every message is sent to every node in a region and no routing is required.
ANN models still require the source address be sent for weight assignment. [t is possible to have
the sequence of messages define their sources using a sfotred broadcast protocol. where n broad-
cast intervals are allocated for n nodes and node i always broadcasts in interval. or slot. i. Slotted
protocols eliminate all neced for addresses in message packets. In cases where source addresses
must be sent. it is possible to use shorter addresses, as long as each source within a broadcast
region is unique. With these variations, messages can be reduced to data plus source address in

most cases and to data alone in the rest.

The transmitting node need generate only one message. It is not necessary for multiple
distinct messages to be created. Sending a single message reduces the complexity of the

transmicting circuitry and reduces its area.

Unfortunately, broadcast is inefficient when a small percentage of the nodes in a region
are destinations for any one message. In Chapter 7. required graph densities are given for the
effective use of broadcast. Using a collection of regions organized in an overlapping or hierarchi-

cal structure can reduce the problem for some ANN models.

Figure 5.4 shows an overlapping broadcast structure. This feed-forward network has
turee layers where first layer nodes use region A to transmit to second layer nodes. Second layer
nodes reccive their inputs in region A, but use region B to transmit their output to the third layer
nodes. If asingle region were used for this system, it would have (wice as many source and desti-
nation nodes as either A or B and the efficiency of the communication system would be halved.

Also, the delay due to serialization of messages would be doubled.
5.1.4.1. Augmented Broadcast Architectures

Figure 5.5 shows an example of a one dimensional broadcast hierarchy. This approach is

appropriate for systems where message traffic decreases with increasing distance from the source.
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Figure 5.4 Overlapping Broadcast Structure Impiementing a Feed-Forward Network
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Figure 5.5 One-Dimensional Broadcast Hierarchy

For example, node A uses a level one connection to communicate with node B, but has to com-
pete with three nodes when it uses a level two connection 10 reach node C. Finally, eight nodes
compete for bandwidth on the level three connection which A must use to communicate with E.
By seldom using the higher levels, congestion is reduced. If every message from node A must

reach node E, no benefit is derived from having the hierarchy. from the perspective of node A.
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In summary, the use of broadcast provides a large effective fan-out and reduces message
length and PN memory requirements. ANN implementations can be more flexible, since the ¢-
graph is not directly implemented and connections can be added as necessary. The use of multi-
ple overlapping regions can further reduce the memory requirements, since addresses can be
made shorter. In addition, overlapping or hierarchical regions provide for added parallelism in
communication and may reduce communication contention, but at the cost of increased system

complexity.

Two major potential problems exist with a broadcast architecture: the presence of long
paths and the high cost of crossing region boundaries. Many ANN models require some mes-
sages be sent to far nodes. If only broadcast is used. these messages must be sent to all nodes
within the smallest region containing both the source and the furthest destination. Sending mes-
sages destined for a few nodes to many nodes negates most advantages of broadcast and brings
back the scaling problem inherent in a bus architecture. That is, remole connections reduce the
effectiveness of broadcast and create a increased need for bandwidth, which is then poorly vtil-

ized.

Similarly, if a node outside the primary broadcast region must be reached. a broadcast is
required to all the nodes in the second region containing the additional node. Such a secondary

broadcast again increases required bandwidth and reduces the efficiency of usage of the broadcast

system.

Augmented broadcasr is a modified broadcast system that addresses these two problems.
[t has a PTP structure for the occasional Jong paths and overlapping regions or relayed messages
to blur region boundaries. When only a few messages must be transmitted to far nodes, it is more
efficient to reserve a limited portion of the communication bandwidth for them than to use global

broadcast. The determination of what percentage of communication 10 reserve for broadcast
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versus PTP depends on Lhe density of the c-graph.

One possible class of ¢c-graphs has a unique destination set for each node such that when
mapped (o a nearest neighbor planar p-graph, each CN connects to all PNs within some fixed
radius. If the only interconnect is a set of rectangular. non-overiapping broadcast regions, severe
problems may result. While no problem exists for those CNs mapped to PNs near the center of
the physical broadcast regions., CNs mapped 10 PNs near an edge of a region must broadcast into
the adjoining region(s) as well. Broadcasting into multiple regions causes decreased effective
utilizauon of available bandwidth. The overlapping broadcast regions of an augmented broadcast

architecture are intended te reduce this problem.

Another possible architectural variation is the usec of relay nodes. Each relay node is con-
nected by a PTP system to distant sources and broadcasts into its destination region messages
received from its sources. This interconnection is similar to some brain models where axons

travel a long distance before branching out to connect with many neurons at their destinations.
5.1.4.2. Broadcast Implementation Possibilities

Broadcast may be implemented in two ways: virtua! and physical. In a virtual broadcast
system, the physical communication sysiem may be any PTP architecrure. Here, the virual
broadcast and PTP communication of an augmented system can share the same basic communi-
cation structure. Messages are sent by the originating node and forwarded to all nodes within
some region. One possible way to implement such a model would be with a forward count in
cach message that is decremenied every time the message is forwarded untl it reaches zero. Such
an architecture would require a routing algorithm, for example messages received horizontally
are forwarded in the opposite horizontal direction and messages received vertically are forwarded
in all non-receipt directions. to avoid the problem of duplicate messages being received by a

node. One example of virtual broadcast is the SIMD system 1o be described in Chapter 6, which
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is based on 4 torus.

The primary advantage of virtual broadcast is it retains the simplicity of the underlying
architecture while gaining the benefits of broadcast. Virtual broadcast is potentially more flexible
than physical broadcast since it is not restricted to fixed regions. With appropriate routing algo-
rithms, it is possible to have a different region for each node. removing the need for overtapping
physical regions and direcly supporting nearest neighbor algonithms. The comparative perfor-
mance of virtual to physical broadcast is determined by the size of the regions and the amount of
contention, as shown in Chapters 6 and 7. In addition to the absolute delay magnitudes intro-

duced by conlention, delay reproducibility may be a problem.

A physical broadcast system has a dedicated physical interconnection structure which
implements the communication architecture. A variety of possible structures are available, rang-
ing from buses to rings. trees. and stars. For small regions with rclatively few nodes, a bus pro-
vides the simplest interconnect. Wilth the use of a slored algorithm for sharing a bus. no address
information need be transmitted since the slot index indicates the transmitting node. [n VLSI
implementations. the encrgy to drive a wire and the speed with which it can be driven are deter-
mined by its capacitance, limiting potential bus size. These problems can be solved in some

architectures by using either a hierarchical or pipelined bus design.

When repeaters are added to a bus, it is effectively changed 1o a ring with each node driv-
ing the wire between itself and the next node. It can be debated whether the virtual broadcast
architecture in Chapter 6 is a series of physical broadcast rings or a torus supporiing virtual
broadcast In either case, this approach has each node in a ring forwarding a value to its succes-
sor node each step with all nodes completely updated every # steps. for a ring of length 2. Such a
ring architecture also supporis a slotted protocol where each message is uniquely labeled by its

slot and address requirements are eliminated from each message packet. It will require max(m.n)
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Concentration Tree

Distribution Tree

Figure 5.6 Broadcast Tree

steps for all messages to reach all nodes where m is the number of messages and n is the number

of nodes.

Another topology is a star network where cach node in tumn transmics its new siate to a
central hub. which then updates all the destination nodes. This model is adapted from the origi-
nal Aloha network. which was the first slotted broadcast archiiecture. One way of wiring such a
star is using a tree as shown in Figure §.6. Some characteristics of a possible tree architecture are

described by Rudnick {RuH88]. This approach also has the benefit of readily supporting inputs

external 1o the region.
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5.2. Effective P-Graph Architectures for Supporting Large ANNs

In the preceding sections of this chapter a number of different p-graph architectures have
been described. This section summarizes the earlier findings and suggests a small set of architec-
tures which are effective for supporting large ANN systems. These suggested architectures will

be compared in Chapters 6 and 7 to show how they fajr in supporiing potential message loads.

A few generalizations can be made about which p-graph architectures are effective candi-
dates for large-scale silicon ANN implementations. Because of the problem of propagating
clocks across a large area, it is likely for synchronized regions to be limited in size. Message-
passing architectures are better able than shared-memory architectures to scale in size to support
systems of 10 to 10° independent processors. Direct networks, where the connections are
between the PNs themselves are preferable to indirect networks where there is a separate switch-
ing network providing the conneclivity. The only feasible use of an indirect network is direcily
overlaid on top of a grid of processors. Not using an overlaid approach allows for denser PN,
but at the cost of increased communication delays from the length of the connections to the

switch.

The range of implementation possibilities is reduced to k-ary n-cubes and broadcast. both
virtual and physical. Before considering implementations based on these remaining options. it is

necessary to characterize them by cost and performance.

The measure used here for performance of an interconnection network is the number of
messages that can be communicated in a fixed time period. The number of messages which can
be sent is a function of how many can be sent in parallel. or the bandwidth of the system, and the
time required for a single message to reach its destination. The delay. or transmission time. can
be further broken down into wire transit time and intemode relay time. The wire transit time is

dependent on the length of the wires, while the internode relay time is related o node size, com-
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plexity, and routing mechanism. Distance traveled is used here because it is 2 good approxima-
tion of the delay time. Another contributing factor affecting performance is the degree of conten-

tion in the system caused by multiple messages competing for a single communication resource.

The cost of a given architecture is a function of the physical area required for wires and
nodes plus any redundancy needed to circumvent faults. Another factor is the degree of regular-
ity of the design, More regular designs are easier to lay out, have fewer flaws from the design

process, and arc easier (o test.
5.2.1. Performance Characteristics

Dally [Dal90a) shows (he time required to transit 2 message is r =D + L / W where D is
the average diameter of the p-graph. L is the message length in bits. and W is the channel width in
bits. Given Lhis formula. the lowest latency occurs when D = L / W. For a system of 10° nodes.

he shows the optimal design is a 16-ary S-cube.

[n Dally’s arguments. graph diameter is a good measure of the distance a message must
travel. because all wires are held o be equal in length. This result does not hold when the entire
system is mapped to iwo-dimensional silicon with limited numbers of layers. Higher-
dimensional systems suffer the added cost of longer wires, Given the short message length of
ANN models, it is not a good design decision to dedicate a long2 communication structure to a

single message at a time.

For a square mesh, the average message dislance is 2/3 (N2 — N7V%) (Sei90]. For a
forus. the average distance is 2 N/ links. but since a link is twice the length of a mesh link it is
actuaily 4 N2, For a broadcast tree. all distances are the same and for a square tayout of N = 2%
n size are 2k — 1 to the central node and 24 ~ 1 back for a total distance of 4k — 2. which is equal
to VN = 2. The first two designs can be laid out in area equal to N processing nodes. The third

requires additional space for the inner switching nodes. but as shown in [RuH88] the additional
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space needed is less than 15%.
5.2.2. Comparison with Dally

Dally first proposed the idea of using a fixed cross section for comparing performance of
different interconnection architectures in his dissertation {(Dal86). Since then he has published a
number of following papers where he has expanded upon the concept of k-ary n-cube networks as
optimal solutions for many communication problems [Dal90a, Dal%0b). Since publication of
these results, most research in the area has used them as a starting position. Some of the results
in this paper disagree with some of his concjusions. Since his work is so well respected. this sec-

tion was added to explain where the two models differ and why the results are different.

The standard message in Dally’s work is taken o be a multiple-byte object that is split
into a number of individual packets named flits. In ANN models. a message consists of a source
address, a destination address, and a numeric value. In many models. the source and destination
address may be reduced to a single value that is a routing address from source to destination and
uniquely identifies the source. With messages reduced to Lhe size of a single packet or flit, the
problem of deadlock disappears, no resolution algorithm is required. and there is no need for the
virtual channel concept Dally uses to support wormhole routing. Another advantage of having
no possibility for deadlock is messages can be supported on a mesh instead of requiring a torus
with single direction messages. Another advantage of the short message length in ANN models
is store and forward becomes a viable altemnative, since the required memory for message storage

in a node is significantly less and it is feasible to support a larger buffer size.

Another difference between the two models is while Dally also uses a probabilistic model
for communication, the actual pattern of message transmission is dependent upon the computa-
tional algorithm being used and the timing differences between the processors. In an ANN sys-

tem, the message flow is more predictable since it is a part of the definition of a network, both in
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routing and firing frequency. Because of the robusiness of ANN models, if a problem exists with
excessive messages, it is possible to not deliver some percentage without significantly degrading
the system performance. Different researchers have shown varying levels of continued function-
ing in the presence of flaws, but deleting 1% to 5% of the connections in a network has been

shown 10 be supportable.

The sizes of the networks used in the models are comparable. While Dally has not
created any systems with 10% nodes, his calculations include such nerworks sizes. In the actual
systems he is designing, the number of nodes is closer o 10°. The ANN sysiems under con-

sideration in this paper start with networks of this size and scale on up to 10° or greater.

One major difference is that the model used here is of a planar silicon implementation
while Dally is using a hierarchical approach with chips. boards and systems. His results thus are
supported by the assumption of nearly equal length wires in a k-ary n-cube. On a planar layout,
this assumption is not true since some lines are orders of magnitude longer than others. The pres-
ence of long wires causes systems with larger n to have a slower performance since the long runs
require more ttme for message transit. The work here agrees with Dally on the value of low
dimensionality networks and the idea of using bisection width as the measure of cost rather than

wire fan-out count.

In a 1ypical computer system, a delay in a message transmission only delays the computa-
tion at the destination end. In an ANN model, it may cause the network 10 behave differently if
the delay variation is of the temporal type as defined in Chapter 3. Finally, with the typical firing
paftern of ANNS, the messages come in waves that tend to saturate the network, which then set-
tes down into a quiescent mode. The time required for all messages in a set to be delivered
defines the scaling factor between computational time and communication time. In more conven-

tonal computer systems. messages are typically independent objects and the latency for a single
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one to transit the system is the critical measure. Pipelining approaches are thus useful for ANN

models and useless for conventional ones.

The previous paragraph illustrates one difference between ANN and the more classical
communication models of Dally. In the classical model, there is a simulated clock with messages
containing some time-stamp. In ANN models, as described here, time is its own representation.
The messages are sent in real-time and there is no atempt to provide an external synchronizing

function.

In conclusion. the models here are more supportive of store and forward, do not deal well
with high-dimensional graphs, require a flushing of the messages in a burst, and allow some mes-

sages to be lost in times of high network saturation.



CHAPTER 6

Communicationr Cost-Performance Tradeoffs

To select between allemate interconnection architectures, knowledge of their cost-
performance behavior under typical ANN message loads is needed. For VLSI silicon. cost is a
funcnion of design complexity and area required. because larger devices are more difficult to
manufacture and have a higher probability of containing significant flaws. Performance 15 meas-
ured here by the time required for message delivery. An optimal system design is one where the
cost and performance of the communication subsystem matches that of the computational subsys-
tem. Otherwise. either the communication subsystem could be implemented less expensively or

it constrains the system speed.

Since the work of Mead et alia [MeR79] and Thompson [Tho79], VLSI architectures and
algorithms have been compared on the basis of the arca versus the time required. This research
follows the example of Mead and uses Area X Time as the final comparator. The other altemative
used in the literature places a higher value on time by using Area x Time® as in Thompson and
Seitz [Sei90]. This presentation also follows the example of Mead in using the terminology of

cost-performance rather than the equivalent area-time notation of Seitz.

In this chapter, an abstract model of message sources and destnations is defined, fol-
lowed by a statement of the assumptions used in the analyses. In comparing interconnection
archilectures. only two of the four possible communication scenarios need to be considered:
messages onginating outside the region for intemal destinations, and messages that originate and
terminate within the region. Messages originating within the region with external destinations

are equivalent to messages of external origin with internal destinations. Since this work focuses

77
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on rnessage loads within a region and in general it is not possible to predict loads due to routing
externally sourced and destined messages, the fourth possibility is ignored. Under each message
model, the cost and performance of supporting a uniformly distributed message load is calculated
for physical broadcast on dedicated broadcast structures and virtwal broadcast and PTP on mesh

and torus.

The final section of this chapter summarizes the results and describes their significance.

It also shows when each alternative architecture would be preferred.

6.1. Communication Mode! Definition

The model p-graph used in this chapter is a square grid of processing nodes with a com-
municalion subsystem superimposed upon if. A square grid is used because it is the simplest
design for regular tiling of a plane. The only regular figures that support a 1iling of the plane are
rriangles. rectangles. and hexagons. The complex shapes of other possibilities for tiling, coupled
with a lack of significant benefils, removes them from consideration. Increasing perimeter length
increases the opportunity for routing of interconnect. Perimeter length to area is maximal for a
triangle and minimal for a hexagon; for regular examples of these figures the ratios are: triangle,
4.5 10 1; square. 4 to 1; and hexagon, 3.7 to 1. The number of adjacent neighbors of a node deter-
mines the number of minimal cost connections. All non-adjacent connections must cross at least
one intervening node. Given these considerations, a square shaped PN provides an intermediate
level of functionality on all counts, supports simpler cost and performance calculations, and is

easier to lay out and fabricate.

External inputs can be from a variety of sources. Some, such as light for the Silicon
Retina [Mea86). come from a third dimension and do not require any interconnection suppor
within a module. At the other end of the continuum are inputs, as shown in Figure 6.1, routed to

their destinations via the interconnect capabilities of the implementation process itself. or in
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VLSI, the multiple layers of poly and metal. Intermediate between these two possibilities are
systems where some inputs are (o the periphery of the module while others are conveyed exter-
nally o internal locations. An example of such an interconnection is a chip with both internal
and peripheral contact points. The most conservative design constraint is to assume all external
messages enter across a single edge of the module. Running external wires to central pads is
equivalent to increasing the number of layers in the technology and does not significantly affect
the calculations, since message {0ad can increase geometrically with model size and the number
of layers is constant. Allowing three dimensions for interconnection is a possible generalization.
buc it does not significantly change the final conclusions since cross section in three dimensions

increases as N3 while message possibilitics increase as N2 [Sei90).

Figure 6.1 illustraics the node layout and communication mode! used o determine boun-
dary communication requirements. This figure has twelve possible sources and sixteen potential
destinations for a given message. Four points are shown where messages may cross the boun-
dary. This representation accurately replicates the case of two communicating submodutes
within a VLSI system. In additon, it is an effective abstraction of the more general instance of
inputs coming from a variety of sources al difterent distances or delay rates and crossing an inter-

face boundary into a stand-alone module.

In the following arguments, § represents the number of sources, D the number of destina-
ions, M; for 1 £i <S the number of messages generated by each source during a single commun-
ication interval. and Q the number of queues or interface crossing points. If each source is send-
Ing a message to each destination, Vi M; =D. the total number of messages is DS, and the aver-

age number passing through each queve DS/Q.

The maximal value of D is the number of nodes in the module, or N. For a square

. . — -
module. the length of each side is VNV nodes. Each processing node has area A. so the total area
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Figure 6.1 Extemnal Inputs Entering a System.

of the module is AN and each side is VAN . B represents the bandwidth of the interconnect. For a
value of B = [, a single message transits a wire of length VA intime 7. When both communica-
tion and computation time are used together, T, is message ime and T, is algorithmic computa-
tional time. otherwise T refers 10 communication time. A wire of bandwidth B =1 is defined o

have a physical width of W. The units of W and A depend on the implementation technology.

Since the computational capability and layout of a processing module are not of concem
here, all modules are assumed to be of some unknown, identical design. All messages from one
module to another are defined 1o originate in the center of the first and to terminate in the center

of the second. Thus, T,, is the time required for two adjacent nodes 10 transmit a single message.

Each source node generates all messages resulting from a particular computation in a sin-
gle burst, te., all M, messages from node i are created during the same time interval and queue up
if the communication channels are unable to absorb them immediately. The partem of when a
particular node i fires and where messages are sent js determined by the ANN model imple-

mented. There are no ordering constraints on messages. The only possible interaction between
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two messages is competition for routing and only then if they share some subpath between source

and destination.

Messages are assumed to be of unit length. Allowing for bil serial transmissions only
marginally changes the relative performance of the architectures, based on message length and
address requirements. Dally has shown that serial messages may be routed using the e-cube. or
dimensjonal order, method without deadlock [Dal90b}. For these reasons, the use of unit length
messages, while greatly simplifying the arguments. does not introduce significant error into the
analysis. A more precise definition of bandwidth and time is thus: a single message of length L
transits a communication path of bandwidth B in time T,,. Such a path has length V4 and width

W. Note that under this model a message of length kL would take time &7 ,.

Another simplifying assumption made in the calculations of message transit time and
area required is that all wires run either north, south, east, or west with no angles other than 50

degrees. The cost of this simplification is a potential increase in wire lengths by a maximum fac-

tor of V2.
62. Interface Communication Requirements

Communication bottlenecks may occur at two locations in a system. One is at interfaces
with the external world or between modules. The other is on intemal communication paths. For
layered networks, these two locations are equivalent to constraints upon inter-layer and intra-

layer communication potentials,

In this section, the requiremenis to support inter-layer or external world communication
are determined. If a layer, or other set of processing nodes. is to perform a usefu! computation, it
is necessary to have inputs and outputs. These may be system inpuis and oulputs, i.e., those from
the external world. or they may be messages berween subparns of the system., For a single module.

as considered here. these two classes of message sources are equivalent.
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While initially only the bandwidth at the interface and the required Jength of a single side
of the module are of concem, it is necessary that the intemal distribution mechanism be able to
absorb messages as rapidly as they cross the inierface. If not. messages must be stored at the
interface or delays propagated back to the sources. Potential message-storage capacity needs to
be infinite to indefinitely support a faster rate of message generation than intemnal distribution.
Thus. the maximum interface bandwidth is equal to the maxumal rate at which messages are dis-

tributed to their ultimate destinauons within the module.

If the rates at which messages are created and consumed are both deterministic. it is pos-
sible Lo create a system with constant queue length and no excess system capacity [Kle76). In
such a system, the rale of message consumption is equal to the rate of message generation. In
theory, it is possible to arbitrarily increase the number of queues, or their bandwidth. to rajse the
message absomtion rate of the communication sysiem to whatever is nceded. The primary con-
straint limiting such growth is the cost. or module side lengih. required for a given queue capacity
at the interface and the area required internally for the communication interconnect io distribute
messages as they are received. The other vltimate limit on the message consumption rate is the

rate at which PNs can remove messages from the communication system.

An alternative way to solve the problem of excessive messages is to slow down the rate
at which new messages are generaied (0 match the consumption rate. Such a slowing may be
done by defining the time used for computation, T, as a multiple of the communication time, 7,,.
Such an approach reduces system throughput instead of increasing system cost. These two
options, slowing the computation to reduce message generation rates and increasing system cost
to obtain greaier bandwidth and message consumption rates, are the parameters of system optimi-

zation. For this reason, systems can be compared by the area required for communications times

the time needed to deliver messages.
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Unfortunately, not all implementations are deterministic in message creation or consump-
tion. Congestion can cause distribution delays of arbitrary length. Various ANN models have
different, often probabilistic, rates of message creation. In addition, the spatial pattern of mes-
sage generation. i.e., which nodes fire during a given time interval, can temporarily overload
some queues while leaving others idle. Given these behaviors, it is necessary to design in excess
capacity to avoid the possibility of arbitrarily long message queues. Systems with more fiexible
communication structures, such as broadcast architectures, do not require as much excess capa-
city as systems based on dedicated communication links. The following arguments assume a

deterministic world for the sake of simplicity.
6.3. Interface Bandwidths

This section considers the potential bandwidth or message consumption rate of the entire

module as constrained by the internal bandwidth and interconnection architecture.

As considered in Chapter 3. the systemn with highest message throughput is a direct con-
nect implementation with each destination and source physically connected, requiring SO wires.

[f the computation model limits a source node i to sending messages only to a subset of the possi-

s _ _
ble destinations. the number of wires is Y, M; or SM, where A is the average message fan-out of

i=1

the source nodes. The space required for wires defines the minimum perimeter possible for the
system. The total perimeter is SDW/z where z is the number of layers provided by the technol-
ogy. Due to the excessive cost of direct connect as an implementation architecture, as shown in

Chapter 3. it is not considered further.

The system with the minimal interface area requirements is a broadcast architecture capa-
ble of absorbing one message per cycle. Such a system requires only a single queue from the
extemal world. To supply messages to this queue requires either a conceniration tree, as shown

in Figure 5.6. or some equivalent mechanism. Since the wires (0 route messages to the interface
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are extermnal to the module under consideration, their cost is included in the module where the

messages are generated and is therefore ignored here.

With a physical broadcast system, each message is sent to all destinations, so the total
number of messages is reduced to S. The result is a serialization of messages and T8 =$T%. If
the number of messages that could be delivered in a single time step were increased to bandwidth
BE . then the length of a computational cycle would decrease so T8 = ST5/8%. Note the presence
of the superscript B, for broadcast, is vsed 1o differentiate variables when comparing results with

other architectures, such as mesh. with superscript M.

An architecture intermediate between direct connect and physical broadcast for both per-
formance and cost is a mesh. In a mesh architecture. each node is connected (o the four adjacent
nodes (North. South. East. and West). Messages enter the system through the nodes closest to the
system boundary and are rouled to their destinations through intermediate nodes as required.
Mesh provides a higher total bandwidth at the interface than broadcast because oM =N com-
pared to Q% = 1. This increase in bandwidih is offset by the possibility of message congestion
within the system, as covered laler. Mesh does not replicate messages as does broadcast, So it is

SMTH

necessary to transfer SAM messages per computational cycle and T = W where B is the

bandwidth per node at the interface for mesh. Comparing T2 to T% and deleting common factors

| T M |
gives a performance ratio of — for broadcast 1o —-—= for mesh which reduces fo
B BMN

Tgm BM \lp . . . L . B M
7 xB—Bxﬁ. Given comparable bandwidths and system timings, i.e. B® =B" and

™ < T8 if M > \fﬁ, mesh performs worse than broadcast. Otherwise, it performs better by the
ratio of VN / M. This result indicates that for systems where the fan-out per message is less than
the square root of the number of potential destinations, mesh is the preferred implementation for

performance.  Torus is not considered separately here because it has equivalent message
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absorption rates at the system boundary. Jt will be covered later when describing message distri-

bution wilh the module and message consumption.

The primary benefit of a broadcast architecture is the reduction in the messages generated
each computational cycle. Each source sends a single message, no matter how many destinations
it is intended for. A tantalizing dream is to combine a reduction in message count with the sim-
plicity of a mesh rype nearest-neighbor architecture, hoping for optimal cost performance to
result. For this reason, and as a model which can be compared to both mesh and physical broad-

cast, virtual broadcast is considered as an altemative communication architecture.

Virtual broadcast is defined as a communication architecture rather than an interconnec-
tion architecture because it is a message routing lechnique, not a p-graph wiring technique. Vir-
tual broadcast may be implemented on any p-graph. In this chapter. it is described on both mesh
and torus. For a PTP communicalion architecrure. each node sends out a specific message to each
destination and this message is routed by intermediate nodes according 1o some protocol. ln con-
trast, for a virtual broadcast system, each node sends out a single generic message which is for-

warded by each node it encounters up to some limit, again defined by the routing protocol.

In virtwal broadcast. each message is propagated through the entre destination network,
visiting each node at least once. The preferred routing architecture minimizes duplicate copies of
messages. Interestingly, such a network performs at essentially the same speed as the physical
broadcast tree. i.e., the added value of the additional parallel paths is not realized. To prove this
assertion, consider the two modules pictured in Figure 6.2. The physical architecture is a series
of loops, one for each column in the layout. As explained earlier, such a topology is actually a
cylinder with inputs into one of the unconnected ends. A cylinder is used because it provides the
same approximate level of throughput as PTP on a mesh, but with reduced congestion. The phy-

sical broadcast system accepts a single message every cycle and retransmits it to all destinations.
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The virwal broadcast system accepts \W in this case four, messages at a tume. Since these mes-
sages must be propagated to all the nodes in the first column, it takes four cycles for the leftmost
Jloop to update all nodes. Then each node in each column shifts its current value to the next
column to the nght and the leftmost column accepts a new set of messages. Thus virtual broad-
cast accepts W messages every VN communication cycles and physical broadcast accepts a sin-
gle message each cycle. At the end of S cycles, for § divisible by *fﬁ each has potentially
transmitted a message from each source to all destinations. The differences between the two

implementations is cost of interconnection. complexity of design, and propagation time.

In summary. the nature of the internal interconnection architecture determines the maxi-
mal rate at which messages are accepted by the system at the interface. Direct implementation
with a wire for every message provides maximal bandwidth at the interface. but requires maximal
area. In comparing PTP on a mesh and broadcast. if both have the same internal bandwidth and

system clocks. their performance has the ratio of W/}VI, where V is the total number of nodes in
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Figure 6.2 Comparison of Virtual and Physical Broadcast
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the region and M is the average number of destinations per message.

6.3.1. Internal Support for Interface Requirements

The previous section compared system bandwidths for fixed internal interconnect
bandwidths. In this section, the intemal distribution of message loads is shown. The architec-
tures considered are the same with the addition of a one-dimensionally connected mesh or
cylinder. All arguments assume messages are presented to one side of a square grid of N nodes
continuously. The destinations for these messages are randomly distributed throughout the

region with equal probabilities.

With the elimination of direct connect as an alternative, the easiest architecture to charac-
terize is physical broadcast. In Chapter 5. several different implemeniation possibilities were dis-
cussed. The model used in this chapter is a concentration tree feeding (o a single point and back
via a distribution tree as shown in Figure 5.6. Long branches in the tree are broken into multiple
pipeline stages of length VA . Such a tree can be considered as a pipeline which accepts 2¢ inputs
every 2 cycles and generates output to 2/ nodes. one set of outputs occurring each cycle afier the
pipeline has been filled. An altenative view is that it accepts an input from each of the system
sources every 2/ cycles. and delivers it to all destinations 2° + p cycles jater. wheee p is the time

required to transit the pipeline.

Mesh. both with individual message routing and with virtual broadcast, has the problems
of message congestion and route contention. The routing algorithm used is to complete all
required row traversals, then make any necessary column traversals. To calculate the effect of
message congestion on required area. the following paragraphs calculaie the required width of
each internal communication path 10 support a continuous input of m messages into each row

every time interval. These calculations assume all messages are uniformly distributed among the

possible destinagons.



88

With m messages entering each row of a mesh-based system via the n nodes on one edge,
the number that cross each horizontal wire within a row is a monotonically decreasing function

from a maximum of m entering the source side 10 my (n) at the opposite side of the system. Here

q(i). for 1 <i <p, is a function such that 3 g(i)=1 and g (i) represents the probability that a

i=

given message will have a destination in column i. Specifically, for the uniform distributions
assumed here, the horizontal bandwidth into each node of column i is m{n—i+1)/n since m Imes—
sages enter the leftmost node of each row and 1/n are consumed in each column. The total hor-

izontal bandwidth for each row is then m (n+1)/2.

Vertical capacity is more complex because of the possibility of congestion due to the
interactions of messages entering a column from different rows. If a message is waiting to enter
the vertical sysiem from a horizontal path and the next available slot is taken by a message com-
ing from the vertical path. the new message must wait. Jn wm, the following horizontal message

is delayed and horizontal throughput decreased.

Two alternatives are considered here for the vertical architeciure. One has independent
paths in both directions, the other is a loop, or torus, with all messages traveling in a single girec-

tion. The two architectures are separately analyzed.

A layout of a series of adjacent loops is more predictable in its behavior, so it is the first
one to be discussed. As defined in Chapter Five, an interconnect structure is not properly a forus
unless it is looped in both x and y directions as shown in Figure 5.3. Consider a single column of
n nodes with each node capable of accepting messages from the left. or input side. and from its
predeccssor in the loop each cycle. Each node is also defined (o be able to forward messages to
the right, or output sjde. as well as 1o its loop successor during the same cycle. A message enters
a node on one cycle and exits it on the next. if an open path exists in the desired direction. Other-

wise (he message is stored until the route is available. Since a finite amouni of storage is
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available, a new message only enters a node after another message has exited.

To build a system that continues 10 accept messages every cycle without requinng
infinite storage capacity, requires all messages to be routed 10 their destinations without any delay
from congestion. This requires that all nodes have bandwidth nm since nm messages enter the
system in each cycle, and it is possible for all messages to be intended for a single destination.
Fortunately, ANN models can be considered to have a uniform distribution of messages across all
the nodes within a given region. Thus, the average number of messages consumed per cycle per

PN is m/n.

For a series of loops. the vertical bandwidth between nodes must be m (n—1)/2n, to avoid
congestion, with m messages entering the system on each row each time interval. Given n nodes
per loop. the total vertical bandwidth is m (n—1)/2. Appendix A has the derivation of these for-

mulas as Results 6.1-a and 6.1-b.

One generalization is that a message is destined for a node in column ¢ with probability
q({). Under such a distribution, all nodes within a column would be equally probable destina-
tions. but nodes in different colurmns would have varying likelihoods of being destinations. Such
a distribution matches the olfactory piriform cortex model described in Chapter Four where the
probability of a4 connection with a LOT neuron decreases with the anterior location of the pin-

form neuron.

The next PTP interconnection architecture is a true mesh with separate paths in each ven-
ical direction. With a mesh, there are no direct connections between nodes at the top and bottom
of the system. Again, the expected horizontal bandwidth declines with the distance from the
source edge. Unlike the case for a cylinder, a uniform distribution of destinations within columns

leads to a non-uniform pattern of required vertical bandwidths.
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Given m/n messages moving into each column from each row, the required communica-
tion width ranges from a maximum of m in the center 10 a minimum of 2m (n=1)/n? at the top
and bottom of the column. The actual function is 2jm(n—j)/n?, 1 £ j <n, where j is the index of
the edge from either the top or bortom of the column. Results 6.2-a and 6.2-b in Appendix A
show the derivations of these formulas. Given n—1 edges in each column, the total vertical com-

munication bandwidih is m (n—1)(n+1)/3n.

In summary, for PTP on a mesh interconnection with m messages entenng each row at
one edge. the horizonial message load per edge is m in the worst case. The load per edge with a
uniform distribution of message destinations declines from m across the first edge to m/n across
the final one. The vertical message load differs depending on architecture. For both mesh and
cylinder, the worst case is 1 (n—1) messages per edge and occurs only with a single destination
for all messages entering the system. The expected number of messages crossing each edge is
uniform for the loop case and is equal to m(n—1)/2 for a message interjecton rate of m per row
every lime period. For a mesh archilecture, the load is uneven and ranges from 2m (n—l)/n2
across the top and bottom edges (o m in the center following the function 2mj (n —j)n* where j is
a row index. These message load formulas are used in the next section to calculaie the area and

time requirements for each archutecture.
6.3.2. Edge Based Cost-Performance Trade Offs

Two alternatives exist for balancing message creation and consumption rates. One is to
increase the communication bandwidth until messages are consumed at the same rate as they are
created. The other option is to slow the message creation rate and reduce the required bandwidth.
In this section. formulas are given that express the relationship between bandwidth cost and per-
formance for each of the alternative architectures. As before. all messages originate externally

and enter the module through a single side.
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These calculations assume § distinct message sources with M messages per source. To
allow direct comparisons between the architectures, the N = n> destination PNs are laid out in an
array of 2 x 2*. For all models, B represents the bandwijdth or number of messages that cross a

p-graph edge each time interval.

For a physical broadcast system, implemented as shown in Figure 5.6, with B messages
entering a single channel from the external world each time cycle, the minimal time required to
distribute S input messages is ($/8 + 3n/2)T,, where T,, is the time for a message 10 travel a dis-
tance of VA. This formula results from considering the message distribution tree as a pipeline of

. — « -
3n/2 wires of length VA. Such a pipeline has n/2 edges. of length VA, from the edge of the

module (o the central root of the tree and n such edges in each path to the leaf PNs.

Building such a physical broadcast system would require (3n2—2n)BW\q area for wires.
A single wire of length nVA runs from the edge to the root and the tree contains 3(n°—n) wires of
length VA fora toral wire length of (3(n> - n) + n)\fz =(3n? - 2n)\f;. To support B messages

per cycle, each wire is BW wide.

A virtual broadcast system consisting of a n X n cylinder, unconnected at the left and

right sides, with the capability of accepting B messages at each leftmost edge node each time
- I PA)
cycle, can distribute § messages in time (F +3n1)T,,. Tt takes §/nB steps for S messages 1o enter

nnodes, B at a time. Each such step takes time 2n as explained earlier. Once the final messages
enter the first column, it takes an additional 3n steps for them 10 fully propagate throughout the

, - . n(3n = HBWVA
system. Such a communication system requires an area equal to

. This area

calculation follows from the earlier analysis of a PTP loop system where total vertical bandwidth
is Bn(n — 1)/2 and total horizontal bandwidth is Bn(n + 1)/2. in these formulas B has replaced m
as the number of messages entering each row each time interval. Vertical wires are of Jength

2V4 and horizontal wires are of length VA . Adding the bandwidth values. multiplied by wire
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widths and lepgths, yields the stated result.

A PTP system built on a cylinder can process SM messages in time

m-

2SM 2n
+ ——
nB 2

where B is the bandwidth, or number of messages per cycle, into each edge node. This is the

expected time given a uniform distribution of sources and destinations. Message delivery time

has two components. First is the S—/‘Z required for all messages to cross the left-hand boundary
n

into the system. Verical edges are of length 2VA so the time is doubled. Added to this is the
average time of 3n/2 for the final message to reach its destination. The wire cost for such a mesh

n(3n — l)BW\jZ
2

system would be . idendcal (o the virtual broadcast system.

Since time steps in a mesh are 1/2 of those of a connected mesh, a simple mesh can pro-
— . SM J . : : :
cess SM messages In time B +n T,. The results in the previous section on bandwidths
n |

(n + D)(Sn = 2BWVA
- .

predict a system wire cost of Again, this wire cost formula represents

the addition of the total bandwidth iimes the width and length of a single wire.

Table 6.1 summarizes these results. The pesformance column shows how long it takes (o
transfer one full set of messages, M, from each of S sources to their desGnations in terms of time
T,.. The second column is the cost for wire area in terms of the bandwidih B, wire width W, and
wire length Va. Finally, the right column is the product of the continuous communication por-
tion of the performance times the cost. In this last column, the common factors «f; W,S§, and T,

have all been omiftted to show more clearly how the altenatives compare.

The continuous communication ime used in the calculation of the cost x performance
column is the time for all messages to enler the region. This is the first term in the performance

formulas. The variable porion of the time is how long it takes for the last set of messages to



93

Architecture Performance (x7,,)  Cost (xBWVX) CostxPerformance(xWST,,,\’X)

Physical Beast % + % 3n(n-2) 3n(n=2)
Virwal Beast zi +3n nGn=1 n(Bn-1)
B 2
. 28M  3n n@n =1 —
— —_— In-1)M
Cylinder e 5 5 Bn-1)
Mesh sMo (n + 1)(5n = 2) (n+ 1)(Sn - M
nB 6 6n

Table 6.1 Performance and Cost for Edge Based Message Loads

propagate to their final destinations. For a system in steady state, as soon as one set of messages
have entered the system. the next set are sent in a pipelined manner. For this reason. the variable

time is not a factor in ongoing performance.

Table 6.) shows a true mesh as costing 5/9 as much as a cylinder. As stated in the
derivation section, a mesh requires a non-uniform layout with more bandwidth in the center of
columns. All alternatives scale O(n?) for cost. With n? nodes in the destination region, com-
munication costs increase at the same rate as destination nodes given a fixed number of external
sources. Virtual broadcast is slower than physical broadcast by a factor of 2 and its cost is one
half as muach. duplicaing the earlier intuitive demonstration of cost-performance equivalence

between virnual and physical broadcast.

The variable portion of the system vpdate time is within a factor of three for all architec-
tures. The continuous term is better for physical broadcast by the ratio of M/ n. If the average
number of connections per source node is less than the square root of the number of potential des-

tnations. a PTP message-routing system is beiter than a broadcast one. Otherwise. broadcast
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requires less ime with an order of n better performance for total connection. This result can be
understood by considering the effect of n paths into the region for PTP versus the single path for

broadcast times the M message count multiplier for PTP.
6.4. Internal Communication Requirements

The next area of concermn in designing a communication system is the possibility of
delays causcd by contention on interconnection paths supporting messages both initiated and ter-
minated within the module. For the physical broadcast system. the cost of supporting intemal
messages is equal to the sum of the costs of the input and output trees. For PTP architeclures, the
added degree of frecdom of message sources can significantly affect minimal bandwidth require-

ments.

For the analyses in this section. all messages are defined to be uniformly distributed both
in source and destination. S is the number of sources, m is average messages per source, and 12 =

2%x2* total nodes are in the system.

A binary tree implementation of physical broadcast has an upper bound of (s/b + p)f time
to distribute s messages to all desdnations, where s is the number of message sources. b is the
bandwidth. p is the number of wires a message must transit going from a leaf through the root
and back out to a leaf, and ¢ is the time for a single message to transit the longest wire in the ree.
For a shared source and destination space of 2% x 2 nodes, with full pipelining and message
repeaters a node length apart on all long wires. p = 221 2. 1 =T, and the upperbound becomes
an equality. Replacing 2% by » 1o provide results more directly comparable with the other archj-
tecrures yields a sysiem update time of (S/B + 2(n — 1))T,,. For full interconnect, with 1% nodes

transmitting values, the update time is (n*1B +2(n - INT,.

The wire cost to build such a system is 6(n° — n)BW VA. Both the concentration and

. . . . i . . . . - .
distribution trees contain 3(n~ — n) wires. The widih of each wire is BW since B simultaneous
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messages are being transmitted, and their length is VA because of the full pipelining.

The cost and performance of physical broadcast can be compared to virtual broadcast
implemented on a torus with a single update cycle of 2(n* — 1)T,,. regardless of the number of
message sources or destinations, During the first n — 1 time intervals, input messages are cycled
vertically through the source column. Each node then shifis its message to the adjacent horizon-
tal node. The next n — 1 steps are a repeat of the first, distributing the second set of messages to
all nodes of the newly recetving column. This procedure continues until all columns and nodes
have received all messages. The total number of sieps is n> — 1 because each step allows a new
node 10 receive a given message and a total of n* nodes are in the system. Since this system is
orus based all wires are twice the length of a single node and the total time required i
2(n2 — 1) 7,,. In this model. every node transmits a value each time interval. If a node’s state

has not changed since the last transmission, it repeats its otd value.

The wire cost for a virtual broadcast system of this nature is that of the underlying torus,

2 \[_ . 2. . . . . .
or 4n-~ W VA . A lorus requires 27~ wires, n columns of n nodes with wires in both dimensions.
Each wire is of width W, since a single message is transmitied each time cycle and is of length
2VA . Note that a torus as described here differs from the cylinder of the previous section by hav-

ing both veriical and horizontal edges connected.

PTP routing algorithms such as mesh and torus must support a total message load of
S x M, with the worst case for an array of n x 1 nodes of n*(n? — 1) messages. Each node i gen-
erates a total of 0 < M; < n* — 1 messages with probability p;. where p; is the probability of node
i firing. Worst case for message load is Vi M; =n? — 1 and p; = 1. For auniform distnibution of
sources and destinatons, it is possible to define m as the number of messages generated and con-

sumed by each node each cycle. If each node broadcasts and receives the same number of mes-

2

1 n

2. M, p;.
1

B
n- ;-

Sages. m=
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For a torus with uniform distribution of message sources and destinations, all messages

mn—=1) .
nB

can be delivered in time 21| T,,. This formula results from the assumption of per-

fect routing of messages with all nodes forwarding messages in a pipelined fashion. Within a
torus, all nodes are topologically equivalent. Pick an arbitrary node and consider how long it
takes to distribute its m messages. The local column gets m/n with the remaining m(n — 1)/n
being forwarded to the next column. This latter activity takes m(n — 1)/nB time steps if 8 mes-
sages can be transmitted in each step. The expected time for the last message 10 be delivered is n
time steps of length 27,,. The worst case for the last message is 2(2n — 1)T,,. Such a system
requires a total bandwidth of B(n — 1)/2 and a total system wire cost of 2nt (=B W \C\_

The dervations of these formulas are also in Appendix A as Result 6.3.

mn=1) + n} T,. Here. mis the
nB

For a mesh. all messages can be delivered in time

expected number of messages generated or consumed by each node and B is the intemode
bandwidth. This result may be determined analogously to the torus above. The wire cost is

In(n —1)(n + HBWNA
3

as shown in Result 6.4 of Appendix A.

Table 6.2 summarizes these results. The organization of the table and its definjtions are
the same as those of Table 6.1 except the last column in Table 6.2 explicidy includes the factor S,
or the pumber of message sources, since the virtual broadcast row does not require it and the oth-

ers do.

All communication times shown in the performance column in Table 6.2 have a variable
and a constant term. The variable term is a function of the number of messages sent and the con-
stant term s the inherent time required for the communication systiem. considered as a pipeline,

to empiy. An altemative phrasing is the constant term is (he lime required for the last message to
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Architecture Performance (xT,,)  Cost (xWV'X) Cost x Performance  Censtant Delay
Physical Bcast % +2n 68Bn(n—1) 6Sn(n-1) 2n
Virtual Beast 0+2(n°=1) 4n* 8nt(nsup2 —1) 2(nt = 1)
Torus —’1(%;—9- +2n 28n(n - 1) 2mn(n~1)? 21
Mesh min=D ;Bn(nz— 1 -2—m(n—l)2(n+]) n

nB 3 3

Table 6.2 Performance and Cost for Intemally Generated Message Loads

be delivered. The variable term for viriual broadcast in Table 6.2 is O because the communica-
ton delay is constant, it does not depend on the number of messages to be delivered. The cost X
performance values in Table 6.2 only include the variable performance term for all architectures
but virtual broadcast since it is the only part of the communications time dependent on the

bandwidth.

Both broadcast architectures have a cost O(z%), while the PTP communication systems
have cost O(n?). This O(n) difference in cost is due to the increase in the number of potential
message sources with increasing region size as opposed to the earlier results shown in Table 6.1

that assumed a fixed number of sources.

Virtual broadcast is thus better than physical broadcast for cases where most nodes are
firing. If the bandwidth js set to one for physical broadcast, the implementation costs are similar.
Physical broadcast does better when fewer than all nodes are firing at a time. When all nodes are

potential sources, § =n? and for a bandwidth of one, the two have cost-performance ratios differ-

ing by 3/4.
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For most internal routing systems with high message loads, physical broadcast is the
preferable architecture. If all nodes are broadcastung, then virtual broadcast is directly compar-

able.

6.5. Summary

The three classes of messages supporied by a given communication subsystem are exter-
nal to internal, internal to internal. and internal to external. For messages crossing the boundary
in either direction, Table 6.1 summarizes cost and performance for each of the considered inter-
connect architectures. All are O(n?) in cost with a constant factor ranging from one 1o Six
separating them. Both PTP-based sysicms are slower than broadcast by the ratio of M / n, so they

perform better only for systems with few destinations per source.

For systems with messages both originating and ending internally, Table 6.2 summarizes
the cost-perfomnance equations. Here both broadcast systems are O(n?) in cost compared (0

O(n*) for the PTP systems.

Virtual broadcast has a cost and performance that is dependent on system size only. Phy-
sical broadcast does better than virtual broadcast when the number of message sources decreases
and poorer when dealing with full interconnect. Both PTP systems are slower by a factor of the

average message load. so would be rejected on the basis of higher cost and slower performance.

The next chapter presents generalizations of these results, including some possible trade-
offs that can be made to berter tune real systems. 1t also includes examples showing the cost and

performance of possible implementations of artificially and neurophysiologically based network

designs,



CHAPTER 7

Implications and Examples

This chapter combines the various results developed in this thesis and shows some of
their implicagons. The first half of it summarizes results in three sections. The initial section is a
parameterization by density of connection and CN fining rate of the cost and performance formu-
las in Chapter 6. The next section is a discussion of potential trade-offs between computation and
communication. The last section is a collection of hinis for selecting between PTP and broadcast

for a given implementation.

The second half of the chapter contains descriptions and analyses of example implemen-
lations. These arec based on the ANN models described in Chapter 4. The first model considered
1s a simple three layer feed-forward network. This is followed by a review of a possible imple-
mentation of piriform cortex. The third example is a proposed silicon version of a stylized rat
hippocampus. The last section is an overview of some of the problems and issues to be solved

before implementation of visual or cerebral cortex models is possible.
7.1. ANN Interconnection Theory

This section summarizes a theory of ANN jnterconnection. [ is based on results of the
earlier chapters. The goal is 10 assist system designers in determjning which interconnection

architecture to use when implementing a particular ANN model.
7.1.1. General Cost-Perfermance Formulas

The formulas developed in Chapter 6 were based on a fixed message load each communi-

cation cycle. It is possible to represent such a system load as the product of two probabilities, ¢

99
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and f, times the number of sources, s. and the number of destinations, 4. In this representation, ¢
is the probabtlity of a connection existing between two nodes in a given network architecture and
fis the probability of a message being transmitied over a connection during any one Cominunica-
tion cycle. For a direct implementation of a c-graph. ¢ X d is the number of wires required per
source node and 100 x fis the percentage utilization of those wires during each cycle. Although f
is defined in temms of the probability of a given node firing, because of the large number of nodes
and the uniform distribution of their destinations, it is valid to use f as a multiplier on the total

potential message count.

One important characteristic of the ANN models being considered here is a numerically
uniform distribution of inputs. That is, all inputs are to equivalent numbers of nodes and all
nodes in a layer receive the same number of inputs. The spatial and temporal distribution of con-
nections may be cither uniform or siructured. For a uniform, or homaogeneous, medel each por-
uon of alayer is equally hkely 1o contain nodes receiving a given input. The ultimate example of
a homogeneous network is every node in the source tayer connected to every node in the destina-
tion layer as shown in Figure 2.7. In spatially structured, or uneven, models, while all nodes
receive the same number of inputs, each source node has outpuss to a limited area of the destina-
ion layer. In the terms of Chapter 2, spatially structured models typicaily cxhibit a higher degree

of locality than uniformn models.

The cost and performance of interconnection architectures are related by the bandwidth
of the communication subsystem. Cosl is directly proportional to bandwidth since bandwidth
determines the physical area required for each set of wires. The total time to transmit a set of
messages is the product of the number of messages sent times the time required for each such
transmission divided by the number that can be transmitted simultaneously:

total time = message count X (ransmission time | bandwidth

Increasing bandwidth increases the number of messages which can be sent in parallel and reduces
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total time. The performance of a system is measured by the time required for a single update
cycle. Tables 6.1 and 6.2 show how cost and performance are related for four different intercon-

nection options.

For both the uniform and structured models., broadcast provides identical cost and perfor-
mance results. With broadcast systems, only the number of source messages to be transmitted
affects the time required. Neither the quantity nor distribution of destinations is of importance,
since all nodes receive all messages. The only exception to this rule is ANN models where desti-
nation regjons are sufficiently partitionable to allow separate broadcast systems to be effectively
implemented for each region. With such a partitioning. the potential exists for a reduction in the
height of the distribution tree and a resulting reduction in the time required for messages (o be
delivered. If both the source and destination regions are partitionable even greater perforfnance
improvements are possible. The expected message load for a broadcast system during each com-
putational interval is the number of potential inputs times the probability of each one firing or
s X f. The cost of using broadcast is efficiency of message distnbution, since messages are sent

to nodes that do not need them.

PTP architectures are affected by both the total message count and the pattemns of source
nodes firings and message destinations. For uniform systems, all parts of a layer are equally
likely to contain destinations for a given input. The expected message load into all regions is
equally affected by the firing or non-firing of a given source and is ¢ X f x s xd. For non-
uniform systems, while the same number of messages must be processed. different parts of the
layer may receive unequal numbers of messages during a given time interval. Since all nodes
receive the same number of messages, to avoid contention delays, it is necessary to design non-

uniform systems to support a message load of ¢ x § x d.
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The conclasions in the preceding two paragraphs match the results shown in Tables 6.1
and 6.2 where the number of destinations (¢ x d) affects the message load for PTP, but not for
broadcast. It also emphasizes that the crtical value for broadcast performance is the probability
of node firings or £ In other words, the spatial distribution of messages is crucial for PTP while

their temporal distribution is crucial for broadcast.

Table 7.1 is derived from Table 6.2 by substtuting the ¢ and f notation in place of the S
and m values originally used. for the number of messages sources and the average number of
messages a node transmiis. It clearly shows £, the probability of a node firing during a particular
communications cycle, is the crucial measure for a broadcast system. For PTP systems, it is
necessary to provide bandwidth from each node in proportion to the potential number of mes-
sages, even when the node does not transmit an update and the bandwidth remains idle. Thus c.

the probability of a connection of the system. is the cnitical measure for PTP systems.

Architecture Performance (7,,) Cost (W\"A_) Cost x Performance Constant Delay
fn? 3
Physical Bcast 5 +2n 6bn(n — 1) 6fn-(n— 1) 2n
Virtual Bcast 0+2(nt=1) 4n? 8nt(nt-1) 2nt-1)
Torus %‘1) +2n 2bn(n - 1) 2en’(n = 1)? 2n
Mesh MH %bn(nz~ ) %cnz(n— D3n + 1) n
D

Table 7.1 Performance and Cost for Intemally Generated Message Loads
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Note that the constant poriion of all methods except virtual broadcast has order n. This
factor represents the average distance the final message must travel. For virtual broadcast there is
a constant communication time, regardless of the number of messages to be sent. In all other
architectures, there is a pipeline effect where the constant portion of the communication delay
represents the filling or draining of the pipeline and the variable portion of the formula represents

the number of messages thal transit it.

While both broadcast systems require message tmes of order n?, it is a constant value for
virtual broadcast but variable for physical. Thus physical broadcast can gain from the use of

increased bandwidth and is better in cases when less than all nodes are firing each time interval.

The major observation to be drawn from Table 7.1 is that. while all interconnection archi-
tectures have order n® performance. the two PTP examples are more expensive in cost by a factor
of n. Thus the cost of PTP rises faster by N2 than either broadcast altemative. where N is the

number of nodes.
7.1.2. Computation versus Communication

Varying the size and performance of processing nodes can provide an improved match
between T, and T,, for a given nerwork update algorithm. As shown in Chapier 6. T, is depen-
dent upon the communications bandwidth of the system and ranges from a maximum when one
message IS sent ar a time to @ minimum when all messages are sent in parallel. T, is a function of
the ANN update algorithm and the compuiational capabilities of the PNs. Both 7,, and 7, can be

varied by changes in the complexity and area of the PN and communication system.

The area of each PN may be logically divided into three subparts, The first contains the
communication support system: buffers for storing messages during routing, circuitry imple-
menting the routing algorithm. line drivers to transmit messages. receiving buffers. and the por-

tion of the physical interconnect within the PN boundaries. The second major subsection of a
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processing node is memory to store connection weights, source addresses for messages to allow
weight selection, and destination addresses. The final subsystem is the computational unit:

adders, multipliers, comparators, control logic. and registers for intermediate results.

It is possible 1o vary the ratios of these three subsections as well as iota] PN area to
achieve different performance criteria. At one extreme is a PN consisting of a minimal computa-
tional subsystem with no parallel processing capacity. memory for a single CN, and a communi-
cation system able to transmit and receive one message at a time. The other limit is a PN with
sufficient paralle! capabilities to perform all computations simultaneously and enough bandwidth

to rransmit vpdating output to all destinations without delays.

If the time for computational update is proportionately excessive compared to the com-
munication time. multiple instances of the computational subsystemn can be implemented in paral-
lel. The communication and memory systems would be marginally increased in area due (o the
increased number of paths to the multiple processing units. but the major impact would be in the
percentage of area devoted to computation. Such an approach is taken to its vitimate limit by the
analog computational designs of Mead er alia [Mea86] and Jackel er atia [GrV87,JHG]. where

all inputs are processed in parallel in a single cycle.

Similarly, the bandwidth of the communications sysiem can be increased by providing
multiple drivers and wires to allow messages to be transmitted in less time and o support multi-
ple simulianeous messages. The limit to this approach is a direct connection system with no mul-
uplexing of wires between multiple message sources or destinations and wire area as the limiting

factor in system design.

Finally, it is possible to reduce the (otal message load in the system by having multiple
CNs implemented in each PN. Once a PN is designed with communication ang calculation capa-

bilities which can be shared. implementing multiple CNs with it requires adding memory and a
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longer total communication and computation cycle. Depending on the temporal sparseness of the
ANN, the affect on the system may either be increased areca from the added memory needs or

reduced performance from the serialization of functions.

Such a multiplexing of nodes can reduce communication costs and delays in three ways.
First, if ¥ CNs per PN require less space than £ instances of a single CN per PN. (otal system area
would decrease, reducing overall wire lengths and communication fimes. This reduction in area
occurs when cither communication or computation resources within a PN are shared by two or
more CNs. Experience with the CNAPS architecture indicates this benefit is of limited value
since storage of CN state requires > 70% of PN area for a single CN per PN [Ham92a]. Thus the

maximal benefit from combining CNs onto a single PN is < 30% savings in area.

The second way that the multiptexing of nodes can reduce communication delays is, it is
only necessary for one copy of a message to be sent to any PN containing multiple destinations
forit. For systems with a uniform distribution of message sources and destinations. the expected
message load scales inversely to the CN per PN ratio. A third effect of multiple CNs per PN is a
rcduction in the message count from having CNs with common local communication mapped to
the same PN. In this situarion. the intermal wiring of the PN needs 1o suppon the local connec-

uons, but the extemnal communication system does not.
7.1.3. Reuristics for Choosing an Interconnect

In designing a system, an architect seeks a balance between different parts to match
implementation with function. This also holds when deciding which interconnection architecture
to use. The works by Dally. referenced in Chaprer 2, and Leighton {Le¢i92]. study how different
interconnection topologies support different problems. The conclusions drawn in this thesis
differ from theirs because the overriding design problem when implementing ANN models is the

large number of messages sent in cach time interval. This difference in the computational models



106

constrains the communication requirements and structures. In terms of Tables 6.2 and 7.1, their
studies focused on how to reduce the constant term of the communications time while this work

focuses on the variable term.

This section assumes a rectangular array of PNs with some p-graph representing the
interconnection topology between them. A mapping of a single CN to each PN is assumed. The

p-graphs considered inctude PTP and broadcast as shown in Table 7.1.

One of the first concerns when choosing the interconnection architecture for any ANN
model is its locality of communication. The locality of a graph is the relative size of the destina-
tion sets under a partitioning of it into distinct sets of nodes. Another concern is the dilanon fac-
tor of c-graph edges from a mapping to a given p-graph. The dilation is a result of the reachabil-

ity of the c-graph and its locality contrasted with the equivalent measures for the target p-graph.

Trivially, when a c-graph maps 10 a two-dimensional grid of PNs with a constant dilation
faclor, a ncarest neighbor PTP architecture is adequate. For other dilation functions, the choice of

p-graph depends upon message firing rates.

Consider a c-graph of N CNs. Assign them under some mapping 10 a contiguous,
minimal area, two-dimensional armay of PNs. Given the earlier definitions of ¢ and f, cﬂ\J2 mes-
sages are generated each communication cycle for a PTP system. For a broadcast system, the
equivalent number of messages is fN. Superficially the lower number of messages for broadcast
indicates its preferential use except for systems where ¢N £ 1. One problem with this conclusion
is that in a PTP system, multiple paths allow messages to travel in parallel, but in a broadcast sys-
tem all messages are sent in serial. A second problem is the c-graph and mapping may be such
that messages travet shor distances with the PTP architecture and system wide with broadcast. A

third problem with always using a broadcast system is overlapping communication requirements.
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Senalization of messages under broadcast as compared to message contention and
throughput under PTP was the topic of Chapter 6. PTP has a penalty of #, for a system of n?
nodes. in area cost when compared with broadcast. Ignoring this factor and only considering

message delivery times, broadcast is betier than PTP when f < ¢ as shown in Table 7. 1.

The two problems with using broadcast are that messages may be sent further than neces-
sary and nodes that do not need a message may receive it anyway. The effective result of using
broadcast is to provide full connectivity from one region of a graph 10 a second, possibly identi-
cal, region. Any node in the source region can transmit a message 10 any node in the second
using the broadcast interconnect. No explicit provision is made within a single broadcast struc-
ture for connections from nodes in the first region to any other part of the graph. although such
connections may occur via augmenting PTP connections, other overlapping broadcast structures,
or message forwarding by the nodes within the deslination region of the broadcast structure. In
essence. the graph is partitioned into multiple distinct subgraphs. contrasted with PTP sysiems

where some pathway normally exists between any two nodes.

The following discussion assumes the source and destination regions o be the same.
This assumption is made to simplify the phrasing of the arguments. It is a simple argument to
extend these results to systems with separate source and destination regions. Again. this argu-

ment is concerned with a single broadcast structure. not with a complete system.

When using broadcast, a major problem to solve is how to select an optimal size for the
broadcast regions in order to obtain good cost and performance measures. The larger a broadcast
region is. the more likely that it contains the destinations for all messages generated within jt.
Obviously. a single broadcast region spanning the entire graph contains all sources and destina-
tions. Unfortunately. such a single region requires the serial transmission of all messages. If the

utilization factor is high, i.c.. most nodes requirc most messages, a single broadcast structure may
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be appropriate. Otherwise, it is a poor usage of interconnect to have many messages being distri-
buled more widely than necessary. The limits of uulization can be seen in Table 7.1 where the
variable term of fn? / b is compared to the fixed term of 2n. For systems with f /b < n''?, the
fixed delay of communications is significant relative to the variable cost. But the fixed delay is

determined by system size while the variable delay is a result of node firing rates.

The solution for the problem of wasted bandwidth from sending messages to nodes that
do not need them is to use rmultiple overlapping broadcast regions. Again the trade-off is
between size and utilization, If size is minimized so each region is of minimal diameter 4, fixed
shape, contains m nodes. and overlaps to any arbitrary amount, then each node is contained in m
distinct regions each with fm messages to be transmifted every communication interval. The fact
of each node only appearing in m regions can be understood by imagining a & x / = m rectangle
being sequentially placed on the planar array of nodes so that a marked node occupies positions
L2 - 1,020 22 -+ 2,0 ---kJ Il instead, each region overlaps by 4/2 and is of
size 4m. then only four regions contain any node. Each of these new regions has message traffic
of 4fm. Total message load in the system has decreased since previously each node received fin*

messages and now each one receives 16fm.

Some ANN models atlow a better mapping where some set o of CNs have a common
destination set 3. An example of such a model is the feed-forward network shown in Figure 5.4.

This figure shows one mapping of such c-graphs to broadcast regions.

For broadcast architectures, a slorted protocol saves time when the message firing rate fis
greater than the ratio of message length to message plus address length. Under a slotted protocol,
each node is assigned a particular slot for its transmission. When a node does not fire. its slot
contains no new information. Such a protocol allows the elimination of source addresses from

messages since the slot position provides equivalent information. So, if the increase in informa-
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tion content due to delcting addresses is greated than the decrease in content from empty slots,
the system is more effective. The other benefit of a slotted protoco!l is it reduces the required
space and complexity of PNs by replacing source address decoders by a simple counter. If ¢ is
large enough. the counter can index into an array of input values and remove the need for tables

of source addresses.

A final benefit of broadcast is the simplification of mappings. All nodes which share
common source and destination broadcast regions are equivalent. Mapping a CN to onc of many

equivalent PNs is simpler than selecting an optimal PN choice.

One way of considering the difference between broadcast and PTP is that PTP is
designed for sparse spatial connections while broadcast is better for systems with sparse temporal
connections. That is. PTP is intended for situations where each node is connected 10 very few
other nodes. Broadcast is for situations where each node is connected to many other nodes, but
the firing rate for each node is low. or when the communications subsystem is faster than the

computaton subsystem.

7.2. Example Implementations

As mentioned before. this section of the chapier contains the analyses of several different
implementations. These examples have been chosen to show how the results described in this

thesis are applicable 1o both current and future ANN implementations.

7.2.1. ¥Feed-Forward Networks

Much currenit ANN research is based on simple feed-forward networks. Although the
Back Propagation model suffers from O(w>) learning times [Hin87], where w is the number of
weights in the system, and is thus not {easible for nerworks of the sizes considered in this work,
other ANN models are being developed that have better leaming performance. Before moving on

to consider neurophysiologically inspired models, it is instructive to see how the results of this
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work predict the performance of simple feed-forward networks.

Consider a system of 2'® nodes per layer and three layers. Also, define full inter-layer
connections, so ¢; = ¢, = | for the central layer and no intra-layer connections, so ¢; =0. While
the firing rate f depends on the problem set and the network inputs, a value of f=0.1 is not
unreasonable. The total number of messages in the center layer are then 0.1 x 22! for a PTP

architecture. For broadcast the serialized message count is 0.1 x 21°,

Such a system could be laid out as three adjacent 32 x 32 squares of nodes. This pro-
vides 32 paths into and out of the system for PTP and | path for broadcast or (.1x2'° + 3x2%)r =
3.2x 2% and PTP (.1x2'® +3x2%) = 15.8 x 21 for some clock rate 1. Thus broadcast requires
one-fifth the time of PTP. Given a clock rate of 107!, one complete communication update
could be performed every 1.7 x 1078 second for more than 5 x 10’ updates per second for broad-

cast.

With O( n* ) area requiremenis for PTP and O( n? ) ones for broadcast, the communica-
tions systemn for broadcast would require 1/32 of the area needed for PTP. If the interconnect is
on the order of 15% of the entire system area as indicated by Means [Mea91] and Rudnick
(RuHS§8}, then with identical computational areas, the total space for PTP would be 5.6 times that
of broadcast. Thus the final cost performance benefit of using broadcast is 5 times the speed for
1/5th the area or 25 times as good. As these results are based on the formulas of Table 7.1, they

share the same assumptions of interconnect type.

72.2. Olfactory Piriform Cortex

In Chapter 4, layer 11 olfactory pirifonm cortex was described as having several neurophy-
stological models that are well enough defined to make it a good candidate for potential silicon
implementation. To quickly summarize (he interconnect, beiween 10? and 10° pyramidal cells

form winner-take-all patches of SO to 100 cells each. Inputs enter via the LOT and traverse the
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patches from rostral 1o caudal. LOT fibers are randomly replaced by pyramidal axons from the

patches unt} the LOT is completely changed by the caudal end of the system.

Means [Mea91] has described three possible implementations of layer II pirtform coriex
following the Lynch et glia model {GAL89, GAA90]. Means determined a direct implementation
of a 10* peuron system with 10° inputs using analog compuration would require 47cm*. By
using a broadcast archilecture with each patch conrained in a single digital PN, the area required

is reduced t0 6.9cm?

. In the direct model 95% of the area is required for communication wires.
This percentage is reduced to 30%. including the area required for address decoders, in the broad-

cast impiementation.

Performance is beaer for the analog PTP model under non-leaming conditions where it is
20 times as fast as the digital system. The digital system would learn faster, but exact calcula-

gons (or how much better werc not provided.

Means' final conclusion is, because of scaling issues, the use of broadcast and digital
computation with multiplexed PNs is preferable to the use of PTP communication and analog
computation. A six inch wafer could hold 19,000 neurons with the analog model. and 35,000
with the digital one. Going to an eight inch wafer, the numbers increase 1o 24.000 and 56,000
respectively. Again, the primary benefit of broadcast architectures is their ability to scale better
than PTP ones. The conclusions drawn by Mecans match those of this thesis: a direct implemen-
tation performs faster than a multiplexed broadcast one, but costs significantly more for intercon-

nect. especially as network sizes increase,

Means’ thesis was an application of the concept of broadcast as defined in the research
reported here to a particular neurobiological ANN model. His calculations of the area required
for computation and communication affirm the conclusion in Chapter 3 that direct impiementa-

tion of large ANN models is not eiieclive. While he does not consider locality in his work., it is
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the presence of patches within piriform cortex with a low resulting message raie that makes the

virtual, mulfiplexed system perform as well as it does.

In conclusion. it is possible to effectively implement the Lynch-Granger mode! in silicon

using a broadcast interconnection architecture.
7.2.3. Hippocampus

The model of this section is drawn from the biological description of Section 4.4.2. The
order of magnitude of the number of neurons and their interconnect has been preserved, bul the
actual counts have been rounded to values that simplify the design description. Again. the inient
is to show how the required inteyconnect could be designed, not 10 define a biologically exact

computational model.

Figure 4.5 shows schematically how the connections are made. The following descrip-
tion follows the flow of information from the external world to entoriunal corex. then to dentate
gyrus, CA3. CAl, and back 1o the external world. Given the speed differential between biofogi-
cal cells and silicon CNs, the design is for 200 CNs per PN. Based upon its approximate neuron
count of 2 x 10°, entorhinal cortex would consist of 20 patches. Each such patch would contain
of 10° CNs or 50 PNs. These patches would be designed as broadcast concentration trees with
their output directed to broadcast distribution patches within dentate gyrus and CA3. For an

estimaled firing rate, £, of 0.01, each such patch would generate 100 messages each update cycle.

The number and size of the patches came from the layering which is believed to exist in
the biological model. The size of each patch preserves a balance between communication and

computaton delays for broadcast interconnect and shared PNs.

Dentate gyrus would be split into 50 similar patches. Each one would consist of 2 x 10°
CNs or 100 PNs. Each PN would emulate 200 granule cells, one basket cell and 4 associative

cells in a winner-take-all group. As described carlier, the use of muldplexed PNs to emulate
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competitive groups reduces system message counts. Each patch would have inputs from one
entorhinal patch and 20% of the total population of associative cells. The 20 entorhinal patches
would each connect to S dentate gyrus patches. Each simulated granule cell would receive a mix
of 1000 entorhinal inputs out of the 10.000 possible in its patch and 100 associative inputs from
the 400 available. Each simulated associative ceil would receive inputs from all of the granule
cells in its patch. The assignment of inputs would be on a pseudo-random basis within each
patch. With £, ormingt = 0.01 and frcociarnive = 0.05, each patch receives 120 inputs each time inter-
val. With winner-take-all clumps of 200 cells each. the number of outputs per patch would be

100 for the granule cells and 20 for the associative cells.

The CA3 layer would consist of 20 patches of 100 PNs each. Here, each PN would be
simulating 200 pyramidal cells. Each CA3 patch would receive inputs from 3 of the dentate
patches. In addition to the dentate gyrus inputs, each patch also would receive inputs from one of
the entorhinal paiches in a pattem similar to the dentate gyrus. Every CN would receive 20 den-
tate. S00 entorhinal, and 1500 loca) associative inputs. Given a f = 0.01 for all entorhinal,
granule, and pyramidal cells, the total number of inputs for each broadcast region of CA3 would
be 300 dentate, 100 entorhinal, and 200 local messages per cycle. The total number of outputs

per cycle would be the 200 local messages. These local messages are then (ransmitted to the CAl

area.

The final area is CA1. lts organization would be 20 patches of 150 PNs. Again, each PN

would support 200 pyramidal cells. Each CA1 patch would receive inputs from one CA3 patch.

The structure described here would have a quick communications cycle with the slowest
broadcast trees being the CA3 regions with 600 messages per cycle. Given a pipelined structure,
the total time required would be less than 1000 communications clock cycles. A system perfor-

mance rate of 1000 updates per second would require total communication time of 10%/,,,, com
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is determined by the time required for a message to travel the width of a PN. With a processing
clock rate of 107", approximately 10° computation steps are possible per update. Given 200
CNs per PN, this reduces to 50,000 computational steps per CN or about 100 steps per input per

update.

The primary requirements for area would be the memory needed for storage of inputs.
Since the number of extemal world inputs to the entorhinal region are not defined. it is ignored
here. Setting the storage size to eight bits per input: dentate gyrus would require 9 x 109I bits,
CA3 would require 6.4 % 10'0 bits, and CA) would require only 4.8 x 10® bits. This yields a
total memory requirement for the system of about 8 x 10'® bits of data. Area required is approxi-
mately 50A per memory bit (MeC80]. As stated earlier, communication requires about 15% of
total system area. Extrapolating from the experience with the CNAPS architecture and realizing
the high degree of sharing of computational resources implies a computational cost of < 5% of
total area. Combining these figures yields a area of 60X per bit or a total area of 5 X 102h, A
value for % of 0.1u is considered feasible with CMOS technologies. so the entire system would

require 5 x 10'%° or 500 cm? and could be built on a wafer 25 ¢m in diameter.

Thus it would be possible to create a total hippocampus in silicon, but only with a 0.2¢
design process and 10 inch wafers. Such a system would have a system update rate of 1000

cycles per second, almost one full order of magnifude faster than the equivalent biological model.

7.2.4. Cortex

For both visual cortex, as described in Chapter 4 and the hypothetical model of cerebral
cortex deveioped by Braitenberg. the proposed solution is to split the system into many small
denscly intraconnected patches. These patches correspond to the subregions or columns of the

visual cartex and to the VN regions of Braitenberg.
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From Braitenberg, each patch would have n =VYN external inputs. each connccted 1o
every cell in a patch. In addition, n local sources are each connected to n — ) local destinations.
Such a collection of densely connected patches maps well to a broadcast style interconnect where

a total of 2n messages are distributed to the n destinations within each patch.

Additionally, each node requires a single long distance connection to another patch. This
connection could be implemented by a single PTP connection from each node to one other node
in a different patch. The receiving node would then broadcast two values. its own internally gen-
erated one and the one received from the far node. Such a PTP connection would require nomi-

nally a grid interconnect to support the N messages being transmitted between a total of N nodes.

A similar approach could be used for visual cortex where each region receives multiple
tnputs from a maximum of 20 other regions. In addition to the connections from these extemal
sources, each region is densely connected with every node receiving input from each other node

of its region.

For both of these models. the use of many small broadcast regions allows fewer messages
to be transmitted over long distances. It also allows each region or paich to be performing iis
communications in paralle! with all other paiches. The lack of locality of the Braitenburg model
is compensated for by providing an augmenting PTP communication system. While it is possible
to architect such systems, the example of hippocampus given earlier shows the requirements to
store state make it impossible with current VLSI technology to implement an entire brain on a

single wafer.
73. Summary
The examples in this chapter have shown it is possible to conceptualize p-graphs to sup-

port & wide variety of ANN models. Where c-graphs have a high degree of locality. either virtual

or physical broadcast regions can effectively be used to readily support them with an O(N ')
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improvement in communication cost-performance over PTP architectures. For ¢-graphs with {ess
locality, PTP connections or overlapping virtual or physical broadcast regions can be added to

provide the necessary augmentation.



CHAPTER 8

Conclusions and Future Directions

This chapter is a summary of the major results presented in this dissertation and some

directions for further research.

8.1. Results

The research reported in this dissertation shows the effectiveness of treating ANN models
as broadcast in nawre and designing physical interconnection archiiecrures around this charac-
teristic. Previous work in interconnection architectures has focused on systems with single mes-

sages being sent from a given source at any one fime.

The concepts defined in Chapter 2, such as reachability and locality. capture essential
characteristics of ANN model topology. While other researchers have commented on dilation as
a problem in performing a mapping from a problem graph to a physical system. they have only
considered fan-out as a contributing factor. Here it is shown that a second-order effect, reachabil-
ity, is more significant than simple fan-out in predicting dilation. The degree of locality or struc-

ture in 2 graph predicts how well it can be supporied by a broadcast architecture.

Another aspect of the definition phase was in the choice of terminology. The idea of
using c-graphs versus p-graphs as a mode! for ANN interconnect provided a simplicity and led to
the use of such measures as density of inlerconnect., The concept of a mapping, with its cost

based on the dilation factor. was a natural development. given this basic model.

[t is common knowledge that a cross-bar switch can be built to allow 7 nodes to pair-wise

. “ . . . . 3
communicate at an O(n~) cost. This research showed supporting full ANN interconnect is O(n”).
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That the same cubic rate of growth is true in a less than globally interconnected system was

surprising, but significant given the large degree of the nodes involved.

This rapid rate of growth in the silicon area required for connections leads to the conclu-
sion that it is not feasible to provide direct connections, except for the most limited cases of
nearest neighbor architecrures. This conclusion is in direct contradiction with the designs of

many rescarch groups.

If direct connection is not feasible, then multiplexed connections are required, which
leads to the use of multiplexed PNs and digital communications. Computation can still be per-
formed in an analog manner, but digital communications allows for more efficient multiplexing
of wires. While the analyses described in this dissertation are all oriented toward the use of
time-division multiplexing. some form of frequency-division multiplexing is not ruled out by any

of the assumptions or conclusions.

Once the c-graph and p-graph are seen as not needing o be identical, because of virtual
connections and multiplexing of PNs, the problem of how to map one 10 another needs to be
solved. This paper briefly touches upon this topic, with the discussion of matrix spliting versus
graph embedding. In general, mapping of one graph to another has been shown to be NP-
complete. The difficulty of solving this problem is reduced by the use of broadcast regions which

make multiple PNs equivalent.

Examining the c-graphs of ANN models led to the insight that broadcast might be an
effective implementation technique. Testing the feasibility of this idea required the development
of methods of determining when broadcast was preferable to PTP and how to determine the effec-

tiveness of an interconnection architecure.

The concepts of physical broadcast, with the example of a broadcast tree, and virtual

broadcast came from the conclusion that PTP architectures were inadequate to support the mes-
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sage l0ad of ANN models. The loop model of virtval broadcast is simple to implement and pro-
vides a low cost, effective and clegant solution to many problems. Other concepts, which came
from the study of broadcast regions, include addressing techniques which assign an address to
each PN in a subregion so overlapping regions support unique PN addresses of minimal length,
the use of come-from addressing to add flexibility to designs while reducing message length, and
the use of sloited protocols to further reduce message length while simplifving PN decoding
design. Because of problems with locality, overlapping regions and augmented broadcast were

invented as enhancements to the basic concept.

Virtual broadcast is a communication architecture instead of an interconnection architec-
ture like physical broadcast. It can be implemented on any PTP p-graph simply by defining a
new routing mechanism for each node and having a single gencric message sent by each CN
rather than individual messages targeted 1o specific destinations. For systems with dense inter-

connections, it is a very powerful concept.

Vinua) broadcast can be implemented as described in Chapter 6, where all nodes within
some region rcceive a set of messages. Alternatively, it could be implemented using any PTP
architecture, but with a forward count in cach message that is decremented when the message is
forwarded to 2 new node. Adding such a refinement would allow for virtual broadcast regions
that could be dynamically modified in size or shape. Given the flexibility of virmal broadcast and
its ability to be built upon any PTP architecture. it is a significant tool for implementation of

ANN models.

The results of Chapters 6 and 7 show the cost of implementing broadcast is O(N) com-
pared to the O(N*'2) cost of PTP. Both PTP and broadcast architectures have a performance time
O(N), wbich reflects the N size of the networks. Virtual broadcast can be designed to have a

minimal cost implementation for a fixed communication delay of the same order of magnitude as



120

the other options.

While this research was analytical and no simulations were performed, the Adaptive
Solutions CNAPS chip is a commercial product that resulting in part from this research. Broad-
cast interconnect has thus been shown to be effective for inexpensive silicon implementations and
allows the CNAPS chip to get n? connections in n clocks. Efficiency of the CNAPS system is

high because most of the emulated networks are dense,

In addition to providing the theoretical foundation for a commercial system. this research

has resulted in several patents:

"Neural-Model. Computational Architecture Employing Broadcast Hierarchy and Hyper-
grid. Point-to-Point Communication.” Dan Hammerstrom, Patent No. 4.983,962, issued

January 8, 1991

“Neural-Model Computational System with Multi-dimensionally Overlapping Broadcast

Regions.” Dan Hammerstrom and Jim Bailey. Patent No. 4,918,617, issued April 17. 1990.

"Neural-Model, Information-Handling Architecture and Method” Dan Hammerstrom and

Jim Bailey, Patent No. 4,796,199, issued Jan. 3, 1989,

8.2. Further Directions

In Chapter 7, simple examples of implementations have been presented. Each of these
could be simulated to show how it would perform in relationship to other implementation possi-
bilities. Such simulations would require more accurate cstimations of node complexity and mes-
sage generation patterns. A related issue is tracking further neurophysiotogical research to find

beticr models for message foads and interconnection graphs.

The possibility of a virtual-broadcast system based on message relay counts as mentioned
above has interesting theoretical possibilities for support of ANN models where the probability of

a connection declines with the distance from the source node. How such a system could be built
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and how well it would perforn are two more possible research directions. Solving these prob-
lems includes dealing with issues of message congestion, routing ajgorithms, robustness in the

presence of faults, and which ANN models could be well supported by such an architecture.

The use of a tree suructure to support physical broadcast was proposed. Another topic Lo
consider is what other structures are feasible. For example, how many nodes could a bus based
System support and would a hierarchy of buses perform belter than a broadcast tree? More
exploration of pipelining in broadcast is merited to determine how it could be implemented, what
the cost is, does the pipeline need to be flushed between communication cycles, and how much of

the interconnect can be laid down over the top of PNs.
8.3. Summary

In summary, this rescarch has opened up a new area of interconnection architectures for
the new, imporant computational model of ANNs. and examined the most efficient techniques
thus for presented for implementing ANNSs in standard silicon. It has explored some of the conse-
quences and benefits of these architectures. The initial development of supporting theories has

been done. New research directions are indicated that further develop on these ideas.
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Appendix A

Derivations of Results

This appendix contains the derivations of some of the formulas of Chapter 6.

Result 6.1-a: For a uniform disuibution of destinations within a system of # rows and n
connected columns, with m messages entering the system via each row each time interval, the
expected vertical message load within a column is m (n — 1)/2n per edge. A connected column is

a column of nodes which forms a loop.
Argument:

There are x messages that enter the column from each row each
time interval. Of these, x/n will be destined for each node within the
column. because of the uniform distribution of destinatons. Number the
nodes of the column sequentially from 1 (o n following the message
routing order, i.e. messages pass from node k 10 £+ 1 and from » to 1.
All nodes are topologically equivalent so the choice of which node is
assigned number { may be arbitrarily made. Choose the pair of nodes n
and 1, then calculate the incremental bandwidth required befween them
for the contribution from each row in the system. The numbering was
started with an arbitrary node, so this result can be generalized to the

edge between any pair of adjacent nodes.

For any node i. of the x messages received by it x(n— 1)/n will

be targeted for other nodes in the loop and x/n will be for intemal

129



130

consumption. First consider node 1; none of the messages it received
and passed on to node 2 will returm via the edge between node n and
itself since all nodes in the loop have been visited by a given message
packet when it reaches n. If any messages remained, they were not for
targets in the column and would nor have entered it in the first place.
Next consider messages which entered the column via node 2; only
messages destined for node | will remain in packets which enter via 2
and have visited nodes 2, 3. ... n. Thus node 2 will contribute x/n
messages 10 the edge between n and 1. Similarly for node i; it will
contribute the x (i — 1)/n messages intended for nodes 1,2, ....1 — | to the
edge between nodes n and 1. Finally, node n will conuibute its entire
forwarded packet of x(n — 1)/n messages. Summing these contributions

gives an expecied number of messages crossing the edge of

n n—1
XY (G —=Wm)y=x/ny j=x(n—=1)2.

j=1 j=1
If m messages enter the system via a row and there are n columns
with equat likelihood of being a destination, m/n messages must be
injected into each column from each row each time interval.

Substituting m/n for x provides the desired formula.

Resudt 6.7-b: For the system described in Result 6.1-a. the total message load to be

handled by a column is m{n — 1)/2.
Argument:

Each column has n edges. The load per edge is mi(n—1)/2n by

Result 6.1-a. The otal load per cotumn is thus m (n — 1)/2.
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Result 6.2-a: For a mesh connected set of nodes and for a column of 7 nodes with each
accepting m/n messages per time interval and a uniform distribution of message destinations
among the nodes in the column, the expected message load across the edge between node j and
j+ Lis 2mj(n — j)n?. Here jis an index indicating the distance of the node from the top end of

the column.
Argument:

Define x as the number of messages that enter the column via
each row. Number the nodes in the column beginning with 1 at the top
and ending with n at the botom. Assume the column has reached a
steady state where x messages are entering via each node each time
cycle. If the distribution of destinations is uniform, each node will
consume x/n messages that enter it from the horizontal dimenston each

cycle out of the total of x messages consumed by it from all sources.

Choose an arbitrary pair of nodes j and j+ 1 where ] £j <n.
Consider the messages that enter the system below a line dividing the
two nodes each dme interval. By the uniform distribution of
destinations, with j nodes above the line. j/n of the messages will be for
destinations above it and (n — j)/n for ones below. Similarly, j/n of the
messages originaling below the line are for destinations above it and
(n = j)n for ones below. If jx messages enter the system above the line
and the probability for any message is (n — j)/n that it is destined for a
nodc below the line, jv(n — j)/n messages will need to cross the line.
Similarly. (n—j)xj/n will need to cross the line in the opposite

direction. The expected message Joad across the edge is thus the sum of



these two values or 2xj(n —j)/n. Substituling the value m/n for x

provides the desired formula 2mj(n — j)/n?.

Result 6.2-b: For a mesh, as in Result 6.2-a, with a uniform distribution of destinations
both horizontally and venically and m messages entering each row every time interval. the total

expected load in each column is m(n — 1)(n + 1)/3.
Argument:

There are n—1 edges with a load per of 2mj(n — 1)Y/n?*. Thus the
n-1 Im n-1
total bandwidth required is Zihnj(n - fynt = :2— le(n —-j) =
j= j=
2m | "L nl ] 2m | nt(n=1) nn-0D2n=1)
T D - Xt = 5 2 - 6
j=1 j=t n

n
m(n—=1)n+1)3n.

Resulr 6.3: For a torus. with uniform distrbution of message sources and destinations,

the expected bandwidth for cach row or column is §—(9—2——1) with a total system wire cost of

2n3(n - 1)BWVA .
Argumeni:

By Result 6.1-a. the expected message load per edge in a loop of

uniform probability destinations is x (n — 1)/2 where x messages enter via

each node during each time interval. The rows of a full torus form such a

loop with 8 messages being injected by each node and B messages

leaving as they reach their destination column. Here B is the bandwidth

for messages to leave each node. Thus the row edge costis B (n — 1)/2.

By analogous argument. the column edge load is the same value.

Although the routing is non-symmetnc, B messages enter each row and
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cotumn of the system each time interval. With symmetric topologies,

analogous arguments ¢an be applied.

Thus the entire row cost is n rows of n edges with B(n — 1)/2

niB(n-1)

each or . The same number of columns with the same edge

2
loading gives a total column cost of nBin=1)

. Each wire is of length
Wa and width W for a wotal wire cost of 2n*(n — l)BW\fX.

Resul: 6.4. The wire cost for a two-dimensional unconnected mesh is

=+ DNBWVA

3

Argumeni:

The message traffic i a single row of n nodes with cach
producing m messages can be generalized to fwo dimensions in a manner
analogous to the torus argument above. Messages are fed into the first
dimension as they are created. The consumption in the first dimension is
the injection into the columns. The final consumption of messages by
the destination nodes occurs from the second dimension. Thus each row
has a message load across its intemode boundares that follows the

function 2Bi(n —i)/n where 1 <ji<n—1 is the index of the boundary

from an edge or a total row bandwidth of il 13)"” +1) .

Each node is injecting B messages into the vertical columns,
because of the uniform distribution of destinations. Thus each column
has the same function defining its bandwidths. Total expecied

bandwidth is the same in each dimension and for the system is
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2n(n = D{n+ DB
3

—
. The wire cost is WVYA times this, yielding the

desired formula.
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