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Abstract 

In the age of growing Internet commerce, companies are eager to understand their 

customers' behavior in order to build strong relationships with their customers. 

Companies are analyzing the log files from their Web servers and are integrating that data 

with their data warehouses. 

This thesis presents a method for storing clickstream data into a database as it is 

generated on a Web server on a single, highly scalable system. This study analyzes the 

performance effect of this method and gives performance data that show consolidation 

has little effect on the performance of the Web server and the database server used. 

Additional benefits of this method include accelerating the process of analyzing 

customer behavior, reducing costs associated with maintaining a large number of 

systems, the ability to reallocate resources between tasks, and the ability to upgrade the 

system to meet the demands of a growing business. 



1 Introduction 

Today's most popular sites on the World Wide Web receive millions of visitors a 

day. The Web sites run by Microsoft (microsoft.com, expedia.com, msnbc.com, 

hotmail.com, etc.) receive roughly two billion hits a day from twenty-five million 

individuals [I]. The users accessing Microsoft's sites generate more than 200 gigabytes 

(GB) of data describing the Web pages requested every day, totaling over 70 terabytes 

(TB) of data every year, and these numbers continue to grow. 

In this thesis, I propose a method of immediately storing this data from a Web 

server into a database on a single, highly scalable system to manage the immense amount 

of data created each day. This method combines processes that are typically performed 

on two separate systems and I show the performance implications of consolidating a Web 

server and a database server onto a single system. 

Web servers, also known as hypertext transfer protocol (HTTP) servers, are the 

components in a Web site that send us the information we see in our Web browsers when 

we visit sites such as Yahoo! or Amazon.com. HTTP [2] is the protocol that allows a 

browser to communicate with a Web server and request Web objects. Web objects 

include Hypertext Markup Language (HTML) Web page, images, Java applets, streaming 

audio and video, and many other types of files. 

Every Web page, image, video, and audio file requested from a Web site for 

viewing, listening, or reading is recorded into the Web server's log file. For example, 

viewing an HTML page with eleven images registers a total of twelve requests into the 

Web server log file, one request for the HTML page and eleven requests for each of the 

images displayed. Figure 1-1 displays an example of a Web page with eleven images. 



--- - ---

TPC Web Commerce Benchmark (TPC- W)

~ ~~ TRANSACTION PROCESSING

I:=;:~~~~~;~<:IL

Home Page

Click on one of our latest books to rmd
out morel

2

Wlia'~ New Bes' Sellers
ARTS

BUSINESS
COMPUTERS

HEALTH
HOME

LITERATURE
NON-FICTION

POLmcs
RELIGION
SELF -HELP

SCIENCE-FICTION

IRA VEL

BIOGRAPHIES
CHILDREN
COOKING

mSl'ORY
HUMOR

MYSTERY
PARENTING

REFERENCE
ROMANCE

SCffiNCE-NATURE
SPORTS
YOUTH

ARTS
BUSINESS

COMPUTERS

HEALTH
HOME

LITERATURE
NON-FICTION

POLmCS

RELIGION
SELF-HELP

SCIENCE-FICTION
IRA VEL

BIOGRAPHIES

CHILDREN
COOKING
HISroRY
HUMOR

MYSTERY
PARENTING

REFERENCE
ROMANCE

SCIENCE-NATURE
SPORTS
YOUTH

l Shopping Cart 11 Sea~~~-II ~rder status t

Figure 1-1: Sample Web Page

The common logformat (CLF) [3] defines a set ofinfonnation a Web server must

record when a user views a Web page. Table 1-1 displays the corresponding entries

made into the Web server log file for the sample Web page displayed in Figure 1-1. The

entries populating the Web server log files are popularly called clickstream data. CLF is

not as detailed as c1ickstreamdata can be, but it is expressive enough to illustrate the kind

of data that is recorded by the Web server. The following list describes each column

recorded in CLF:

The Host column records the address of the computer from where the

HTTP request is made.

The Ident column contains the remote logname of the requester only when

the identd protocol is used, which it is not in this sample.

.

.

The Authuser column contains the authenticated usemame of the requester

only when an HTTP request is made over a secure connection to the Web

server to identify the requester, which also is not used in this sample.

.



The Time column contains the date and time the Web server receives an 

HTTP request. 

The Request column contains the first line of the HTTP request, which 

describes the type of request and what object is requested. 

The Status column contains a code that signifies whether or not the request 

is successfully serviced or what error occurred while servicing the request. 

The Bytes column contains the number of bytes sent to the requester for 

the object requested. 

Table 1-1: Sample Common Log Format Web Log 

Additional information that enriches clickstream data, such as the Web page that 

led to the next request, and cookies, can also be recorded into the Web server log 

depending on the fbnctionality provided by a Web server. Some of this data, especially 

cookies, must be generated by an application. If a Web server is not capable of recording 

information in addition to the data defined by CLF, an application can be developed to 

supplement the data in the Web server log. 

Analyzing clickstream data helps companies understand the behaviors of their 

online customers. Web server log files detail every request a Web browser makes while a 

user navigates a Web site. The Web servers can record the site from which a visitor 

requests a Web page, when the page is requested, and which hyperlink led the visitor to a 

page. The behaviors that are exposed by clickstream analysis are described as searching, 
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seeking specific support questions, or other information gathering [4]. Ultimately, these 

behaviors tell us if a Web user is successful in finding information. This data can also be 

used to determine how a Web site should be laid out to help users find what they seek 

with a minimum number of clicks. 

Behaviors such as ordering products and services can also be determined from 

analyzing clickstream data. A purchase obviously signifies that an order is successful, 

and analyzing clickstream data tells us if an order is incomplete or has been cancelled. 

In each of these examples, it may be possible to determine the satisfaction of a 

Web user's visit. Whether a user is a happy, frustrated, or inclined to visit again can help 

a company build a stronger relationship with a customer. 

1.1 Clickstream Analysis Architecture 

Clickstream analysis is sometimes referred to as Web usage mining. An 

architecture for clickstream analysis has been defined by Cooley, Mobasher, and 

Srivastava [5 ] .  Their architecture involves several steps and Figure 1-2 shows the 

processes involved. The actual analysis of user behaviors is done in the latter portion of 

the architecture. The steps leading up to the data mining phase of the diagram outline 

how clickstream data is prepared before it can be analyzed for user behaviors. 
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Figure 1-2: General Clickstream Analysis Architecture 



Beginning in the cleaning phase, log files fiom every Web server and Web cache 

in a Web site are merged together to gather all of the clickstream data generated into a 

single location. Useless entries are filtered out at this stage since a large amount of the 

clickstream data generated does not help understand Web user behaviors. HTTP requests 

for HTML pages help determine user behaviors since this data is what tells us how a Web 

user is navigating through a Web site. Images are typically used for beautifying an 

HTML page or for displaying advertisements and do not indicate anything about how a 

Web user is navigating through a Web site. From the example shown in Figure 1-1 there 

can be ten times as many requests for images than Web pages and filtering out these 

requests dramatically reduces the amount of data to be dealt with. 

In the clickstream loading phase, the cleaned clickstream data are grouped into 

transactions and loaded into a database or the clickstream data is loaded into a database 

first before being grouped into transactions. The goal is to cluster related HTTP requests 

together into meaninml classifications and prepare the clickstream data to be integrated 

into a data warehouse. Two typical classifications of a series of HTTP requests are a 

purchase transaction and a browsing transaction. A purchase transaction consists of a 

sequence of HTTP requests that leads a customer to ordering a product, and a browsing 

transaction is a sequence of HTTP requests that leads a customer to information 

regarding a product. 

Once the clickstream data is loaded, it is ready to be imported into a data 

warehouse and integrated with other data sources. The method for integrating 

clickstream data varies and may be domain specific, meaning that parts of the integration 

process may vary based on how data are used by a particular company. For example, 

identifying users differs depending on how a customer is tracked. Users can be identified 

by inserting information as part of the hyperlinks, also known as Uniform Resource 

Locators (URL), generated on a Web page, or with the use of cookies 161. An example of 

an independent data source would be demographic information about a Web user 

gathered fiom the user's Internet protocol (IP) address. 

At this point, the clickstream data is loaded into a data warehouse and is ready for 

analysis. Various data mining tools can query the clickstream data once it is in the data 



warehouse. These queries can answer questions relating to path analysis, association 

rules, sequential patterns, clusters and classification rules. 

1.2 Clickstream Analysis 

Clickstream analysis is performed with data mining. Data mining is categorized 

into four main activities, as shown in Figure 1-2: clustering, classifying, estimating and 

predicting, and affinity grouping. 

Clustering involves grouping data into natural categories. It is a type of analysis 

that examines data and determines if the data clusters around certain points. For 

example, if a company's customer addresses are analyzed and a dot is printed on a map 

for each address, we can see if there are any natural categories relating to the location of 

the customers. So if a company is in the agriculture business, this map may display a 

high concentration of customers in the agricultural regions on the map. 

Classifying involves assigning data into predefined categories. For example, an 

online bookstore may classify their customers by the type of books purchased. 

Categories such as non-fiction, fiction, science fiction, fantasy, and romance can be 

defined to group customers into. 

Estimating and predicting are similar activities that involve calculating numerical 

results. For example, the same online bookstore may track the purchases of a customer 

who is a regular shopper. Analyzing the data collected can aid the bookstore in 

estimating how much money a customer spends a month and in predicting what items 

will be purchased each month. 

Affinity grouping involves clustering data together that occur simultaneously. 

Using a similar example of an online bookstore tracking the purchases of a customer, the 

data collected can be analyzed to show that a customer who purchases the best selling 

science fiction book also purchases the best selling fantasy book. 

1.3 Modeling a Real World Internet Commerce Site 

An Internet commerce Web site usually consists of several components and the 

Transaction Processing Performance Council (TPC) has released a specification called 

TPC BenchmarkTM W (TPC-W) [7] that represents the activities of a business oriented 

transactional Web server. TPC-W primarily models an online book reseller and Figure 



1-3 outlines a general set of components used to support a transactional Web server. 

There are two primary locations where clickstream data is generated as shown in Figure 

1-3. The Web servers record every request for an object and the reverse proxy server 

also generates clickstream data if it is configured as a Web cache. 

L J 

Figure 1-3: Basic Web Site Configuration 

Reverse proxy servers intercept HTTP requests from Web browsers to the Web 

servers to accomplish a couple of tasks. By intercepting all HTTP requests to the Web 

servers, the reverse proxy servers can cache the Web objects requested. Reverse proxy 

servers are more commonly referred to as Web caches or Web server accelerators when 

they cache objects because they store information locally to relieve some of the workload 

of the Web servers. Using reverse proxy servers also provide security for a Web site, 

which is important for protecting online businesses. 

The database server in the TPC-W benchmark, which will be referred to as a 

content database, provides information used to generate most of the Web pages. For 

example, inventory information stored in the content database is used to determine what 

the new products are and which products have been selling well. The content database 

also stores information about customers, such as billing and shipping information as well 

as information about their previous orders. Queries are made based on this information 

to suggest other books the customer may wish to consider. Basically, the content 

database is used to supply a Web page with information in addition to storing customer 

and inventory data. 

While the TPC-W benchmark models a Web site supported by a content database, 

this thesis uses the benchmark to model traffic to a Web server. The content database 

discussed previously is a different database than the one used in this study. The database 
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in this study will be referred to as the clichtream database for clarity. Also, the results 

of this study are in no way comparable to any other TPC-W results nor can they used to 

project any kind of TPC-W results. 

1.4 Challenges Collecting Clickstream Data 

There are many factors that a company cannot control despite all its efforts to 

study its customers. First, the very nature of the Web does not make it easy to track 

customers. Customers must also be willing to be tracked by companies and even if they 

are, the infrastructure of the Web continues to make tracking difficult. 

Web users are not always easily identifiable. The HTTP protocol is a stateless 

protocol meaning that information about the connection an HTTP is made over is not 

kept between requests. This also means that the identity of a Web user cannot be 

maintained between HTTP requests. HTTPIl. 1 has improved the protocol's ability to 

maintain information between requests, but many challenges still remain. 

The IP address of a Web user's computer is not a reliable means of identifying a 

user, because there is not always a one-to-one relationship between IP addresses and 

users. A Web user may use a computer at home, at work, in an Internet cafe, or on the 

road while traveling. In each scenario, each computer has a unique IP address, so a Web 

user may be associated with more than one IP address. Therefore, identifying individual 

users by an IP address could lead a company to believe it has an exaggerated number of 

users. Conversely, several members of a household may use the same computer so 

different Web users sharing the same computer may be identified by the same IP address 

leading a company to believe that fewer users are accessing its site. 
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Computers used at work or at home may be protected by a fnewall used by the 

Web Site 

company or the Internet service provider (ISP). All of these computers access the 

Internet through a finite set of forward proxy servers. A forward proxy server, sometimes 

referred to as a proxy server, as shown in Figure 1-5, is similar to the reverse proxy 

server mentioned earlier. The only difference is that a forward proxy server handles 

requests originating from within a site to the Internet while a reverse proxy server handles 

requests coming in from the Internet into the site. Each HTTP request going through a 

forward proxy server contains the IP address of the proxy server. This adds further 

complications by associating multiple computers with the same IP address. Obviously, 

this situation can be even more confusing if multiple users share those computers. 



Computer I 
I 

Computer Proxy Server 
I 
1 H U P  

r ,  Computer 

1 -  I 
L-,-----------J 
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It may still be difficult to collect data even if information about different users can 

be separated. Web caches, which include forward and reverse proxy caches, can also 

prevent a Web site from collecting clickstream data [8]. Furthermore, other intermediate 

Web caches between the Web user and the Web site may intercept and service a user's 

request. Web caches that are part of the Web site do not add to the problem since their 

Web log data are accessible. 

Another challenge in collecting clickstream data derives from the importance of 

synchronizing the clock between all systems supporting a Web site. A Web site typically 

consists of multiple Web servers for functional or performance reasons, and various load 

balancing techniques can prevent a Web user from making requests to a single Web 

server. The first HTTP request may go to the first Web server, the second request may 

go to the second Web server, and so on. As a result, it may be impossible to determine 

the proper sequence of HTTP requests if the clock varies significantly between Web 

servers. 
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URL links can be generated dynamically to contain information about a Web user 

as he navigates throughout the Web site, which is called URL tagging. Using identifying 

data in the URL creates possible performance problems because it typically renders Web 

caches useless, since caches index their data by the URL. For example, the Web page 

cachedqage.html at the Web site www.somesite.com is requested and indexed without 

the use of URL tagging by the URL http://www.somesite.com/cachedqage.html. Now 

let us use a key called usstid to tag the URL so that we can identify Web users, so one 

user is identified by a user-id of 1 and another with a user-id of 2. The URL to request 

the page cachedqage.htrn1 is http://www.somesite. com/cached'qage. html?user-id=l 

and http:/hYww.somesite.com/cachedqage.html?user-id=2 for each user respectively. 

This results in duplicated information being cached for every user who requests this 

particular HTML page. Thus the workload increases on the Web servers since the Web 

cache is no longer helping service requests. 

The use of cookies has been the most successful method of maintaining state 

information with a Web browser. However, the effectiveness of cookies depends on 

cooperation with Web users. Some Web users consider cookies an invasion of privacy, 

and Web browsers can be configured to ignore cookies sent by a Web server. Therefore, 

a Web site depending on the use of cookies to track its clients fails when the Web user 

does not accept cookies. 



1.5 Current Practices 

Clickstream analysis is a growing area for research and businesses with the 

explosion of electronic commerce on the Web. Section 2 describes previous work 

influencing this study that summarizes today's research and commercial products. 

The previous research most similar to this study is done with a personal Web site 

and uses a database for simple Web site statistics. Although the article [12] summarizing 

this research is not explicitly clear, the work is likely done on a single system. The traffic 

on a personal Web site is very light compared to the workload emulated in this study, and 

the data stored in this database is not comprehensive enough to allow for analysis of Web 

user behaviors. 

The current commercial products presume that Web server log files are archived 

before they enter the process for analysis of Web user behaviors. This cycle can occur on 

a weekly or even monthly basis and uses a multi-tiered environment. The tiers are 

typically the Web server systems, a system where Web server log files are archived, and 

the data warehouse system where the Web server log data are integrated. 

All published benchmark configurations for the TPC-W use a multi-tier 

configuration to implement a Web site [9].' Each publication reports a benchmark 

configuration using separate systems running the Web servers, the Web caches, and a 

database sever for content. Some configurations have split the functionality of the Web 

servers further by using some Web servers to handle HTTP requests only for images. 

1.6 Motivation 

I have implemented a method of inserting clickstream data into a clickstream 

database .from a Web server as it serves HTTP requests on a single, highly scalable 

system. The intent of this study is to determine if consolidating a Web server and a 

clickstream database sewer, which is a database server containing a clickstream 

database, onto a single system affects the performance of either component significantly. 

1 This information is current for TPC-W publications as of September 17,2001. 



This method may also allow clickstream analysis to begin as soon as the Web 

server generates clickstream data, to enable real-time analyses. This method addresses 

issues of: 

• Current methods not allowing immediate clickstream analysis. 

• A single system reducing the administrative costs in large-scale 

environments. 

• A single system with the ability to allocate hardware resources 

dynamically between tasks. 

Clickstream data in its raw form contains a wealth of information and must not be 

lost. Understanding Web users' behaviors leads to improved online interactions with 

customers, which in turn leads to increased loyalty, revenues, and profits. This customer 

data is precious and should be stored in a medium that is durable, easy to query, and easy 

to gather information from. A database is an excellent place to store clickstream data 

especially if the database also contains a data warehouse. Clickstream data adds many 

new data sources about customer behavior to the data warehouse. A data warehouse 

containing clickstream data is sometimes called a data webhouse or webhouse [lo]. 

Enterprises expanding from their brick-and-mortar roots into Internet commerce 

are candidates for consolidating Web services and data warehouses when they provide 

their own Web services in a central information technology (IT) organization [ I  11. -These 

companies tend to shop in the high-end segment of the server market where they 

purchase systems with enough resources to sustain peak loads. 

There are several advantages for combining Web servers and database servers on 

a single system. Having a single system reduces administrative tasks and related costs. 

Some Web sites use dozens of computers to support their operations. Each of those 

systems requires networking and other administrative tasks to be operational. Total 

software costs, licensing, and maintenance fees can also increase with the number of 

systems used. 

Resources can be dynamically allocated between applications on a single system 

since they share the same hardware components. For example, if a Web server needs 

more processing power, work can be directed to another central processing unit (CPU) in 

a multiprocessor system. 



A highly scalable system also allows upgrades to the system to meet the demands 

of the future. More CPU's, memory, and storage can be added to the system to sustain a 

growing business. While future demands can also be met by purchasing additional 

systems, this thesis focuses on working towards consolidation. 

1.7 Hypotheses 

The hypotheses of this thesis are: 

Consolidating a Web server and a clickstream database server onto a 

single system will demonstrate that the clickstream database server 

running on a separate system will not require more resources when 

running on a system with Web servers and vice versa. 

There will not be any significant difficulties when running Web services 

and a clickstream database server on the same system. 

The Web server and the clickstream database server are likely to use different 

resources. I expect the Web server to primarily use CPU resources since its main task is 

to generate Web pages and I expect the clickstream database server to primarily use hard 

disk storage resources since its main task is to store clickstream data. 

Since these two components are likely to depend on different resources, they 

should be configurable such that they do not compete for the same resources or execute 

any significantly conflicting tasks. 

1.8 Thesis Overview 

The next section, Section 2, summarizes previous work related to moving 

clickstream data into a database and other phases in the data mining architecture. Next, 

in Section 3, 1 describe how I implement my experiments followed by test cases in 

Section 4. Then the results of the test cases are presented in Section 5 with an analysis of 

the data. The thesis ends with a conclusion in Section 6 and suggestions for future work 

in Section 7. 



2 Previous Work 

Clickstream analysis has been intensively researched, but there has not been much 

work related to consolidating a Web server and a database server on a single system for 

clickstream analysis. This idea has not been researched as a single concept, but in parts, 

as researchers have worked with loading clickstream data into a database, both from a 

Web server and from a repository. Other researchers have worked on planning for 

consolidating data center resources for cost savings. While data centers are not directly 

related to this thesis, the reasons for the consolidating systems are. 

Stein [12] has experimented with redirecting Web server log entries into a 

relational database for simple analyses. Web log data can be analyzed in its raw form to 

gather simple statistics about a Web site, and Stein uses Perl to query for these statistics 

from the relational database. These simple statistics usually reveal how many hits a site 

receives in a day, how much data is transmitted over the network, when the busiest time 

of day is, and what the most popular pages are. This experimentation does not make use 

of a data warehouse and does not perform any analyses to determine Web-user behavior. 

Stein's primary interest is using Perl as a tool to develop reports detailing these simple 

statistics. 

There is at least one commercial product that takes data, including Web log data, 

from a repository and loads it into a data warehouse. Torrent, a privately owned 

company, has a product called Orchestrate that performs this task, but it does not load 

clickstream data as a Web server services HTTP requests. A white paper describing the 

architecture of Orchestrate [13] shows the product loading data into a data warehouse 

from a repository external to the data warehouse system. 

Warkow [I41 discusses the cost considerations when planning for data center 

consolidation. Reducing the total number of systems, software packages, and support 

personnel generally reduces the costs required to maintain those systems. Although 

Warkow focuses on data centers, the same principles can be applied to Web sites. 



3 Implementation 

This section describes the applications developed, database schema, and the 

hardware layout of the systems used in this study. The applications consist of the Web 

application that generates the Web pages on the site and the application that emulates the 

workload of Web users. 

The application for the online storefront and the application emulating the Web 

user activities are based on the TPC-W specification. The storefront consists of fourteen 

different Web pages. Figure 3-1 below displays each Web page and how a user navigates 

between them. The lines with the arrows indicate the direction a Web user travels to get 

from one Web page to the next. A line with arrows at each end indicates that a Web user 

can travel in either direction. The fourteen Web pages and their purpose are: 

Adrnin Request - Request an update for an item. 

Admin Results - Confirm an update for an item. 

Best Sellers - List the best-selling items. 

Buy Confirm - Confirm an order. 

Buy Request - Request an order. 

Customer Registration - User sign in. 

Home - Home page. 

New Products - List the newest items. 

Order Display - Display the most recent order. 

Order Inquiry - Request the most recent order. 

Product Detail - Item information. 

Search Request - Item search form. 

Search Result - Results for an item search. 

Shopping Cart - Current items in the shopping cart. 
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Error! Reference source not found. displays the hardware and software 

components used to demonstrate the consolidation of a Web server and a clickstream 

database server. The dotted lines indicate the physical systems and the solid lines 

indicate the software components on each system. The lines between each software 

component indicate communication used between those two components. 
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are reliably identifiable across multiple visits, to generate the richest clickstream data 

possible. 

Only four connections are opened to the Web server to simulate approximately 

7,000 Web users that generate a steady workload on the four processors in the test 

system. To ensure a consistent load on the test system's processors, HTTP requests are 

executed immediately after one another. 

3.2 System Under Test 

The system under test contains two main components, the Web server and the 

clickstream database server. The system has four 550MHz Pentium 111 Xeon processors 

with 2MB L2 cache and 4GB of RAM, and is connected to an array of 9.1GB 10,000 

RPM hard disk drives with 512KB cache. The number of disks allocated for each 

component is detailed in the following sub-subsections. 

3.2.1 Web Server 

The Web application is a multi-threaded program that uses a pool of threads, 

called the Web pool, to generate HTML pages. An additional pool of threads, called the 

database client pool, is used to insert the clickstream data into the clickstream database. 

Threads are used to keep the various tasks in the Web application asynchronous. Figure 

3-3 displays a flow chart detailing the pools of threads and queues used in the application. 

The Web pool threads generate the HTML pages and queue up HTTP log entries to be 

inserted into the clickstream database. The database client pool threads take the HTTP 

log entries off the queue and insert sets of rows into the clickstream database. 
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Figure 3-3: Web Application Plow Chart 



The Web server uses ten hard disk drives in a redundant array of independent 

disks (RAID) Level 5 configuration to store the Web server log files. The Web server 

log is essentially written to two separate places, which are the Web server log and the 

clickstream database, to provide durability in case of a system failure and to prevent 

valuable information from being lost. 

3.2.2 Clickstream Database 

A commercial database management system, IBM DB2 Universal Database, is 

used to store the clickstream data. The clickstream database is built on a total of twenty- 

one hard disk drives in a RAID Level 5 configuration to make the data durable in case of 

a disk failure. Ten hard disk drives are used for the user tables, three are used for the 

system tables, three are used for temporary space, and five are used for the database log 

files. Table 3-1 describes the database table used to store the clickstream data in the 

clickstream database. This table captures the same information as the CLF in addition to 

all the cookies used by the Web application to track a Web user. 

Table 3-1: HTTP-LOG Table Description 

Column 

HOST-ADDR 

HOST 

IDENT 

AUTHUSER 

R E Q m E  

REQUEST 

STATUS 

BYTES 

c-m 
S-D 

SC-ID - 

Datatype 

Variable text, size 16 

Variable telrt, size 64 

Variable text, size 32 

Variable text, size 32 

Date and time 

Variable text, size 512 

Numeric, 5 digits 

Numeric, 19 digits 

Numeric, 19 digits 

Numeric, 19 digits 

Numeric, 19 digits 

Descliption 

Internet protocol (IP) address. 

Domm name of IP address. 

H'TTP user identifier. 

H'TTP user authorization 

Time request is received by the Web server. 

The first fine ofthe HTTP request. 

The status code ofthe H?TP request. 

The amount of data, m bytes, retumed to the requester. 

A unique identifier for the user. 

A unique session id for the user. 

A unique shopping cart id for the user. 
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3.3 Simplifications
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Figure 3-4: Simplified Web Site Coufiguratiou

TPC-W is a complex benchmark and I have made several assumptions to simplify

the benchmark to make it easier to run so I can focus on generating clickstream data and

loading it into a database. Figure 3-4 displays the same general Web site configuration

shown previously in Figure 1-3 with the components removed in gray. Each of these

simplifications omits components of the TPC-W benchmark so that I can focus on testing

the component in the system that generates clickstream data. Some of these components

are required to comply with the TPC-W specification but none of these changes affect the

amount of clickstream data generated. These changes only affect the Web server directly

and, in specific situations, would slightly increase the amount of processing required by

the Web server. Sub-subsection 3.3.2 illustrates an example where Web server

processing would be increased.

3.3.1 Use of Web Caches

The uses and effects of Web caches are ignored in this study to reduce the

complexity of loading clickstream data into a database from multiple sources. This

includes Web caches internal and external to the site to allow the Web servers to receive

and record all HTTP requests for content on the site. Eliminating Web caches external to

the site allows the clickstream data in the Web server logs to remain rich, and eliminating

Web caches internal to the site only saves the additional work of merging the Web log

data from the Web cache with the Web log data from the Web server.



A technique called cache busting can be used to render Web caches useless even 

if they are used in this study. The HTTPII .1 protocol allows information in a response to 

contain caching directives. These directives can specify how long a Web object may be 

cached, so a Web cache can be directed to never cache specific objects. Unfortunately, a 

Web cache must be fully compliant with the HTTP specification in order for this method 

to be effective. 

33.2 Use of Images 

There are no requests for images from the Web server in this study. The 

clickstream data generated from HTTP requests for images do no contribute to 

understanding customer behaviors and are generally ignored for clickstream analysis. 

The majority of the site configurations used in TPC-W publications [9] split the 

functionality of the Web server into two components. One component is still named the 

Web server, which I will call the application server in this sub-subsection to avoid 

confusion with the rest of this thesis, while the other component is named the image 

server. The application server continues to handle requests for HTML pages and the 

smaller images representing buttons and banners, while the image server handles requests 

for all of the larger images representing pictures of book covers. 

If another Web server was configured into the system to handle HTTP requests 

for images, the application server would have required less processing time although the 

overall performance of the system would increase. The reason that less processing time 

is required by the application server is because the number of HTTP requests handled per 

second decreases when images are also requested. For example, the following steps 

briefly describe the actions taken to request an HTML page complete with images: 

1. Issue an HTTP request for an HTML page. 

2. Receive the HTML page. 

3. Parse the HTML page for images to retrieve. 

4. Issue an HTTP requests for each image and receive each image. 

Time is saved when images are not requested since there are fewer steps to perform, 

namely the steps to retrieve the images on an HTML page. The resulting effect is that 

more HTTP requests can be serviced over time, thus the application server has more 

work to do. 



There would have also been additional data sent across the network, but the 

additional traffic would not have caused a bottleneck on the gigabit Ethernet network 

used in this study. Since the clickstream data generated from the image requests are 

typically filtered out and not inserted into the database, the absence of image requests has 

no direct impact on the quality of the data in the database. 

3.3.3 Use of Static Content 

TPC-W specifies that some of the Web pages generated in the benchmark be 

created with data from a content database. For example, the Web page listing new books 

queries the content database to determine the latest fifty products added to the company's 

inventory. The TPC-W specification outlines instructions for creating a content database 

that supplies this information. Out of the fourteen Web pages defined in the benchmark, 

thirteen query a database for content. 

Implementing this content database requires additional management and tuning, 

and additional hardware to support the database. The custom Web application that I have 

implemented generates static content so that I do not have to worry about the 

complexities with implementing a content database. It is likely that this content database 

can be implemented without significantly affecting other components on the system, but 

since this is a complex component, I will leave the verification work for future study. 

While removing the content database is a significant change to the TPC-W 

benchmark, the Web server experiences an increased load for similar reasons given in the 

previous sub-subsection for image requests. Since the Web server does not have to spend 

additional time retrieving information from the content database, more HTTP requests 

can be serviced over a given period of time. 



4 Performance Tests 

This section describes the four tests and the metrics used in this study to measure 

the change in performance of the Web server and the clickstream database server 

between each test. The ultimate goal of the tests outlined in this section is to determine if 

performance suffers when a Web server and a clickstream database server are 

consolidated onto a single system. 

Each test is described in greater detail in the following subsections, but the 

following briefly tells the purpose of each test. The first test examines the performance 

capabilities of the Web server without using a database to store clickstream data. The 

second test examines at the performance of the Web server and the database used to store 

clickstream data when they are implemented on two separate systems. This test allows us 

to identify performance changes from using a clickstream database on a separate system 

compared to consolidating the database server with the Web server. The third test 

experiments with implementing the Web server and the same clickstream database on a 

single system with the Web server logging redundant clickstream data. Finally, the 

fourth test is a variation on the third test where the Web server does not redundantly log 

clickstream information. 

4.1 Test 1: Standalone Web Server 
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Figure 4-1: Test 1 System Configuration 



Test 1 demonstrates the performance of the Web server when it runs without the 

use of a database server to store clickstream data. The results of this test are used as a 

baseline for the results of the following tests. The configuration of the systems is shown 

in Figure 4-1. Thus, this test should produce the highest number of HTTP requests 

serviced per second. 

4.2 Test 2: Web Server and Database Server in a Multi-Tiered 
Environment 

Figure 
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Configuration 

Test 2 demonstrates the performance impact of adding a clickstream database 

server into the Web site configuration. The configuration of the system is shown in 

Figure 4-2 and models an idea similar to the multi-tier environment shown in the 

Orchestrate white paper [13]. The Web server and the clickstream database server are 

not consolidated onto a single system for this test so that the impact of using the 

clickstream database server can be measured independently from any effects from 

consolidating these two components. The Web server continues to log HTTP requests 

into its own log file to provide durability in case of a system failure that may result in the 

loss of clickstream data currently being inserted into the clickstream database. The 



redundant logging done by the Web server is expected to affect the number of HTTP 

requests per second and the hard disk drive activity from the Web server should be 

affected accordingly. 

4.3 Test 3: Consolidated Web Server and Database Server 
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System Configuration 

Test 3 demonstrates the effect of consolidating the Web server and the 

clickstream database server onto a single system. Any performance differences between 

this test and the previous test show the impact that consolidating has on a Web server and 

a clickstream database server compared to using each component on a separate system. 

The configuration of the system is shown in Figure 4-3. The Web server still continues 

to log HTTP requests into its own log file to provide durability in case of a system 

failure. The results of this test are not expected to be significantly different from those in 

Test 2. The previous tests should show that the Web server and clickstream database 

server are not competing for the same resources so each component should be able to nm 

concurrently without any serious performance impact. 



4.4 Test 4: Consolidated System without Web Server Logging 
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Figure 4-4: Test 4 System Configuration 
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Test 4 is similar to Test 3 except the Web server does not redundantly log HTTP 

requests, as shown in Figure 4-4. The purpose of this test is to determine if any load can 

be removed from the Web server while letting the clickstream database handle all of the 

logging. The results of this test are expected to be very similar to the results of Test 3 

since the changes in the system configuration are not significant. The performance of the 

clickstream database server should not change from Test 3, and the resource utilization of 

the Web server should decrease since it is doing less work than in the previous test. 
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I 
I 

4.5 Metrics 

Three main metrics are used to analyze the performance in each of these tests: 

The number of HTTP requests serviced per second. 

The individual processor utilization by the Web server and the clickstream 

database server. 

The amount of hard disk activity from writing to the Web server log, the 

clickstream database, and the database log. 



The number of HTTP requests serviced per second measures the throughput of the 

entire system. While I expect the processor utilization and hard disk drive activities to be 

the resources primarily used in this study, the impact of any changes in these two metrics 

are measured by the corresponding change in the number of HTTP requests serviced per 

second. 

The processor utilization of the Web server and the clickstream database server 

measures how much processing is required to achieve the measured throughput. It is also 

used to gauge each component's requirements for processing resources. 

The Web server and the clickstream database server are the two components 

writing the most data to the hard disk drives. The Web server needs to write each HTTP 

request to its log file, and the database server is writing clickstream data into a table 

while making the corresponding entries into the database log. The activity for reading 

data from the hard disk drives is ignored since the Web server and the clickstream 

database server do not perform any functions that require reading data in this study. 

Five additional metrics are examined to verify the findings of the previous three 

metrics: 

The average response time to service an HTTP request. 

The amount of data sent over the network. 

The Web log growth rate. 

The clickstream database growth rate. 

The available system memory on the Web server system. 

These metrics also aid in determining if any other resources are bottlenecks in this study. 

The average response time is examined to determine the effect each test has on the 

responsiveness of the Web server. The amount of data transmitted over the network is 

watched to be sure that the throughput of the entire system is not affected by a network 

bottleneck. The Web log growth and the clickstream database growth are also calculated 

to be sure that there is plenty of hard disk drive space for each component. The available 

system memory indicates that the Web server is able to service HTTP requests and insert 

data into the clickstream database at the measured throughput. 



5 Test Results and Analysis 

The graphs presented in this section show the change in performance for each 

metric. Each test ran for approximately one hour with data sampled every thirty seconds. 

Metrics pertaining primarily to the Web server are displayed as changes from Test 1 to 

Test 2, from Test 1 to Test 3, and from Test 1 to Test 4. The changes in performance 

from Test 1 to Test 2 show the effect of using a database for clickstream analysis. 

Performance changes from Test 1 to Test 3 show if consolidating the Web server and the 

clickstream database server onto the same system causes any additional performance 

degradation with redundantly logging clickstream data by the Web server. Similarly, 

performance changes from Test 1 to Test 4 show if consolidating the Web server and the 

clickstream database server onto the same system causes any performance degradation 

without the Web server redundantly logging clickstream data. Charts of the raw data 

used to calculate the performance differences shown in this section are displayed in 

Appendix A with some of the secondary metrics described in the previous section. 

Similarly, metrics pertaining primarily to the clickstream database server are displayed as 

changes from Test 2 to Test 3, and from Test 2 to Test 4 since the clickstream database is 

not used in Test 1. 
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5.1 HTTP Get Requests per Second
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Figure 5-1: Change in HTTP Requests per Second

Figure 5-1 displays the percentage difference in the number of HTTP requests

serviced per second between Test 1 and Test 2, between Test 1 and Test 3, and between

Test 1 and Test 4. Using a clickstream database server reduces the throughput by

approximately 9%. Consolidating the Web server while redundantly logging clickstream

data and the clickstream database server reduces the throughput from Test 1 by

approximately 11%. The throughput decreased only 2% between Test 2 and Test 3.

The 9% reduction in overall throughput from implementing a clickstream

database to store clickstream data initially appears to contradict the hypothesis that

storing clickstream data in a database will not significantly impact performance.

However, the response time data for the time taken to service HTTP requests, shown in

Table 5-1, suggest otherwise. Table 5-1 displays the average time taken to receive a Web

page after sending an HTTP request measured by the RBE. The average response time

calculated in Test 2 is 12% higher than the average response time calculated in Test 1,

which is close to the change in the HTTP requests serviced per second between Test 1



and Test 2. Likewise, the average response time calculated for Test 3 is 16% higher than 

the average response time calculated in Test 1, which is close to the change in the HTTP 

requests serviced per second between Test 1 and Test 3. Even though there is a 9% 

difference in the number of Web pages the Web server is generating per second in Test 1, 

the average response time calculated in each test does not vary more than one 

millisecond, which is hardly noticeable to a user. The difference in the average response 

time is likely due to the extra task of inserting clickstream data into the clickstream 

database. Also, the 4% difference between Test 2 and Test 3 supports the hypothesis that 

the Web server and the clickstream database server do not compete for the same 

resources when both components are consolidated onto a single system. 

Table 5-1: Average Web Page Response Times 

Test 1 

Test 2 

Test 3 

Test 4 

Average (Seconds) 

0.00380 

0.00426 

0.00439 

0.00430 
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5.2 Processor Utilization
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Figure 5-2: Change in Web Server Processor Utilization

Figure 5-2 displays the percentage difference in the processor utilization by the

Web server between Test 1 and Test 2, between Test 1 and Test 3, and between Test 1

and Test 4. The use of the clickstream database server increases the processor utilization

of the Web server by 3%. Consolidating the Web server while redundantly logging

clickstream data and the c1ickstreamdatabase server increases the processor utilization by

almost 2%, and increases the processor utilization about 0.5% without the Web server

redundantly logging c1ickstream data. The processor utilization decreased about 2%

between Test 2 and Test 3, and decreased about 1% between Test 3 and Test 4.

The processor utilization of the Web server is not significantly affected by

implementing a clickstream database server or by consolidating the Web server with a

clickstream database server on a single system. Obviously, inserting records into a

clickstream database requires additional processing by the Web server. However, it does

not appear to require a significant amount of additional work since the processor

utilization decreased in Test 3. Thus this data supports the hypothesis that the Web
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server and the clickstream database server do not compete for the same resources when

both components are consolidated onto a single system.
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Figure 5-3: Change in Clickstream Database Server Processor Utilization

Figure 5-3 displays the percentage difference in the processor utilization by the

clickstream database server between Test 2 and Test 3, and between Test 2 and Test 4.

Consolidating the Web server while redundantly logging c1ickstream data and the

clickstream database server increases the processor utilization by 30%, and increases the

processor utilization 29% without the Web server redundantly logging clickstream data.

While these percentages are a factor of ten higher than the changes in processor

utilization, shown previously for the Web server, the absolute change in processor

utilization for the c1ickstream database server is only 0.5%, which is an insignificant

change supporting the hypothesis that the Web server and the clickstream database server

do not compete for the same resources when both components are consolidated onto a

single system.
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5.3 Hard Disk Drive Activity

The hard disk drive metrics are presented in the following sub-subsections for

each software component. The metrics are bytes per write, bytes written per second, and

writes per second. The bytes written per second could be measured without the other two

metrics since it is just the multiple of the number of bytes per write and the number of

writes per second, but if there is a performance issue with the hard disk drives, measuring

all three metrics allows us to determine the best course of action to resolve the issue. The

data is only collected for the c1ickstream database server in Test 2, Test 3, and Test 4

since it is not used in Test 1.

5.3.1 Web Server Log
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Figure 5-4: Change in Web Server Log Bytes per Write

Figure 5-4 displays the percentage difference in the number of bytes per write to

the Web server log between Test 1 and Test 2, and between Test 1 and Test 3. The use of

the c1ickstreamdatabase server increases the number of bytes per write by almost 3.5%.

Consolidating the Web server while redundantly logging c1ickstream data and the
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c1ickstreamdatabase server increases the number of bytes per write by almost 2.0%. The

number of bytes per write decreases approximately 1.5%between Test 2 and Test 3.

0%

!Ii

a

-2% ~
.. ~
~

~

-4%

III IJj

!\1

'fl IiiI..
0>
:I
i -6%
e
~ .~ !1f

f~ ~
"

-8%
j1IJ

'III

~

-10% " 2

-12%

Figure 5-5: Change in Web Server Log Bytes Written per Second

Figure 5-5 displays the percentage difference in the number of bytes written to the

Web server log between Test 1 and Test 2, and between Test 1 and Test 3. The addition

of the clickstream database server reduces the number of bytes written per second to the

Web server log by about 8%. Consolidating the Web server while redundantly logging

clickstream data and the clickstream database server reduces the number of bytes written

per second to the log file by about 10%. The number of bytes written per second to the

Web server log decreases only 2% between Test 2 and Test 3.
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Figure 5-6: Change in Web Server Log Writes per Second

Figure 5-6 displays the percentage difference in the number of times the Web

server log is written to between Test 1 and Test 2, and between Test 1 and Test 3. The

addition of the clickstream database server reduces the number of writes per second to the

log file by almost 11.5%. Consolidating the Web server while redundantly logging

clickstream data and the clickstream database server reduces the number of writes per

second to the log file by about 12.0%. The number of writes decreases about 0.5%

between Test 2 and Test 3.

The results of the hard disk drive activity for the Web server log do not show any

significant performance degradation in the system, which supports the hypothesis that the

Web server and the clickstream database server do not compete for the same resources

when both components are consolidated onto a single system. The decrease in the

number of bytes written per second in Test 2 and Test 3 is supported by the number of

bytes per write and in the number of writes per second to the Web server log. The latter

two metrics support the result shown by the number of bytes written per second to the

Web server log. The overall decrease in the hard disk drive activity also coincides with
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the decrease in the number of HTTP requests serviced per second in Test 2 and Test 3.

Since there is a decrease in the number of HTTP requests serviced per second, there must

be a decrease in the amount of data written to the Web server log file.

5.3.2 Clickstream Database User Tablespace

The user tablespace is a fixed amount of space reserved on the hard disk drives by

the database to use for the data of any number of tables within the database. In this study,

the only table in the user tablespace is the HTTP_LOG table.

Since the clickstream database server is configured to always write 4,096 bytes

per write to the user tablespace, there is no change in the number of bytes per write to the

HTTP_LOG table between any of the tests.
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Figure 5-7: Change in Clickstream Database User Tablespace Bytes Written per Second

Figure 5-7 displays the percentage difference in the number of bytes written per

second to the user tablespace between Test 2 and Test 3, and between Test 2 and Test 4.

Consolidating the Web server while redundantly logging clickstream data and the

clickstream database server reduces the number of bytes written per second to the user

tablespace by almost 2.5%, and reduces the number of bytes written per second by almost
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1.0% without the Web server redundantly logging c1ickstreamdata. The number of bytes

written per second increases almost 1.5%between Test 3 and Test 4.
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Figure 5-8: Change in Clickstream Database User Tablespace Writes per Second

Figure 5-8 displays the percentage difference in the number of times the user

tablespace is written to per second between Test 2 and Test 3, and between Test 2 and

Test 4. Consolidating the Web server while redundantly logging clickstream data and the

c1ickstream database server reduces the writes per second to the user tablespace by

almost 2.5%, and reduces the number of writes per second by almost 1.0% without the

Web server redundantly logging c1ickstream data. The number of writes per second

increases almost 1.5% between Test 3 and Test 4.

The results of the hard disk drive activity for the user tablespace do not show any

significant performance degradation, which supports the hypothesis that the Web server

and the c1ickstream database server do not compete for the same resources when both

components are consolidated onto a single system. The decrease in hard disk drive

activity also coincides with the decrease in the number of HTTP requests serviced per

second in Test 2, Test 3, and Test 4 when compared to Test 1. Since there is a decrease
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in the number of HTTP requests serviced per second, there must be a decrease in the

amount of data written to the HTTP_LOG table in the user tablespace.

5.3.3 Clickstream Database Log
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Figure 5-9: Change in Clickstream Database Log Bytes per Write

Figure 5-9 displays the percentage difference in the number of bytes per write to

the database log between Test 2 and Test 3, and between Test 2 and Test 4.

Consolidating the Web server while redundant logging clickstream data and the

clickstream database server increases the number of bytes per write to the database log by

about 1.5%, and increases the number of bytes per write by almost 1.5% without the Web

server redundantly logging clickstream data. The number of bytes per write increases

about 0.5% between Test 3 and Test 4.
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Figure 5-10: Change in Clickstream Database Log Bytes Written per Second

Figure 5-10 displays the percentage difference in the number of bytes written per

second to the database log between Test 2 and Test 3, and between Test 2 and Test 4.

Consolidating the Web server while redundantly logging c1ickstream data and the

c1ickstream database server decreases the number of bytes written per second to the log

file by about 8%, and decreases the number of bytes written per second by about 6%

without the Web server redundantly logging c1ickstream data. The number of bytes

written per second increases about 6% between Test 3 and Test 4.
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Figure 5-11: Change in Clickstream Database Log Writes per Second

Figure 5-11 displays the percentage difference in the number of writes to the

database log per second between Test 2 and Test 3, and between Test 2 and Test 4.

Consolidating the Web server while redundantly logging c1ickstream data and the

c1ickstreamdatabase server decreases the number of writes to the database log per second

about 9.5%, and decreases the number of writes to the database log per second by about

7.5% without the Web server redundantly logging c1ickstreamdata. The number of bytes

written per second increases about 2.0% between Test 3 and Test 4.

The results of the hard disk drive activity for the database log do not show any

significant performance degradation, which supports the hypothesis that the Web server

and the c1ickstream database server do not compete for the same resources when both

components are consolidated onto a single system. The decrease in the number of bytes

written per second in Test 2 and Test 3 is supported by the number of bytes per write and

in the number of writes per second. The latter two metrics support the result shown by

the number of bytes written per second to the database log. The overall decrease in hard

disk drive activity also coincides with the decrease in the number of HTTP requests
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serviced per second in Test 2 and Test 3. Since there is a decrease in the number of

HTTP requests serviced per second, there must be a decrease in the amount of data

written to the Web server log file.

5.4 Network Traffic
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Figure 5-12: Change in Total Network Bytes Transmitted per Second

Figure 5-12 displays the percentage difference in the total number of bytes sent

over the network between the RBE and the Web server from Test 1 to Test 2, from Test I

to Test 3, and from Test 1 to Test 4. The use of a c1ickstreamdatabase server reduces the

amount of data transmitted over the network by about 9.0%. Consolidating the Web

server while redundantly logging c1ickstream data and the c1ickstream database server

onto a single system reduces the data transmitted by about 11.5%, and reduces the data

transmitted by about 10.0% without the Web server redundantly logging c1ickstream

data. The total number of bytes transmitted per second decreases only 2.5% between

Test 2 and Test 3, and increases 1.5%between Test 3 and Test 4.



The network traffic verifies the findings reported by the number of HTTP requests 

serviced per second as shown in Figure 5-1 and the change in performance between each 

test follows the changes calculated from the results of the number of HTTP requests per 

second. 



6 Conclusion 

In this thesis, I implemented a method of having a Web server directly store 

clickstream data into a clickstream database with both components consolidated onto a 

single, highly scalable system. The purpose was to determine if this method could be 

done without a significant change in performance to the Web server or the clickstream 

database server. This method was designed based on the ideas of getting clickstream data 

into a clickstream database as soon as possible and to do this on a single, highly scalable 

system. 

Getting clickstream data into a clickstream database was important for analyzing 

customer behaviors. While this also allows the data to be queried for simple statistics, 

the data can be further integrated with a data warehouse. This will allow analyses for 

customer behaviors to be performed as clickstream data streams into the database. 

Using a single, highly scalable system has several advantages that can be utilized. 

The system can be upgraded to accommodate the demands of any business and all 

resources in the system can be dynamically allocated between tasks. Also, using a single 

system reduces maintenance costs associated with having a large number of systems. 

The experiments in this study modeled a Web site based on the TPC-W 

benchmark and used three tests to measure the overall performance of the system under 

test. The primary resources used by the Web server and the clickstream database server, 

such as processor utilization and the writing activities to the hard disk drives, were 

measured. The first test measured the performance of the Web server before a 

clickstream database was implemented. The second test measured the performance of the 

Web server inserting clickstream data into a clickstream database before the two 

components were consolidated onto a single system. The third test measured the 

performance of the Web server and the clickstream database server when they were 

consolidated onto a single system with redundant clickstream logging by the Web server, 



while the fourth test measured the performance of the same system without redundantly 

logging clickstream data. 

The most significant change in performance was caused by the additional time 

taken to insert clickstream data into the clickstream database, which was measured by the 

length of time to receive a Web page. The additional time averaged less than one 

millisecond, which is hardly noticeable for people surfing the Web. The results also 

showed that the Web server did not compete with the clickstream database server for hard 

disk drive resources, and that the clickstream database server did not use very much 

processing resources. The data collected on the performance of this implementation 

suggested that consolidating a Web server and a clickstream database server could be 

done without a significant performance impact to either the Web server or the clickstream 

database server. The data also showed that redundantly logging clickstream data required 

slightly more resources then a system that did not log clickstream data redundantly. 

Since it is a slight amount, the decision of redundantly logging clickstream data can be 

left to the system administrators. These results made server consolidation a feasible 

option for companies looking for better manageability of their systems and for reducing 

costs. 

If the Web application used a content database to generate HTML pages, as 

defined in the TPC-W specification, the results shown in this study should still hold true. 

The content database has its own requirements of physical resources and it should not 

conflict with the resource requirements of the other components in the system. For 

example, hard disk drives could be dedicated to the content database since the hard disk 

drives do not need to be shared between databases or any other components in the 

system. Proving this hypothesis has been left for future study, but with the ability to 

dedicate resources to individual components, it would be likely that introducing a content 

database would not create resource conflicts between components on the system. 

Likewise, if clickstream analysis were implemented on a consolidated system, 

some system resources could be allocated to minimize conflicts for those resources when 

performing the analysis. Again, this has been left for future study, but may be a more 

difficult feat to accomplish than implementing a content database. While a content 

database was a self-contained component of the system, the task of pe~orming 



clickstream analysis would draw from the clickstream database used in this study. 

Additional components must be implemented to perform clickstream analysis and these 

components would need to extract the data from the clickstream database. Minimizing 

conflicts on the clickstream database may be a difficult task. 



7 Future Work 

This thesis presents a start for three branches of study. First, more work can be 

done on characterizing the consolidation of more components in a Web site. Also 

additional work can be done on implementing additional components for clickstream 

analysis. Finally, studies typically done on Web server log files can be adapted to work 

with databases. 

7.1 Web Site Consolidation 

Further study on the performance of system consolidation can be done with a 

more complete implementation of a Web site. The implementation of this study is simple 

when compared to all of the components in a real world Web site. A Web site may use 

reverse proxy servers, Web caches, text search engines, and a database to supply content, 

as mentioned previously in Sub-subsection 3.3.3. Reverse proxy servers can be 

implemented for testing stronger security measures. Web caches can be implemented to 

better represent a real world Web site, which would reduce the workload on the Web 

servers. The Web caches would also insert clickstream data into the clickstream database 

because the Web caches also services HTTP requests. Running two databases, one for 

content and one for clickstream analysis, would verify whether or not they could be 

configured such that they can run together on a single system with minimal conflicts. 

7.2 Clickstream Analysis 

The tests presented in this thesis can be modified to simulate users who do not 

wish to be tracked in addition to users that can be tracked. Companies do not always 

have the luxury of having readily identifiable customers and some companies are not 

prepared to track their customers. Spiliopoulou [16] presents a general mining algorithm 

for identifying a sequence of HTTP requests that represent a user session. Nasraoui, 

Krishnapurarn, and Joshi [17] identifl user sessions in Web server log data where cookies 

and URL tagging have not been used. While cookies are used in this study, the research 



done by Nasraoui, Krishnapuram, and Joshi can be adapted for users who refused to 

accept cookies. 

Additional performance studies can be done with more components of the 

clickstream analysis architecture implemented. This study only implements the first 

couple of steps in the architecture where clickstream data is cleaned and inserted into a 

data warehouse staging area. The next steps would be to implement a process to identify 

transactions, integrate the clickstream data with other data sources, and finally import 

clickstream data into a data warehouse. 

Cooley, Mobasher, and Srivastava [18] have conducted research on grouping 

sequences of HTTP requests into transactions. They have defined transactions to consist 

of two types, those for navigational purposes and those for information content purposes. 

Their paper describes a general model for identifying transactions that could be applied to 

raw Web server log files or clickstream data that has been inserted into a database. 

TPC-H [19] is a decision support benchmark developed by the TPC. It may be 

possible to use the clickstream data generated by a TPC-W benchmark in conjunction 

with the TPC-H benchmark to create a data webhouse and to continue studying the 

performance of the system. 

7.3 Using Databases for Clickstream Analysis 

Previous research conducted on Web server log files can be adapted to work with 

clickstream data in a database. This thesis introduces a method for getting clickstream 

data into a database, which may be a better medium for research than raw Web server log 

files. The following research has been based on using raw Web server log files and are 

candidates for using a clickstream database for further study. 

Chen, Park, and Yu [20] performed research using association rules to identify 

sequences of maximal forward references. Maximal forward references represent a path 

a Web user traverses on a Web site without using a browser's back button or without 

traversing a link that takes a user back to where he has been before. The goal of 

identifying maximal forward references is to determine how well a Web site is laid out. 

These maximal forward references are small if it is easy for a Web user to find what he is 

looking for. 



Lo and Ng [21] base some of their research on work done by Chen, Park, and Yu 

to generate association rules that allow companies to analyze customer behaviors in order 

to improve profits and services. These association rules determine facts such as "10% of 

our customers buy bread and 20% of those also buy butter." 

Osawa, Asai, and Ohnishi [22] explore creating three-dimensional animations to 

model Web access behavior. They use the Virtual Reality Modeling Language (VRML) 

and Java to render a dynamic system model as graphical objects in a three-dimensional 

space. 
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Appendix A Raw Data

This section presents graphs of the raw data collected from each of the tests

described in the Section 5. Each graph shows approximately one hour of data collected

from the performance counters in the operating system. The data are sampled every

thirty seconds.

A.I HTTP Requests per Second
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Figure A-I: HTTP Requests per Second

Figure A-I displays the total throughput of the system for each test. Each test

displays a steady and consistent level of throughput. Test 1 services an average of 1,020

HTTP requests per second, Test 2 services 927 HTTP requests per second, Test 3

services 904 HTTP requests per second, and Test 4 services 919 HTTP requests per

second.
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A.2 Web Server Processor Utilization
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Figure A-2: Web Server Processor Utilizatiou

Figure A-2 displays the processor utilization by the Web server in each test. Each

test displays a steady and consistent use of the processors throughout the duration of each

test. The Web server is the primary user of the processors, utilizing the processor more

than 80% for each test. The Web server in Test 1 utilizes the processors an average of

81%, Test 2 utilizes the processors an average of 83%, Test 3 utilizes the processors an

average of 82%, and Test 4 utilizes the processors an average of 81%.
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A.3 Clickstream Database Server Processor Utilization
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Figure A-3: Clickstream Database Server Processor Utilization

Figure A-3 displays the processor utilization of the c1ickstream database server

for Test 2, Test 3, and Test 4 since the c1ickstreamdatabase server is not used in Test 1.

Test 2, Test 3, and Test 4 display a steady and consistent use of the processors by the

clickstream database server. The clickstream database server does not primarily require

processing power as the processor utilization is below 3.0% for each test. The

c1ickstream database server in Test 2 utilizes the processor 1.7%. Test 3 and Test 4

utilize the processor 2.2%. Consolidating the Web server and the clickstream database

server increases the processor utilization of the c1ickstream database server by a 10%

difference, but the change in processor utilization is still 0.1%.
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A.4 Web Server Log Hard Disk Drive Activity
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Figure A-4: Web Server Log Bytes per Write

Figure A-4 displays the number of bytes per write to the Web server log file for

Test 1, Test 2, and Test 3 since the Web server is not logging clickstream data in Test 4.

Each test results in a steady number of bytes per write to the Web server log file. The

Web server in Test 1 writes an average of 37,000 bytes per write to the log file. Test 2

and Test 3 write an average of38,000 bytes per write to the log file.
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Figure A-5: Web Server Log Bytes Written per Second

Figure A-5 displays the number of bytes written to Web server log file per second

for Test 1, Test 2, and Test 3 since the Web server is not logging c1ickstream data in Test

4. Each test results in a steady and consistent number of bytes written per second to the

Web server log file. This verifies the total throughputof each test since the amountof

datawrittento the Web serverlog file reflectsthe numberof HTTPrequestsmadeto and

servicedby the Web server. The Web serverin Test 1 writes 149,000 bytes persecond to

the log file, Test 2 writes 136,000 bytes per second to the log file, and Test 3 writes

133,000 bytesper secondto the log file.
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Figure A-6: Web Server Log Writes per Second

Figure A-6 displays the number of the number of times the Web server writes to

its log file per second for Test 1, Test 2, and Test 3 since the Web server is not logging

clickstream data in Test 4. Each test results in a steady and consistent number of writes

to the Web server log file throughout the duration of each test. The Web server in Test 1

performs 4.0 writes per second to the Web server log file. Test 2 and Test 3 perform 3.5

writes per second to the Web server log file.
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A.5 Clickstream Database User Tablespace Hard Disk Drive
Activity
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Figure A-7: Clickstream Database User Tablespace Bytes per Write

Figure A-7 displays the number of bytes written to the HTTP_LOG table in the

clickstream database for Test 2, Test 3, and Test 4 since the clickstream database server

is not used in Test 1. The c1ickstreamdatabase server in Test 2, Test 3, and Test 4 writes

4,096 bytes per write to the user tablespace. Since the data is identical in every test, only

one line appears in Figure A-7. This verifies the database setting of a fixed 4KB block

size for thhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhhh

---- - --------

..
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Figure A-8: Clickstream Database User Tablespace Bytes Written per Second

Figure A-8 displays the number of bytes written to the HTTP_LOG table in the

clickstream database per second for Test 2, Test 3, and Test 4 since the clickstream

database server is not used in Test 1. The clickstream database server in Test 2 writes an

average of 162,000 bytes per second to the user tablespace, Test 3 writes an average of

158,000 bytes per second to the user tablespace, and Test 4 writes an average of 160,000

bytes per second to the user tablespace.
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Figure A-9: Clickstream Database User Tablespace Writes per Second

Figure A-9 displays the number of writes to the HTTP_LOG table in the

clickstream database per second for Test 2, Test 3, and Test 4 since the clickstream

database server is not used in Test 1. The clickstream database server in Test 2 performs

an average of 40 writes per second to the user tablespace. Test 3 and Test 4 performs an

average of 39 writes per second to the user tablespace.
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A.6 Clickstream Database Log Hard Disk Drive Activity
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Figure A-tO: Clickstream Database Log Bytes per Write

Figure A-lO displays the number of bytes per write to the database log in Test 2,

Test 3, and Test 4 since the clickstream database server is not used in Test 1. Test 2, Test

3, and Test 4 result in a fairly steady and consistent number of bytes written per write to

the database log throughout each test. The clickstream database server in Test 2 writes an

average of 4,400 bytes per second to the database log. Test 3 and Test 4 writes an

average of 4,500 bytes per second to the database log.
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Figure A-ll: Clickstream Database Log Bytes Written per Second

Figure A-11 displays the number of bytes written per second to the database log

for Test 2, Test 3, and Test 4 since the clickstream database server is not used in Test 1.

Test 2, Test 3, and Test 4 result in a fairly steady and consistent number of bytes written

to the database log per second. The clickstream database server in Test 2 writes an

average of 373,000 bytes per second to the database log, Test 3 writes an average of

342,000 bytes per second to the database log, and Test 4 writes an average of 350,000

bytes per second to the dataaaaaaaaaa
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Figure A-12: Clickstream Database Log Writes per Second

Figure A-12 displays the number of writes to the database log for Test 2, Test 3,

and Test 4 since the c1ickstreamdatabase server is not used in Test 1. Test 2, Test 3, and

Test 4 result in a fairly steady and consistent number of writes to the database log

throughout each test. The c1ickstreamdatabase server in Test 2 performs an average of

85 writes per second to the database log, Test 3 performs an average of 77 writes per

second to the database log, and Test 4 performs and average of 79 writes per second to

the database log.
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A.7 Network Bytes Transmitted per Second
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Figure A-13: Total Network Bytes Transmitted per Second

FigureA-13 displaysthe amountof datatransmittedoverthe networkbetweenthe

RBE and the Web server for each test. Each test displays results that are steady and

consistent. The Web server in Test I transmitsan average of 4.1 million bytes per

second, Test 2 transmitsan averageof 3.7 million bytes per second, Test 3 transmitsan

average of 3.6 million bytes per second, and Test 4 transmitsan averageof 3.7 million

bytes per second.



67

A.8 Web Server System Available Memory
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Figure A-14: Web Server System Available Memory

Figure A-I4 displays the available memory on the system running the Web server

in Test I, Test 2, Test 3, and Test 4. The purpose of this graph is to verify the queues in

the Web application, as shown in Figure 3-3 are not growing without bound. The nearly

constant amount of available memory shows that the size of the queues in the Web

application is maintaining a constant size throughout the duration of each test. This

shows that the Web application is able to insert c1ickstream data into the c1ickstream

database as it is generated.

A.9 Web Server Log Growth

The data gathered from the hard disk drives verify that there is enough hard disk

drive storage for the Web server log and database log to grow over the duration of a test.

Table A-I lists each test and the calculated rate of growth for the Web server log, the

HTTP_LOG table, and the database log based on the number of bytes written per second.

The partition used for the Web server log has a maximum capacity of 90GB of storage,

- - - - - -- - - -- - - - - - - - - - - - - -- - - -- - - -- - - - - - -- - - - - - - - - - - - - -- - - - - - - - - - -- - - -- - - - - - - - - - - - - - - - --.----------_._--------------.----------------------------------.--------------------- ----



the partition used for the HTTP-LOG table also has a maximum capacity of 90GB of 

storage, and the partition used for the database log has a maximum capacity of 45GB of 

storage. The partitions created for each of the columns listed in Table A-1 may not have 

been divided evenly as the partition for the Web log has enough space for 180 hours of 

data, the partition for the HTTP-LOG table has enough space for 180 hours of data, and 

the partition for the database log has enough space for 70 hours of data, but there is 

definitely enough hard disk drive storage available for running each test several hours. 

Table A-1: Growth of the Web Server Log and the Clickstream Database 

Test 1 

Test 2 

Test 3 

Test 4 

Web Log Growth 
(MB per Hour) 

51 1 

467 

457 

NIA 

HTI'P-LOG Table Growth 
(MB per Hour) 

NIA 

556 

543 

55 1 

Database Log Growth 
(MB per Hour) 

N/A 

1281 

1175 

1202 
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