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ABSTRACT

A Study of the Effect of precipitates and Lattice Defects on

the Electrical Performance of P-N Junctions

KUNKUL RYOO

Oregon Graduate Center

Supervising Professor: william E. Wood

Ion implantation when used as a doping technique introduces damage

to the surface of a silicon wafer. This damage in turn may result in

formation of dislocation loops or stacking faults, depending upon the

subsequent heat treatment. These defects in turn may degrade elect-

rical properties in a P-N junction. The importance of the location of

defects on the P-N junction performance has not been studied in detail.

In this work, P-N junctions have been fabricated, tested electrically

and analysed with transmission electron microscopy (TEM).

Two types of defects, dislocation loops and stacking faults, were

introduced into P-N junctions. Sometimes "dog-bone" shape stacking

faults were produced. TEManalysis revealed that the "dog-bone" fault

is a stacking fault decorated by precipitates. High magnification

(200K) revealed two kinds of precipitates, individual plates and

colony clusters. Colonies exhibited Moire fringes which were used

to characterize their crystallographic structures. X-ray Energy Dis-

persive Spectroscopic data from these two precipitates showed that

colonies consisted of Ni, CU and Si, while the plate contained Ni and

Si only. It was concluded that the plate type is pure NiSi2 and that

the colonies are metastable (Ni 'CUI )Si 2 due to CU alloying.x -x

vi



Diodes containing stacking faults ordislocation loops were fabri-

cated by implanting boron into N-type silicon wafers. Cross section

TEM analysis showed that the desired configurations, diodes containing

stacking faults in the P-region or extended into the depletion region,

or diodes containing dislocation loops in the P-region, the depletion

region or the N-region, were obtained.

Diodes containing stacking faults or dislocation loops in the P-re-

gion acted as diodes without defects except for increased resistance

due to hole scattering. The scattering mechanism for stacking faults

was found to be different from that for perfect dislocation loops in

the P-region.

Diodes containing stacking faults extending into the depletion re-

gion were degraded since partial dislocations surrounding stacking

faults provided leakage paths. Diodes containing dislocation loops in

the depletion region or N-region still acted as ideal diodes except

for higher current levels. In reverse bias, N-region defects showed

lower generation current than those in the depletion region. This

proved that point defects introduced into the diode mayor may not

affect the electrical property of P-N junctions depending upon their

locations.

vii
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I. INTRODUCTION

Integrated circuit complexity of silicon has advanced from small-

scale integration, to medi~scale integration, to large-scale integ-

ration, and now to very large-scale integration. It tells that the

trend is the device miniaturization to less than 1 urn, resulting in

the ultra large-scale integration which aims the complexity of over

lEa components per chip before 2000 calendar year(1-3). Even though

there are electrical and physical limitations for miniaturization,

continuous efforts are being given for this trend(3), one of which

is ion implantation. This technology has been substituted for the

diffusion technology for doping impurity atoms. However, there exists

wafer surface damage problem due to the high energy or dose ion beam.

The damage generated normally induces crystallographic defects such

as stackingfaults or dislocation loops during the subsequent heat

treatment stage of device fabrication(4). Defect sizes vary from 10

urnto less than 0.01 urn. Device miniaturization calls for micro-scale

techniques to analyze the physical or chemical properties of submicron

device and defect structures.

There are several applicable techniques used for microelectronic

purposes shown in Table. 1. AEM(Analytical Electron Microscopy),

which includes conventional TEM(Transmission Electron Microscopy)

function, EDS(X-ray Energy Dispersive Spectroscopy), and EELS(Electron

Energy Loss Spectroscopy) is one of the strongest techniques to ana-

lyze the physical and chemical properties of devices or defects. Even



Table 1. Analytical techniques for planar devices(l)

N

Morphology Chemical Crystallographic
Analytical Techniques

Analysis Analysis Structure Analysis

Auger Electron .Spectroscopy(AES)

Rutherford Backscattering .Spectroscopy(RBS)

Seconary Ion Mass .
Spectroscopy( SIMS)

ScanningElectron . .
Microscopy(SEM)

TransmissionElectron . .Mlcroscopy(TEM)

Analytical Electron . . .Microscopy(AEM)
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though difficulties in specimen preparation were the main factor li-

miting the application of AEMto devices, it is now appreciated that

this is a very useful technique and will become an integral part of

device fabrication as specimen preparation techniques are improved(l).

The crystallographic structure of stacking faults and dislocation

loops in silicon, induced by ion implantation, are well understood(4-

5). The electrical impact of dislocations on diodes has been modeled

(6), tested(7-8), and summarized(9). The effect of dislocations on

minority charge carrier lifetime was studied(lO-12) and lifetime was

reported with respect to dopant concentrations(13). The energy level

of dislocation traps within the silicon bandgap was measured(14-15).

The primary dislocations which were produced during crystal growing

were believed to provide paths for locally enhanced diffusion of the

phosphorous impurities, which caused leakage in the diodes(16). In

another work, the high leakage currents was assumed to be related to

the presence of dislocations in and near the N+-region of N+-P junc-

tion(17). The shorts due to dislocations were, also, studied for bi-

polar junction transistors(18-20) and for MOSFET(21).

Most studies about dislocation effects on diodes were done in con-

nection with ion implantation damage. Generally implantation damage

induces dislocation loops in the annealing process of damaged wafers.

The distribution of implantation damage has a shape of a Gaussian

along the depth direction of a silicon wafer. Dislocation loops are

generated at the highest damaged region which is slightly shallower

than the highest ion concentration peak (22) . Therefore, since loops



4

are buried at a particular depth, they may be confined within the p-

region if boron ions are implanted onto the N-substrate. Growth of an

epitaxial layer of single crystal silicon allows loops to be located

at or below the P-N junction depending upon the thickness of the epi-

taxial layer. J. B. Lasky(23) located dislocation loops in the p+-

region and observed the leakage current due to them. Even though

there existed a high density of dislocation loops in the p+-region, it

did not degrade the diode characteristics because the junction was far

enough from the loops from which the charge carriers were generated.

Another study was to locate loops on the metallurgical junction boun-

dary, which showed a significant increase of leakage current did occur

(24).

The effects of stacking faults on the electrical properties of

diodes were studied by K. V. Ravi, et al(25-26). Boron atoms were

diffused to fabricate P+-N junction with faults already present so

that p+-N junction boundary shape was assumed to be modified by faults.

Also, the stacking faults were assumed to be decorated by silicon

oxide and boron precipitates which caused the electrical activation of

faults that were described as the current multiplication sites(25).

In order to fabricate the p+-region containing faults, a 4.6 um p+-

epitaxial layer was grown. However, there was no consideration about

the quality of the epitaxial layer(26).
Junction transistors were

fabricated to study the effects of faults(27). The leakage current of

the emitter-base junction was observed in connection with faults which

were not decorated by any detectable precipitate. Faults were also
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studied in CMOS and MOS structures. In the CMOS structure the faults

extended into the depletion region and caused the leakage current in

cooperation with precipitates(28). In the simple MOS capacitor,

faults were also found to cause leakage in cooperation with precipi-

tates(29). It can be summarized from the above surveys that there

exists a controversy over the effects of precipitates on the P-N junc-

tions and there is no direct comparison study on the junction proper-

ties in terms of the defect locations. Also there is no clear expla-

nation as to how defects affect the electrical properties of the junc-

tion.

In this work P-N junction diodes have been fabricated with defects

such as stacking faults and dislocation loops which are located in the

P-region, the depletion region, or the N-region. Boron ions were i~

planted into the N-substrate. In order to reduce the likely effects

due to the different junction depth, junction depths were fixed and

circular diodes were fabricated. In order to develop defects, silicon

ions were implanted, which induces the formation of dislocation loops

or stacking faults depending upon the subsequent heat treatments. Here,

the reason why silicon atoms were selected is to reduce the possible

side effect such as gas formation if argon atoms used. An epitaxial

layer of single crystal silicon having the same resistivity as the

substrate has been grown to embed the dislocation loops deeply, which

allows loops to be located at or below the P-N junction depending upon

the thickness of the epitaxial layer. Stacking faults were located in

the P-region or extended into the depletion region by changing the
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oxidation time of the damaged wafers due to implantation. CUrrent(I)-

voltage (V) characteristics of all the diodes containing defects has

been compared to the defect free control diode and correlated to the

defect locations which are identified by TEM.
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II. BACKGROUND

II. 1. Ion Implantation

Ion implantation has been a commonly accepted technique for intro-

ducing dopant atoms into the silicon crystal lattice. A beam of

dopant ions accelarated through a potential of typically 20-200 KeV is

allowed to impinge on the silicon wafer surface. The different tyPes

of available ion sources provide a wide variety of beams produced with

sufficient concentration. Usually 1E12-1E16 ions/cm2 is a representa-

tive dose range, which is the amount equivalent to that required for

doping purpose(30).

There are several important aspects of ion implantation to the se-

miconductor technology in contrast to the thermal diffusion process.

The dopant atom dose is easily and accurately controlled by the exter-

nal control system. Dopants are implanted at lower temperatures at

which the conventional thermal diffusion is completely negligible. The

dopant concentration is not limited by the ordinary solubility concept

and so it allows the investigation of the properties of species which

cannot be introduced into the silicon wafer by the thermal diffusion

process. Other features are the uniformity of dopant distribution i~

planted into the wafer and the shallow penetration by controlling the

accelerating voltage. These two properties match the recent trend of

semiconductor industries to reduce the size of devices. The typical

implantation depths are less than 1 urn, whereas the thermal diffusion

process produces about 1-10 urndepths(22,30-31).
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Implanted ions have a Gaussian distribution along the depth of the

substrate, which may be characterized by a mean distribution range(rp)

as shown in Fig. 1. r is the projected distance for the travellingp

distance(r) of ions. However , in a single crystal substrate, the

range distribution depends strongly upon the orientation of the crys-

tal with respect to the implantation direction since crystal structure

offers the channeling effect of implantation species. For example, the

exact [100] direction for ion implantation provides the channels bet-

ween atoms like an open honeycomb structure, while the crystal appears

to be much more closely packed and channels are much less evident if

the crystal is tilted. An ion entering the crystal tilted a few deg-

rees with respect to the [100] axis will accordingly lose a signifi-

cant fraction of its energy quickly in a series of nuclear collisions

and so the tilted crystal can be assumed to be amorphous(30-31). Asa

result, the theory developed for the amorphous substrate may be app-

lied to estimate the range distribution for the tilted crystal.

Range distribution which is called LSS theory was modelled by Lind-

hard, Scharff and Schiott. LSS theory assumes that there are two

kinds of mechanisms for stopping ions in the substrate. The nuclear

stopping is more dominant at lower implantation energy, whereas the

electronic stopping is important at higher energy. In the case of

boron ions, for example, the electronic stopping dominates for an

energy larger than 10 KeV for the silicon substrate. As the atomi c

number increases, the energy for electronic stopping also increases(30,

32) .
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The disadvantage of ion implantation is that it results in the for-

mation of a large number of interstitial atoms and vacant sites. If

the dose exceeds a critical level, an amorphous layer may develope.

Two possible theories have been proposed to explain this. The first

proposes that near the end of each ion track a small amorphous zone is

created. As the number of implanted ions increases the density of

these zones reaches a point where they overlap and a continuous amor-

phous layer is created. The second theory assumes that although the

individual ions creates a high density of point defects near the end

of their paths, the silicon wafer remains crystalline. When a criti-

cal density of defects is reached, the lattice transforms to an amor-

phous structure as a transformation to a metastable state(5). Depen-

ding upon the implantation temperature, the resulting crystallographic

structure can be separated into two categories. If implantation is

performed at low temperature such as liquid nitrogen temperature, the

damaged surface remains as an amorphous structure. However , if irn-

plantation is performed at an elevated temperature such as room tern-

perature, some in-situ annealing occurs due to heat generated during

implantation, and the amorphous structure re-transforms to the crys-

talline structure(33-35). Point defects generated by ion implantation

may also resul t in the formation of dislocation loops or stacking

faults depending upon the subsequent heat treatment which may cause

electrical problems for semiconductor structures.

II. 2. Annealing of ion implanted silicon wafers
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Ion implantation introduces various types of lattice disorder. In

order for doped silicon to be electrically activated, dopant atoms

should be in substitutional positions, which is usually accomplished

by thermal annealing. A typical defect which is induced by annealing

of the amorphous silicon layer is the dislocation loop. Dislocation

loops form at a particular depth from the wafe surface where the

damage is most severe. This is slightly shallower than the maximumof

concentration profile(22). When the dislocation loops are smaller

than a few hundred angstroms, they generally have Frank partial bur-

gers vector(b) which is 1/3[111]. It is reasonable to assume that

they are a result of condensation of vacancies or interstitial atoms.

This condensation occurs on {lll} planes as a disc which is surrounded

by the Frank partial dislocation(36). During further annealing the

existing loops may grow by condensing more point defects and eventual-

ly intersect other loops resulting in a stable dislocation network.

Perfect dislocations in silicon are dissociated and so they consist of

two partial dislocation lines with the dissociation distance of about

50 A( 37 ) .
Dislocation loops induced by ion implantation are difficult to

avoid and may cause the degradation of the electrical properties of a

P-N junction depending upon their position within the diode. Parti-

cularly, dislocation loops induced by ion implantation form a band

structure at a particular depth where the damage is maximized and so

the exact location of this band can be defined. The scope of thi s

work is that the dislocation band is located in a certain depth with
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respect to P-N junction boundary and the electrical effect is observed.

The location of dislocation bands is the P-region, the depletion re-

gion, or the N-region. To locate the dislocation band in the deple-

tion region or the N-region requires growing an epitaxial layer.

II. 3. Oxidation of ion implanted silicon wafers

An oxide layer on a silicon wafer is very important for silicon

technology since it takes on a role as a diffusion barrier, implanta-

tion barrier, and electrical insulator in the device structure. Sili-

con dioxide can be formed by chemical vapor deposition or by thermal

oxidation. The growth of silicon oxide by thermal oxidation is very

important since it provides oxides of greater physical and electrical

stability, compared to deposited oxides.

There are five different phases of silicon oxide(38). The proper-

ties of silicon oxide have been summarized(39). Thermal oxidation

kinectics have been examined in detail by Deal and Grove(40), even

though some modification was proposed(41). They assumed that, first,

oxidizing gases were transported to the silicon surface and then oxi-

dizing gases diffused through the growing oxide layer to reach the

fresh inner silicon surface. Finally an oxidation reaction took place

at the silicon surface. The derived equation can reduce to the well-

known parabolic oxidation law for relatively long periods(a) and to

the linear law for relatively short periods(b) as shown in Fig. 2.

Experiments have shown that the oxidation rate is higher in a steam

ambient than in dry oxygen(42), the oxidation rate for a (111) wafer
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is higher than a (100) wafer, and the oxidation rate is higher with a

slight halogen ambient than without. Also, as the halogen concentra-

tion increases, the oxidation rate increases and a oxide of higher di-

electric property may be obtained(4).

During oxidation, stacking fault generation at the wafer surface

takes place as a result of surface damage by ion implantation. stack-

ing faults in silicon crystal have habit planes of {111}. stacking

faults are surrounded by the Frank partial dislocation which has bur-

gers vector of 1/3[111](43). Oxidation-induced stacking faults in si-

licon are always found to be extrinsic in nature. It means that they

are composed of the extra planes of atoms condensed and bounded by

Frank partial dislocation(44).

When oxidation-induced stacking faults nucleate and grow, they are

relatively uniform in size. This makes it possible to control the

depth of stacking faults with respect to the P-N junction boundary, by

controlling temperature and time of oxidation. In this work stacking

faults are located in the P-region and extended into the depletion re-

gion by simply prolonging the oxidation time.

II. 4. Transmission Electron Microscopy (TEM)

TEM is one of the most powerful techniques to characterize the mic-

rostructure of silicon wafer. Whereas scanning electron microscope

has a capability of lOOK magnification, 50 A resolution and surface

observation, TEM has a capability of 1000K magnification, 2 A reso-

lution and bulk observation. This allows TEM to characterize the fine
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structure in silicon technology. Another strong point of TEM is that

electron diffraction can be used to analyze very fine precipitates

or very fine structure. AEM can give chemical analysis of very fine

precipitates.

The basic mechanical components of TEM are electron gun, condenser

lens and aperture, specimen holder, objective lens and aperture, in-

termediate lens and aperture, project lens and screen. Each lens is

capable of magnifying and focusing the image, but also has optical

aberrations such as astigmatism as well as chromatic and spherical

aberration. These can be reduced by using the stigmator and the high

acceleration voltage of electrons.

Silicon has a diamond structure with four covalent bonds as shown

in Fig. 3(45). Eight atoms per unit cell are residing at

000 + face-centering translation and

111

--- + face-centering translation,
444

(1 )

11 11 11
where the face-centeringtranslation is 000, 0--, -0-, and --0(46).

. 22 2 2 22

The incidentelectronbeam enteringinto the silicon crystal reacts

with silicon atoms, resulting in atomic scattering. Structure factor

calculation with eq. (1) shows that {lll}, {220}, {3ll}, {400}, {33l},

{422}, planes are allowed to make the diffraction spots. Here

structure factor is a measure of the scattering ability of the uni t

cell and calculated from the atomic scattering amplitude of the indi-



Figure

16

3. Diamond cubic structure of silicon unit cell(45)
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vidual atoms in the unit cell of eq. (1). If the structure factor for

a certain plane is zero, then that plane does not produce a diffrac-

tion spot. If the structure factor has a nonzero value, a diffraction

spot is produced.

The Ewald sphere has a radius( Ikl) in reciprocal space of 1/A(A is

the electron wavelength) and is 40jA, if the accelaration voltage is

200 KeV. The plane spacing of (111) in silicon is 3.13556 A which

gives the smallest spacing of 0.32j.A in reciprocal space. Therefore,

the radius of a Ewald sphere is very large compared to the reciprocal

lattice spacing. Thus the segment of Ewald sphere cutting two recip-

rocal lattice points(OA) in Fig. 4, a) can be approximated to be st-

raight line(36,47-48). Bragg's law is derived from this configuration

to be >-.-2dsin9, where d is the plane spacing and 9 is the Bragg angle.

Since >-. is so small, 9 will generally be less than 0.5 degree. Thus,

it is approximated that the only planes nearly parallel to the inci-

dent electron beam direction will generate diffraction spots. If the

incident electron beam direction of [uvw] is the zone axis of (hkl)

planes parallel to that axis, the dot product of two vectors should be

zero.

hu + kv + lw = 0 (2)

If the beam direction, for example, is [111], then only (220), (202),
- - --

(022),(422), (224), (242), planes are allowed in the electron

diffraction of silicon.
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The general diffraction condition can be expressed with wave vector

concept from Fig. 4 as

K - K = g + s0
(3)

and the exact Bragg's condition is expressed by eliminating s which is

the deviation from the Bragg's condition and is controlled by tilting

the specimen.

K-K =g0
(4 )

The electron beam is sometimes scattered inelastically from the

crystal. If the inelastically scattered electron beam meets the Bragg

condition with a particular planes, it is also diffracted. Since

electron energy loss due to inelastic scattering is small, the Bragg

angle of a electron beam suffering inelastic scattering is almost

equal to the elastically scattered beam. So planes which produce the

diffraction spots, also, produce the diffracted lines having a conical

shape the curvature of which is so large that the image of this cone

on the film can be considered as straight line as shown in Fig. 5.

The beam scattered inelastically towards the transmitted beam direc-

tion has higher intensity so that it causes the bright line far away

from and the dark line near the transmitted beam spot. These are

called Kikuchi lines and obtained in the thicker specimen, since there

is a higher probability that the inelastic scattering takes place in
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the thicker specimen. If Kikuchi lines of a given g-vector are super-

imposed on the diffraction spot of a same g-vector, the exact Bragg

condi tion is satisfied and s equals to zero, where s may be expressed

as Isl=lglhjl. Here h is the distance from the diffration spot to Ki-

kuchi line of a given g-vector on the film and 1 is the camera length.

stacking faults on the {111 } planes of silicon have the displace-

ment vector b-1/3[111], surrounded by a Frank partial dislocation as

mentioned previously. Selection of a particular g-vector allows groups

of stacking faults to be visible and other groups of them to be invi-

sible due to the different orientations of displacement vectors. Thus

the dot product of g and b vectors can characterize stacking faults.

The investigation of the fringe configuration inside the stacking

fault also gives the informations of its inclination with respect to

the wafer surface and of extrinsic or intrinsic status of the stacking

fault.

There are two (amplitude and phase) main contrast mechanisms in the

TEM image formation. First, there is a contrast due to the scattering

difference for different materials or different thickness. This is

called the amplitude contrast. If some electrons are intercepted by

the object aperture, their absence from the transmitted beam, also,

produces amplitude contrast. This is caused by the diffraction and

produces the contrast in the image. Therefore, the smaller an object

aperture size becomes, the more the diffracted electrons are intercep-

ted and higher contrast is obtained. This is the normal amplitude

contrast mechanism. Secondly, in the high resolution contrast mecha-
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nism, more than two beams emerging from specimen react to generate the

phase contrast on the film. A specimen may be characterized by the

change in amplitude and phase between the incident electron wave and

the emergent wave at any point. The instrument may be characterized

by the amount of defocus and the spherical aberration of the object

lens. Two beams passing the specimen through the objecti ve lens,

therefore, have a particular property and construct a particular image

on the screen depending upon the specimen and the objective lens con-

dition. Here a crystalline specimen acts as a diffraction grating for

the incident electron beam, giving rise to the diffracted beams whose

spatial distribution is the Fourier transformation of the specimen.

Then the objective lens system allows the diffracted beams and the

transmitted beam confined in the objective aperture to interact on the

screen, thereby performing the inverse Fourier transformation which is

the high resolution lattice imaging. If no objective aperture is used,

then too many beams interact together and the background noise is too

high to resolve lattice images(49-52).

There are three techniques to confine the transmitted beam and the

diffracted beams using the objective aperture to obtain lattice imag-

ing. The first is to confine the transmitted and one diffracted beam

evenly inside the aperture without tilting the beam. The second is to

confine the transmitted beam and one diffracted beam evenly with til-

ting the beams. The third is to obtain the zero Laue zone axis which

is coincident with a Kikuchi pole in the thicker specimen(53-54).

A brief mathematical expression gives a clearer idea of the phase
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contrast mechanism. The phase shift (y) due to the instrument is exp-

ressed as

Tf Cs Y 4 Y 2
y = - [- (-) - ~(-) ]

A 2 f f
(5 )

where Cs is the spherical aberration of objective lens, Y is the dis-

tance perpendicular to the beam direction on the aperture plane, f is

the focal length of objective lens, and ~ is the amount of defocus.

The form of intensity variation(H) on the screen due to the inverse

Fourier transformation is expressed in terms of Y.

H = 1 - 2acos y- 2iSsin y (6)

where a and is are the amplitude and phase changes due to the specimen,

repectively. The microscope response is characterized by the ampli-

tude contrast transfer function(cos y) or by the phase contrast trans-

fer function ( sin y ) . Since high resolution specimens are very thin

and uniform, the ampli tude change (a) is very small and consideration

is focused only on the phase contrast transfer function. The phase

contrast transfer function obtained at 200 KeV with the H-800 Hitachi

microscope shows that there exists a broad high value of phase cont-

rast transfer function corresponding to the faithful transmission of

information at the range of spatial frequency or reciprocal space as

shown in Fig. 6. If Isin y I exceeds about 0.2, lattice imaging of
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Figure 6. Phase contrast transfer function of H-800 Hitachi AEM

at 200 KeV with 1000 A overfocus
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3.14 A (111) silicon planes can be obtained. However, 2 A is near the

limit of resolution with 200 KeV in silicon as pointed by OUrmazd, et

al(55).

There is another topic to be discussed which is Moi re fringes. The

mechanism for formation of Moire fringes is essentially identical to

that for lattice imaging in terms of phase contrast. A difference is

that the fringe spacing is normally much greater than the lattice

imaging case. For example, if precipitation occurs in silicon there

are extra diffraction spots from precipitates around the silicon mat-

rix diffraction spots. The extra spots interact with silicon spots to

form phase contrast which results in Moire fringes on the viewing

screen. There are two tyPes of Moire fringes, translational and rota-

tional, depending upon the locations of precipitate diffraction spots

with respect to the silicon matrix spots in the back focal plane of

the objective lens. By tilting the specimen, particular g-vectors can

be exited and different spacings of Moire fringes can be obtained.

Therefore, based on this concept combined with tilting the specimen,

the crystal structure of precipitates can be characterized.

II. 5. CUrrent(I)-Voltage(V) characteristics of diodes

Since the diffusion current theory of a P-N junction was introduced

by Shockley(56), it has been well developed and summarized(42,57-59).

This theory is based on the diffusion of charge carriers due to the

concentration gradient and the drift of charge carriers due to the
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subsequently developed electric field at the P-N junction. Joining P

and N type silicon materials induces a current by the diffusion of

charge carriers, because a large density gradient of charge carriers

leave behind the donor

Electrons diffusing from the N to P-region

ions(Nd+) in the N-region which are immobile,

exists at the junction.

resulting in a positive space charge region, and vice versa for holes

in the P-region. The developed space charge region is also called the

depletion region. The electric field (E) formed by the space charge

subsequently creates a drift current from the N to P-region, opposing

the diffusion current. Since no net current[I (x)] flows across thep

unbiased junction, the drift and diffusion currents of holes must

exactly cancel.

dp(x)
I (x) = qA[up(X)E(x) - D ] = 0

P dx
(7 )

-----
drift diffusion

where q is the electrical charge, A is the cross-sectional area of a

junction, u is the hole mobility, p(x) is the hole concentration along

the x-direction perpendicular to the junction boundary, and D is the

hole diffusivity. Rearranging with the Einstein relation, qD=ukT, and

integrating eq. (7) gives the following result.

qV~ = EXP[~]
P kTn

(8)
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where Pp is the hole concentration in the neutral p-region, Pn is the

hole concentration in the neutral N-region, V is the contact poten-0

tial which is the potential difference between the N-region potential

(Vn) and the P-region potential (Vp) , k is the Boltzmann's constant and

T is the absolute temperature.

It is assumed that the space charge within the depletion region

comes from only the uncompensated donors and acceptors, because there

are very few mobile charge carriers left within the depletion region

due to the high electric field developed. The positively uncompensated

charge density in the N-side of the depletion region is, then, just q

times the concentration of donors and the negative charge density in

the P-region is -q times the concentration of acceptors, if all the

dopants are assumed to be ionized. The neutrality condition for the

total uncompensated charges in the either side gives the condition.

qAxpoNa = qAxnoNd
(9)

where x is the penetration of the depletion region into the P-regionpo

and x is the penetration into the N-region from the metallurgicalno

junction. The total width of the depletion region (W) is the linear

sum of these two penetrations.

Poisson's equation describes the electrical field developed by

donors and acceprors in the depletion region.
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dE(x)--
dx

q
=-N

E d for O<x<xno

dE(x)-
dx

q
= - - N for -x (x<O

E a po
(10)

where E is the permitivity of silicon. This equation tells that there

is a absolute maximum value of the electric field(E ) at x=O;max
and

E(x) is negative everywhere within the depletion region. E .max 1s eva-

luated by integration of eq.(10).

q q
E II: - - Nd

x = - - N x
max E no E apo

(11)

Conceptually the electric field is the gradient of potential.

dV
E II: - -

dx
(12)

Therefore, the contact potential can be derived as follows.

1
V = - E W (13)

0 2 max
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Combining eq. (9), (11) and (13), x and W values are obtained asno

follows, if Na is much greater than Nd.

2€v0 1/2= [ ]

W = xno qNd

(14)

When an external bias is applied to the P-N junction, a voltage

drop will occur across the junction. In most P-N junctions, the leng-

ths of P and N neutral regions are so small and the doping is usually

so heavy that it is asssumed that the resistance, and therefore the

voltage drop, is low in each neutral region and thus an applied vol-

tage drops entirely across the depletion region. The electrostatic

potential barrier at the junction changes due to the external bias(V),

since an external bias raises or lowers the electrostatic potential in

the P neutral region relative to the N side, and the width of the dep-

letion region decreases or increases. Integration of eq. (12) between

Vn and Vp+Vgives the mathematical result of the depletion
the external bias.

region for

1
v - (V +V) = V - V =

n p 0 2 EmaxW
and (15)

W=
2€(V -Vf ) 1/20 ][

qNd

(16)



30

This equation tells that the forward bias allows the depletion region

to shrink and the reverse bias allows the depletion region to expand.

The carrier concentration of the depletion region boundaries at the

P-region and the N-region for the biased conditions can be expressed

in a similar manner to zero bias condition of eq. (8).

p(-xpo)

p(xno)

= EXP[ q(Vo-V)
kT ]

(17 )

Assuming p(-x )=P, dividing eq. (8) by (17) gives the excess holepo p

concentrations in the N-region for biased conditions.

p(xno)

Pn

qV
= EXP[-]

kT

----------- (18)

This exponential increase of hole density from an equilibrium value at

x with forwardbiasno is called the minority carrier injection. The

excess hole densitY(APn) at x from value is the difference betweenno

p(xn ) and p .0 n

qV
~p = p(x ) - p = P [EXP(-) - 1]

n no n n kT
(19)

For steady state, the diffusion equation for holes becomes
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2
d 8P SP

dx2 = 7 (20)

where SP is the distribution of excess holes in the neutral N-region

and L is the hole diffusion length. Combining eq. (19), (20) and (21)

gives the distribution of injected holes.

x qV x
SP = Ap EXP(- -) = P [EXP(-) - 1]EXP(- -)

n L n kT L
(21)

And the final diffusion current of the injected holes at xno due to

the external bias is;

I
p

(X ) - gAD dSp(x
)

no - - no
dx no

qADpn qV
= [EXP(- - 1]

L kT
(22)

This equation is called the diode equation and means that holes are

injected by bias and recombine with electrons in the N neutral region

causing a diffusion current(Id). Therefore, if V is positive and

large, then eq. (22) further reduces its form.

qADpn qV
Id = EXP(-)

L kT
(23)

If V is negative, eq. (22) becomes to be independent of the applied
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voltage, and the reverse current approaches the saturation current(I ).s

qADpn
I = - -

S L
(24)

Since the actual data do not always follow this theory precisely,

Shockley has introduced the concept of generation and recombination of

electron-hole pairs(EHP) within the depletion region(60). There are

three regions where EHP generation and recombination occur. These are

the P neutral region, the depletion region or the N neutral region.

If EHP generation or recombination occur in the neutral regions, it is

a diffusion current as mentioned previously and if EHPgeneration or

recombination occurs in the depletion region, it is defined as the

generation or recombination current.

For reverse bias the concentration of charge carriers within the

depletion region is reduced well below their equilibrium concentration

because of a high electric field across the depletion region. Due to

the reduction in charge concentration the generation process is more

important than the recombination process. So every EHPgenerated will

be swept to the two neutral regions and thus produce a generation cur-

rent. For forward bias the case is reversed and the recombination

process which produces recombination current is more important.

The generation rate (U) was derived based on the SRH(Shockley-Read-

Hall) model (61) .
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n.

u=_-2-
2t

(25)

where n. is the intrinsic concentration of charge1
carriers and t is

the effective lifetime of charge carriers within the depletion region.

The generation current(I ) can be expressed in terms of n. and W.
g 1

Ig = qAlUIW = qAniW2t
(26)

It is shown that the generation current is proportional to n. and W.1

Ig increases with ni' which is an exponential function of temperature,

and with the depletion region,W, which is proportional to the square

root of the applied voltage. The ratio of the generation current to

the saturation current for the reverse bias gives a clear comparison

of two values.

I Ln.W NdW~= 1 =-
I 2Dtp 2Ln.s n 1

(27)

At room temperature with a 2 Q-cm N-type silicon wafer, Nd=1000ni and

so Ig=1000Is' assuming W=L since they are in the range of micron based

on calculation. However, as temperature increases, n. increases ex-1

ponentially and so eventually Is exceeds Ig.

In forward bias the diffusion current which is caused by the reco~
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bination of injected holes from the p neutral region to the N neutral

region is dominant at high forward bias. However, if recombination

occurs within the depletion region it produces a recombination current.

At lower forward bias the injection level is relatively low and the

depletion region is not shrunk nnlch. Therefore, the recombination

current will dominate the diffusion current. The recombination cur-

rent(I ) within the depletion region is approximated using the recom-r

bination rate which equals the generation rate of a reverse bias case

nnlltiplied by the exponential factor.

Ir = - qAniW
2t

EXP(
qlVI

2kT
(28)

The ratio of Ir to Id for forward bias shows that for
silicon at room

temperature the recombination current generally dominates at lower

forward bias while the diffusion current dominates at higher bias.

From eq. (23) and (28) the diode equation can be generalized for for-

ward bias as follows.

qV
I - I EXP(-)

0 nkT
(29)

Here, 10 is a constant and n is the ideality factor. n equals one for

the diffusion current and two for the recombination current.

Finally, there exist three types of measurablecurrentsfrom the
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siliconP-N junction, which are the diffusion current, the generation

current and the recombination current as shown in Fig. 7. For reverse

bias the saturation current and the generation current compete each

other but for forward bias the diffusion current and the recombination

current compete each other, depending upon the bias, temperature and

the doping level.
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III. EXPERIMENTAL PROCEDURES

III. 1. Fabrication of P-N junctions containing dislocation loops

A schematic diagram for the fabrication of a P-N junction contain-

ing dislocation loops is shown in Fig. 8. The starting materials were

N-type (Ill) silicon wafers having 2-6 Q-Cffi resistivity selected from

a conunercial supplier such as Wacker or Monsanto. Wafers of 3 inch

diameter and of 250 urn thickness were cleaned using a commercial FSI

cleaner, in which H202' H2SO4' HCl, NH40H, HF acids and DI water

flowed in a programmed sequence. The wafers for fabricating P-N junc-

tion diodes were, first, oxidized at 1000 C for 4 hours in steam to

grow a 1 urn thick oxide layer which would be a barrier for the subse-

guent silicon ion implantation. Photoresist was deposited on the si-

licon oxide, exposed, and developed using the mask which left circular

openings of 200 urn diameter. Oxide within these openings was etched

away (4 parts DI water and 1 part HF) at an etch rate of 1200 A,lmin at

25 C, and then the photoresist was removed. Wafers were again oxi-

dized at 1000 C for 40 minutes in steam to grow a 3000 A oxide layer

within the openings, which was subsequently etched away leaving behind

1500 A deep basins from the substrate surface. In order to confine

defects within the diode, the mask with circular openings of 210 urn

diameter was used to fabricate P-N junctions later. When photoresist

was developed using this mask, the reference positions were needed to

align two different size openings. However , since thermal oxide was

etched away, it had not been possible to identify the locations of the
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previous 200 urn openings without basins. So these basins provided the

reference for a subsequent mask. The implantation was performed using

180 KeV silicon ions with 100 uA beam current and 5E15 doses at liquid

freon temperature. Wafers were annealed at 900 C for 1.5 hours with a

nitrogen atmosphere to induce dislocation loops. Then all the oxide

layers left were entirely etched away. The N-type epitaxial silicon

single crystal layers of 0.8 urn and 3 urn thickness having 2-6 D-cm re-

sistivity were grown on the wafer substrate for 3 or 10 minutes at

1080 C to bury dislocation loops in the depletion region or the N-re-

gion, respectively. Also, 20 minutes at 1080 C was used for prebaking

and cleaning before growing epitaxial layer. These thicknesses were

chosen using eqs. (8) and (14). From eq. (8) the contact potential

was calculated and the depletion width was calculated to be about 1 urn

from eq. (14). So 0.8 urn epitaxial layer buries dislocation loops in

the depletion region and 3 urn epitaxial layer buries dislocation loops

in the N-region. All wafers were again oxidized at 800 C for 30 mi-

nutes in steam to grow a 300 A thick oxide layer which provides better

electrical insulation of a surface than the subsequent pyrolytic oxide.

Pyrolitic oxide of 9000 A thickness, which is needed as a barrier for

the subsequent boron implantation and electrical insulation, was then

deposi ted, followed by a taper implantation of argon ions with 25 KeV

energy and 2.5E13 dose. One more photo step with openings of 10 urn

larger in diameter than the first was introduced. Here the alignment

was performed using the previous basins. The oxide layer within these

openings was etched away, which automatically shaped the oxide edge to



41

be wedged due to the taper implantation. photoresist was then strip-

ped, followed by boron ion implantation with 10-12 uA beam current, 70

KeV energy, and 3E13 dose to form the P-region of the diode. After

the wafers were annealed at 800 C for 30 minutes in nitrogen to acti-

vate the boron atoms, palladium of 100 A thickness was deposited and

annealed to develop palladium silicide(Pd2Si) which provides ohmic

contact to the P-region. The control diodes, which contained no dis-

location loops, were fabricated for reference with the same procedures

as above except the absence of the silicon implantation step.

III. 2. Fabrication of P-N junctions containing stacking faults

The schematic diagram for fabrication of P-N junction diodes con-

taining stacking faults is shown in Fig. 9. The procedure was identi-

cal to the dislocation case up to step (h) except that the silicon im-

plantation conditions were 6E14 or 1E15 dose and 50 KeV energy. At

this point the wafers were oxidized at 1100 C in steam for 15 minutes

or 2 hours to induce stacking faults that grow into the P-region or

extend into the depletion region, respectively. Oxide was then etched

away followed by a second oxidation at 800 C for 30 minutes in steam

to grow a 300 A thick oxide layer. The last part of procedure from

step (1) is identical to the dislocation case procedure from step (m)

as shown in Fig. 9.

III. 3. Electrical measurement of diodes

I-V characteristics were measured with HP 4145 Semiconductor Para-
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meter Analyzer. The forward bias up to 1 volt and the reverse bias

down to -100 volts were applied and current was measured from 0.1 pA

to 10 IDA. The slopes of curves at 0.3 volt were measured to obtain

the ideality factor. Measurement was performed in the dark room to

prevent the effect of light. In order to observe the temperature ef-

feet on the junction behaviour, diodes were heated up from room tempe-

rature to 150 C.

III. 4. Electron microscopic observation

A Hitachi H-800 AEMequipped with LaB6 filament as shown in Fig. 10

was used to observe the configurational structures of diodes and the

defects by TEMmode, and to analyze the crystal structures and the

chemical compositions of precipitates by STEMmode in assistance with

a Tracor/Northern TN 5500 EDS system. The acceleration voltage of 200

KeV and filament current of 15 uA were the observation conditions. In

order to obtain lattice imaging a beam size of 3 urn diameter and the

condenser aperture size of 150 urn diameter were selected and the ob-

jective aperture was used to confine three beams.

III. 5. TEMspecimen preparation

III. 5. 1. Top-view specimen preparation

This technique is described in Dr. Drosd's Ph. D. thesis(5) and the

schematic diagram is shown in Fig. 11. The wafers were cut into 3 mm

discs. For chemical thinning, the 3 romdiscs were placed with the
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surface of interest down on a thin piece of teflon sheet and covered

with molten wax. Immediately after solidification, the center area

was scratched free of wax leaving behind the wafer backside exposed.

The teflon sheet was then immersed in a transparent plastic beaker

containing an acid of 5 parts HN03' 3 parts HF and 3 parts CH3COOHso-

lution, and a light was placed below the beaker. As the silicon

reached a thickness of about 1 urn at the center, it transmitted enough

red light to be visible thus warning that perforation is imminent. As

soon as a small hole, which had about 100 urn diameter, appeared the

teflon was rapidly placed in water and rinsed. The specimen was then

taken out from the teflon using boiling trichloroethane solvent which

dissolves the wax.

III. 5. 2. Cross-section specimen preparation.

Even though a minor modification has been done for this work as

shown in Fig. 12, the basic technique is being commonly accepted by

electron microscopists in the electronic industry(62-67). Two wafers

were stacked face to face using the commercial epoxy mixture of 16

parts EPOX812 resin, 15 parts NMA and 1 part DMP30manufactured by

Ernest F. Fullam and then baked for 8 hours. stacks were cut cross-

sectionally into 600 urn thick square disc using a Isomet low speed saw

with 150 urn thick high concentration diamond blade manufactured by

Buehler. Square discs were again cut to 3 mm round discs. They were

bonded on the Gatan grinder using Crystalbond supplied by Aremco Pro-

duct and ground to about 20 urn thickness with 600 mesh Buehler grin-
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ding paper. Crystalbond was dissolved using acetone. At this moment

the discs were so fragile that it was almost impossible to pick them

up using tweezers and filter paper was, then, inserted below the Gatan

grinder before dissolving Crystalbond in acetone. The discs, then,

dropped slowly on the paper when the Crystalbond dissolved. The paper

was then removed from the acetone and dried in air. A tiny amount of

epoxy was smeared on the 3 mmCU grid which has a 1 mmhole at the

center. The CU grid was picked up using tweezers and laid softly on

the disc. The disc with grid was dried for 3 hours and milled using a

ion milling machine supplied by VCR Group as shown in Fig. 13.
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IV. RESULTS AND DISCUSSIONS

IV. 1. Defect generation

The main objective of this work is to study the electrical effect

of crystallographic defects such as stacking faults and dislocation

loops on the P-N junction. So defect generation should be controlled

by temperature, atmosphere, time and ion implantation energy and dose.

Figs. 14-16 show the as-implanted cross section TEMmicrographs of

(111) wafers. Fig. 14 and 15 are for 1E15/cm2 and 5E15/cm2 dose cases

implanted by an implanter equipped with a rotating wafer stage (type A)

like a carrousel so that several wafers are implanted in one batch.

Fig. 16 is for a 5E15/cm2 dose case implanted by an implanter equiped

with a fixed wafer stage (type B) so that one wafer is implanted in

one batch. It is shown that microstructures are varied depending upon

the doses and implanters. Initially a type A implanter was used to

generate defects. There was no problem in generating stacking faults.

However, for the case where dislocation loops were to be buried below

an epi taxial layer, high density stacking faults were produced in the

epitaxial layer during its growth. They would give some ambiguity to

electrical data for the case of dislocation loop effect on the P-N

junction. When a Type A implanter was switched to Type B, this problem

was eliminated. Since it is out of scope of the work to study this

phenomenon, this study did not go further. However , stacking fault

generation in the epitaxial layer seems to be due to the as-implanted

crystal structure difference.
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~
b)

Figure 14. Cross-section TEMmicrographs of as-implanted silicon wafer

with lEIS dose using Type A implanter

a) SADpattern, showing spot and ring patterns overlapped,

which indicates the formation of armophous layer.

b) BF image
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Figure 15. Cross-section TEMmicrographs of as-implanted silicon wafer

with 5E15 dose using Type A implanter

a) SAD pattern, showing only ring pattern that indicates

the formation of complete armophous layer.

b) SF image
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Figure16. Cross-section TEMmicrograph of as-implanted silicon wafer

with 5E15 dose using Type B implanter, showing completely

crystallized layer.
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Fig. 17 shows the stacking fault density variation depending upon

the implantation doses. The stacking fault density drops abruptly

from 1E7/cm2 to 1E6/cm2 for 1E15/cm2 to 6E14/cm2 doses, respectively.

To observe the electrical dependence on the fault density variation,

6E14/cm2 and 1E15/cm2 doses were selected arbitrarily because 1E6/cm2

is in a range of minimum density in terms of TEM observation.

Oxidation time was controlled to vary the depth of the faults so

that they could be located in just the P-region or extended into the

depletion region. Fig. 18 shows that the faults grew 0.45 urn or 1.0

urn deep for a 15 minute or 2 hour oxidation with steam at 1100 C, res-

pecti vely.

Silicon ions (180 KeV energy) were used to induce dislocation

loops. Similarly to fault generation, dislocation loop density drops

abruptly from 1E10/cm2 to an undectectable level as the dose is dec-

reased from 1E15/cm2 to 1E14/cm2 as shown in Fig. 19. A 5E15/cm2 dose

was selected to induce dislocation loops.

Based on defects generated by methods mentioned above, P-N junc-

tions were fabricated by boron implantation into N-type wafers. Defect

generation due to boron implantation was not desirable, since defects

at controlled depths had already been generated by silicon implanta-

tion. Hence, boron dose of 3E13/cm2 and energy of 70 KeV were chosen

since they were low enough not to produce defects as shown in Fig. 20.

Also, defect locations were controlled with respect to a fixed P-N

junction depth. Fig. 21 shows the junction depth variation depending

upon the implantation energy after subsequent annealing at 800 C for
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30 minutes. This annealing condition is a minimum requirement for

activating implanted boron atoms without changing junction depth(68).

IV. 2. Characterization of precipitates decorating stacking faults

During generating stacking faults to locate them in the P-N junc-

tion, "dog-bone" shaped stacking faults, as observed in the optical

microscope, sometimes were found to be generated by thermal oxidation

of implantation-damaged surfaces of silicon single crystals,as shown

in Fig. 22. They were investigated by AEMto study the structural

difference between normal and dog-bone stacking faults and to diffe-

rentiate their effects on the P-N junction. However, the frequency

at which they appeared was so low that they were not found in the

diodes. Hence it was not possible to differentiate their effect but

the crystallographic structure was characterized here.

Such dog-bone stacking faults have been previously reported[69-70],

but with little mention of their crystallographic structure. Even low

magnification (10K) TEMobservations of these Dog-bone stacking faults

indicate that the stacking faults are decorated by precipitates along

their edges,as shown in Fig. 23.

Higher magnification (200K) of one precipitate in Fig. 23,(a) with

g=[220] showed that it was composed of two distinct types of precipi-

tates, colonies of small discs and a single larger "plate" as shown in

Fig. 24 and 25. The precipitate colonies spread about 2,000 A across

and located on the edges of the oxidation induced extrinsic stacking

faults. By tilting the (111) fault plane edge-on to the [211] orien-
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a)

b)

20 urn
:_~-

Figure 22. Optical micrograph of "Dog-bone" stacking faults

a) normal SF b) Dog-bone SF
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a)

b)

Figure 23. Lowmagnification TEMmicrograph of Dog-bone stacking

fault from [111] orientation

a) thinner area b) thicker area
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Figure24. High magnification TEMmicrograph of precipitate colonies

on the stacking fault

a) observed from [111] orientation

b) observed from [112] orientation
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Figure 25. Variation of colony density from [111] orientation

a) 9 = [022]

b) 9 = [220], hexagonal shape of large disc observed

c) 9 = [220], from different wafer
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tation the colony was also found to be edge-on with a thickness of

about 100 A as shown in Fig.24, (b). Hence the colony is distributed

over the fault plane adjacent to the bounding Frank dislocation. The

individual precipitates within the colony were roughly disc shaped

with their faces also on the fault plane. The discs were about 100 to

300 A across with a thickness of about 100 A. A typical colony con-

tains tens of precipitates, but there was much variation from wafer to

wafer as shown in Fig. 25. Here the two types of precipitates over-

lapped each other. The large plate generally had a hexagonal shape

and did not exhibit Moire fringes. Also, it can be clearly shown from

Fig. 24,(b) that Moire fringes were produced not by reaction between

large disc and colonies but by reaction between silicon matrix and

colonies.

First, let us discuss colony type precipitates. Due to the small

volume fraction of the precipitates no extra spots in the selected

area diffraction patterns were observed. To our surprise, micro-diff-

raction patterns yielded no clearly visible extra spots either. The

presence of Moire fringes in the image indicates that a separate pre-

cipitate diffraction pattern does exist but lies very near to the mat-

rix silicon spots. Hence, the analysis of the precipitate crystal st-

ructure was carried out by tilting the specimen to several low index

orientations following the Kikuchi map as shown in Fig. 26 and by sub-

sequent analysis of the presence or absence of Moire fringes, when a

variety of g-vectors were excited. At the Si [111] pole it was obser-

ved that all the surrounding [220] type g-vectors gave purely transla-
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tional (perpendicular to the g-vector) Moire fringes with a spacing of

40 A, as shown in Fig. 27. This result might imply a precipitate st-

ructure that is either perfectly aligned cubic, or hexagonal with the

c-axis parallel to the Si [111] direction. To resolve this situation

[100] silicon specimens were investigated, the result of which is

shown in Fig. 28. At this pole the translational Moire fringes were

formed for any of the surrounding [220] and [040] g-vectors, with a

spacing of 40 A and 25 A, respectively. Thus, at both the [100] and

[111] silicon poles the silicon and precipitate diffraction patterns

are nearly identical. This situation can only occur if the precipi-

tate has a cubic structure. Upon tilting the specimen to the [110]

orientation it was found that [111] g-vectors also produced Moire

fringes with a spacing of approximately 30 A, although they were very

faint, as shown in Fig. 29. This value is about half that expected,

based on the fringe spacing obtained from the [220] g-vectors, but

this can be explained due to double diffraction. No Moire fringes

were observed for any other g-vectors at least up to [331], as shown

in Table 2. It should be mentioned that the accuracy with which these

fringe spacings can be measured is not very good (+/- 20 %) since each

precipitate contains only 4 or 5 fringes at best. Based on the spacing

of the strongest Moire fringes due to [220] g-vectors, the precipitate

lattice parameter is about (5+1) % different from that of silicon.

When the objective aperture was placed in several likely locations

in the silicon diffraction patterns where "extra" precipitate spots

might appear alone, such as [200] or [110], no strong dark field image
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Figure 27. Translational Moire fringes for colonies observed from

[111] orientation

a) SAD pattern b) g=[220] c) g=[202] d) g=[022]
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Figure 28. Colonies observed from [001] orientation
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a) g=[220] b) g=[040]
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Figure 29. Colonies observed from [110] orientation

a) 9=[220] b) 9=[111]
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Table 2. Calculated and observed intensity ratio of precipitate

diffraction beams

-.I
N

OBSERVED
PLANE Fhkl 111220(%) MOIRE FRINGES

(111) 4tNI = 4.1 38 medium

(200) 4(fNI - 2ts/) = 2.0 9 -

(220) 4CfN/+ 2ts/) = 6.6 100 strong

(311) 4tNI = 2.5 14 -
(222) 4(tN/ - 2tsl)= 0.5 1 -
(400) 4CfNI+ 2t s/) = 4.2 40 medium

(331) 4tNI = 1.9 8 -
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of the precipitates was formed. Thus no other spots in addition to

those normally allowed for in diamond cubic exist for the precipitate.

To determine the sense of the lattice mismatch, lattice images of

the (111) planes at the [211] orientation were taken, using the 3-beam

technique[54]. A slight increase of the precipitate planar spacing

compared to the silicon was measured. In addition a single edge dis-

location was found at the Sijprecipitate interface with the extra half

plane lying in the matrix, as shown in Fig. 30, confirming that the

precipitate has a larger lattice parameter.

X-ray analysis of precipitates in Fig. 24 indicates that both CU

and Ni are present in significant quantities in the precipitates, as

shown in Fig. 31. Here the Mo peak comes from the Mo grid which is

supporting the Si substrate. The above observations indicate that the

precipitates are cubic with a = 1.05*a s, = 5.70 A.
0 1 Due to the pre-

sence of Moire fringes it is known that the precipitate structure fac-

tor definitely allows diffraction on the {Ill}, {220}, and {040}

planes, with {220} being the strongest. All other g-vectors appear to

be forbidden or too weak to be observed. A likely candidate for the

precipitate structure might be that of a (CU,Ni) silicide. Some forms

of both CU[20,71-72] and Ni[73] silicide precipitates have been repor-

ted in silicon but their morphology and structure are quite different

from what we have observed. Precipitates reported by Lin et al[74]

appear very similar, but the structural characterization was not per-

formed.
The high temperature NiSi2 silicide has not been previously

reported as a precipitate in bulk silicon but rather as a thin film
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Figure 30. Lattice imaging for precipitates from area A of Fig. 24, b)
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(14,75-77). In addition NiSi2 has the CaF2 structure(78-79) whose st-

ructure factor closely matches our estimate of the allowed diffraction

planes, as shown in Table 2.
However, the lattice parameter of NiSi2

is 5.406 A. Possibly the presence of CU can account for this discre-

pency since the lattice parameter of pure CU is slightly larger than

that for Ni. Since CU and Ni are very soluble in one another it seems

reasonable to assume that the CaF2 structure of NiSi2 is preserved but

slightly expanded by the substitution of some CU atoms for Ni.

Secondly, let us consider the large plate type precipitate of 50 A

thickness which is confirmed by tilting to the [211J orientation where

it is edge-on. There exist two possible reasons for the absence of

Moire fringes. The first is that the difference of plane spacings be-

tween a silicon matrix and this precipitate for g=[220J is very small,

i.e., 0.1 %, so that the anticipated Moire fringe spacing is about

2000 A. Since this is larger than the plate itself, no fringes will

be observed. Also, the extreme thinness of the plate is believed to

reduce the intensity of Moire fringes. A possible example of a close-

ly matched silicide is pure NiSi2.
The second case is that the diffe-

rence of plane spaces between silicon and the precipitate for g=[220J

is greater than 30 %, thus, resulting in Moire fringe spacing of less

than 3 A, which cannot be easily resolved. A possible candidate for

this is the Ni3Si precipitate which has a AUCU3 structure and lattice

parameter of 3.50 A. Precipitate planes parallel to (111) silicon

planes also match closely in spacing as shown in Fig. 30. Therefore,
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if it has a cubic structure the lattice parameter will be very close

to silicon. If it has a hexagonal structure, then only (0001) planes

would match to (111) silicon planes and the other plane spaces of pre-

cipitate would generally have large differences from those of silicon.

However, returning back to Fig. 24,b), it is clear that Moire

fringes were produced inside the plate with [220] g-vector and that

Moire fringes are the result of reaction between diffracted electrons

from colonies and those from plate(not from silicon matrix), since the

specimen thickness at this area is less than thousand angstrom which

is about the same as a plate diameter and so it can be said that there

is no silicon matrix materials left within the plate area during spe-

cimen preparation. Also the Moire fringe spacing inside the plate is

almost the same as outside. Hence it is concluded that plate also has

a cubic structure.

In the STEMmode the beam size is a few tens of angstrom. To obtain

EDSdata from plate precipitates this small beam was placed on the

very midplane position of the plate precipitate as shown in Fig. 25

where no colony precipitates exist. EDX data for this precipitate in

Fig. 32 also shows CU and Ni. However, the Ni concentration increases

appreciably, compared to that of colony precipitate in Fig. 31. Hence

it is concluded that both have the same (CaF2) structure but differ in

chemical composition.

The source of the Ni and CU contamination are of practical impor-

tance to the electronics industry. Wafers from different vendors like

Monsanto and Wacker were processed through different locations like
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Wacker and Tektronix, and no difference on the precipitate structure

was obtained. Even changing oxidation conditions and furnaces did not

make any significant difference. This leads us to believe that the

basic poly-silicon starting material may be the source. "Pure" sili-

con wafers normally contain metallic impurities to the level of about

1 part per billion. In addition, CU and Ni have extremely high diffu-

sion coefficients(D - 1E-5 ~sec) at 1,100 C [69]. They can be

expected to diffuse millimeters in an hour. Hence, these metals can

travel through the entire thickness of the wafer to precipitate on the

wafer surface during oxidation. Given this condition 1 ppb CU and Ni

is more than sufficient to produce

(1E6/cm2) .
the precipitate density observed

IV. 3. Electrical performance of P-N junctions containing stacking

faults

Fig. 33 and Fig. 34 show the TEMcross-sections of diodes contain-

ing faults in the P-region and the depletion region, respectively. A

step in the silicon surface is seen at about 5 urn distance from the

Si02 at the diode edge. This is where faults start to occur and is

due to that the diode delineation oxidation as is discussed in section

III. 1. Hence faults were always prevented from being at the edge of

the diode where they would cut through the P-N junction no matter how

shallow they might be. A 200 A thick Pd2Si silicide layer is seen at

the top surface of the diode.

Forward and reverse bias conditions of ideal and fault containing
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Figure 33. Cross-section TEMmicrograph of diode containing stacking

faults in the P-region 00
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diodes were investigated. The semi-logarithm plot of current(I)-vol-

tage (V) for forward bias is shown in Fig. 35, and in more detail in

36 and 37. It is seen from Fig. 36 that the control diode, which has

no fault, shows the expected exponential dependence of current on vol-

tage over seven orders of magnitude of current for forward bias. The

slope of this linear relationship when plotted on a semi-log graph is

the theoretically expected room temperature value of 1 decade of cur-

rent per 60mV increased forward bias. Therefore, from eq. (29), the

diode ideality factor,n equal to 1.01, indicates a high quality diode.

At higher current levels, the experimental data deviate from the li-

near relationship due to the ohmic resistance of the Nand P-regions.

However, the diodes containing stacking faults showed two significant

changes for forward bias; higher series resistance for all diodes con-

taining faults, as shown in Fig. 36, and n changes from 1.01 to 1.7

for diodes containing faults extended into the depletion region as

shown in Fig. 37.

Let us first consider the diodes containing stacking faults within

the p-region. The I-V characteristics follow exactly the ideal diode

behaviour at low forward bias of less than 0.5 V as shown in Fig. 36,

which indicates that the diffusion current of diodes containing stack-

ing faults does not change due to stacking faults. Here I is a func-0

tion of mobility(u) and lifetime(t) as shown in eq. (23). These are

parameters for holes in the N-region, and faults are within the P-re-

gion. Therefore, it is anticipated that stacking faults in the P-re-

gion do not change these parameters and I , which agrees well with the0
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experimental data. There are SRH trap sites in the N-region which

produce diffusion current by recombining holes. However, the number

of sites or their energy level in the forbidden gap may not be affec-

ted since stacking faults are generated in the P-region, which, also,

predicts no change of 10' Therefore, it is concluded that at lower

forward bias the electrical properties of diodes containing faults in

the P-region follow exactly the control diodes without any change in

lifetime, mobility and ideality factor, as predicted.

At the higher forward bias, diodes containing faults in the P-re-

gion show a higher series resistance (7000 n) than the control diodes

(200 n). The only difference is that the former contains faults and

so it is concluded that the higher resistance is directly related to

faults in the P-region. There are several parameters, such as P-re-

gion mobility and effective diode area(A), which may be affected by

faults. Let us assume that there exists a space charge region around

the partial dislocation of a fault due to strain field or impurities.

Calculation shows that the space charge region has a radius of about

100 A (9,26). This neither significantly reduces the diode cross sec-

tion area(A) nor reaches down to the P-N junction space charge region

below the faults. If the fault did touch the space charge region

there would occur a large leakage current. However, diode containing

faults in the P-region exactly follows the control diode behaviour and

shows no leakage at lower bias, which proves that the faults do not

"short-circuit" a P-N junction and that they do not reduce the diode

cross section area. Therefore, the only explanation for the increased



87

resistance is that there is a reaction, i.e., scattering, between the

hole movement and faults from the top surface of P-region to the 0.45

urndepth of P-region where fault extension terminates, which is be-

lieved to affect the hole mobility. The reason why this phenomenon was

not shown at lower forward bias is due to the "dynamic resistance" of

a diode, as shown in Fig. 38. using eq. (29) diode resistance is exp-

res sed as following equation because of R=V/I.

v qV
R = - EXP(--)

I nkT0

(30)

Eq. (30) shows that diode resistance dereases almost exponentially as

voltage increases, whereas P & N-region series resistance is constant.

Since the diode resistance is very large at lower forward bias, diode

resistance is dominant at lower forward bias and the series resistance

only becomes dominant at higher forward bias. This results in unchan-

ged current level at lower bias even though the series resistance inc-

reases from 200 D to 7000 D due to stacking faults.

Assuming that t is in the range of lE-7 to lE-4 second and u is 150

cm2;vsec for p = lE18 from Fig. 39, L is calculated to be 6 to 200 urn

using the Einstein relationship and L2=Dt. The fault density of lE6 to

lE7/cm2 provides the fault space of 10 to 3 urn, respectively. There-

fore, it can be assumed that holes generated in the p-region cross

over the P-N junction to the N-region without recombining in the P-re-

gion since the diffusion length is long enough compared to a junction
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Figure 38. Schematic diagram of voltage dependence of diode resistance
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depth of 0.6 um and that holes near stacking faults experience severe

scattering.

In order to discuss scattering the mean free path of holes which is

defined as the distance between two elastic scattering events has to

be estimated. The mean free path is deduced to be about 100 A based

on the mobility, being about 200 cm2;V-s(80). In the P-region holes

drift randomly toward the junction because there is a very weak elec-

tric field there. Therefore, holes near and distant from stacking

faults will experience scattering from stacking faults before crossing

the P-N junction. Thus the sum of these scattering events is measured

in the form of a resistance increase (RF). stacking faults are essen-

tially an extra plane stacked among regular (111) planes such as

ABCABcBABCABC. This is a planar lattice disturbance which provides

the scattering sites for holes together with a strain field and a par-

tial dislocation surrounding it.

In order to understand the diode/defect interaction more completely

the effect of temperature (25 C to 150 C) on the diode behaviour was

studied. Fig. 40 shows the forward bias currents of control diodes as

a function of voltage at different temperatures. In the resistor re-

gion of the curve, above 0.7 V, the current is nearly independent of

temperature while in the diode region, below 0.3 V, a 4 orders of mag-

nitude change is seen for the control diodes, as expected theoretica1-

1y. However,the current levels of diodes containing faults in the

P-region, and diodes containing faults extended into the depletion re-

gion show lower currents in the resistor region that increase sharply
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with temperature as shown in Fig. 41 and 42, respectively, until rea-

ching 5E-3 Ampere at 1 Volt which is the about maximum value of the

control diode.

Diode model is developed considering RF connected serially to R as

shown in Fig. 43. The method used to evaluate R=R +R is shown inn p

Fig. 44. Here, in the resistor region(above 0.7 V) the slope tells

this value because of I=VIR. R=R +R was measured to be about 200.ap n

at room temperature, which is believed to be mostly contributed by Rn

since the N-region length is the wafer thickness. Likewise, ~, which

isa resistance increase due to stacking faults, was measured to be

7000 .a at room temperature. Hence, the resistance increase from R =

200 .a to ~ = 7000 .a is due to stacking faults of 1E7/cm2.
Also, it

is shown from Fig. 35 that resistance decreases with the density of

stacking faults from 7000 .a to 1000 .a for 1E7/cm2 to 1E6/cm2, respec-

tively, because of less scattering. It is shown from Fig. 41 that RF

for 1E7/cm2 density decreases as the temperature increases by 7000 .a,

3200.a, 1700 .a and 500 .a for 25 C, 50 C, 75 C and 100 C, respectively.

In case of a diode containing faults extended into the depletion

region, two things should be mentioned for forward bias from Fig. 35.

First, the recombination current dominates the diffusion current(i.e.,

n=1. 7 ) . The higher value of n implies that the current is produced by

recombination of charge carriers at the faults that now exist in the

depletion region. Faults in the depletion region provide the recombi-

nation sites and so the higher fault density produces the higher cur-

rent level.
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Second, an opposite effect of the fault density on series resistan-

ce is found for faults in the P or the depletion regions. Thi s can be

explained by introducing the concept of current pipes through disloca-

tion lines surrounding the faults. The partial dislocation around a

fault penetrates through the boundary between the P and the depletion

regions. Along dislocation pipes holes can travel easily from the P-

region to the N-region via the depletion region so that the higher

fault density provides the higher leakage current level as shown in

a model of Fig. 45. However, there is still a higher value of resis-

tance with these faults when compared to the control diode, presumably

due to the increased series resistance in the P-region, just as for

the case of the shallow stacking faults considered earlier.

In reverse bias, as shown in Fig. 46, diodes containing faults in

the P-region follow the control diode behaviour except for an earlier

breakdown. Stacking faults may cause the depletion layer boundary to

be less planar as proposed by Ravi, et al(25). The increased curva-

ture of boundary will lower its breakdown voltage due to a local inc-

rease in the electrical field. Finally, the soft breakdown occurs

with diodes containing faults extended into the depletion region which

also may be caused by local variations in breakdown voltage due to

stacking faults. Another possible cause for these is due to point de-

fects produced during P-N junction fabrication process. DLTS (Deep

Level Transient Spectroscopy) study is recommended to identify if

point defects are present(81).
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IV. 4. Electrical performance of P-N junctions containing dislocation

loops

Figs. 47-49 show the cross section TEM micrographs of diodes con-

taining dislocation loops in the P, depletion and N-regions. As for

the stacking fault case, dislocation loops start to appear at about 5

urn from the Si02 at the diode edge.
Dislocation loop density for the

depletion and the N-region cases are nearly equal but much lower than

for the P-region case. This is due to the high temperature anneal

during epitaxial growth.

In order to locate dislocation loops well below the depletion layer

a N-type epitaxial layer of silicon was grown on top of these defects.

The electrical performance of the defect free P-N junction (CE) dueto

the epitaxial layer was changed slightly from the control diode (C) as

shown in Fig. 50. Here, CE is the control diode containing no dislo-

cation loops with the epitaxial grown and C is the control diode with-

out the epitaxial grown. This effect should be subtracted from diode

data that contain dislocation loops buried by the epitaxial layer. CE

shows slightly higher current at a given voltage and increased ideali-

ty factor, n. This change implies a higher recombination rate in the

depletion region which now exists in an epitaxial layer rather than

in the substrate. The source of this effect is not understood butmay

be due to impurities in the epitaxial layer.

At lower forward bias where the diode controls the I-V characteris-

tics, as long as dislocation loops are located in the p-region, the
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Figure 49. Cross-section TEMmicrograph of diode containingdislocation

loops in the N-region
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I-V plot is identical to that of the defect free diode. Even though

they do notdislocation loops of very high density exist (Fig. 47),

affect the minority carrier (hole) concentration (on the N-region of

the diode), which is the same result as for the stacking fault case.

However, dislocation loops in the depletion region (D) and the N-re-

gion (N) create a higher diffusion current (n is close to 1) which is

verified by the slopes of those two curves. The N-region dislocation

loops were separated from each other by a few microns and were at

about 1.5 urnbelow the N-side depletion region boundary; a shorter

distance than the diffusion length because L is typicallyabout 50 urn.

Hence, L will be reduced to about 1.5 urn and recombination of injected

holes from a p-region will be enhanced by dislocation loops causing

the lifetime of holes to decrease, which increases I and the diffu-
0

sion current based on eq. (29) and (31).

qADpn qApnVi)1==
0 L Vt

(31)

The depletion region dislocation loops should act as recombination

sites and thus give ri se to recombination current(i.e. n~2.0). The

electric field in the depletion region is about 104_105 V/cm so car-

riers will be moving at their maximum thermal velocity. They must be

able to provide enough EHP recombination sites to trap the rapidly

moving carriers. However, their density is so low that the recombina-

tion current is not dominant and n is close to 1. Also, the diffusion
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current level increases subtantially. This may be due to some of the

loops being deep enough to get into the N-region since the depletion

region shrinks at forward bias increase.

At higher forward bias, Fig. 50 shows a slight increase of resis-

tance due to dislocation loops from 1000 .n to 3000.n regardless of

their locations. Contrary to the stacking fault case in the P-region

(HP) in Fig. 36, P-region loops show less increase of resistance with

respect to the control diode even though the loop density is very high.

Therefore, the scattering mechanism of dislocation loops seems to be

different from that of stacking faults. Fig. 51 shows the DF TEMmic-

rographs of dislocation loops inside the diode from the [111] orienta-

tion. A loop designated as A dissapears with g=[022] and Bloop diss-

apears with g=[202]. Fig. 52 shows the weak beam DF image of disloca-

tion loops with (g,2g) condition of g=[220] from the [111] orientation

which reveals that there are no stacking fault fringes inside the loop

(A) . Combining this with g*b calculations from Fig. 51, it is con-

eluded that the dislocation loops are not Frank partial dislocation

loops like stacking faults but perfect dislocation loops. This may

indicate why the dislocation loop case shows lower resistance. Namely,

stacking faults provide the planar tyPe scattering sites due to extra

B plane whereas perfect dislocation loops provide only the line tyPe

scattering sites. Therefore, even though P region loops are higher in

density compared to the high density P-region stacking faults, they

provide less resistance.

Fig. 53 shows the reverse biased condition for diodes containing
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c)

d)

Figure 51. Two beam case DF images of dislocation loops with three

different [220] g-vectors from [111] orientation. A is

shown with [220] and [202]. B is shown with [220] and
-

[ 022 ] .
a) SAD pattern b) g=[220] c) g=[202] d) g=[022]
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a)

b) c)

Figure 52. Weak beam DF image of dislocation loops with (g,2g) condition

where g=[220]. There is no fringe observed in the loops.

a) SAD pattern b) BF with 2g c) DF with 9

\~
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loops. CE shows higher generation current than C, similar to a forward

bias case. D and N show even higher generation current which is be-

lieved to be caused by defects. Dislocation loops in the N-region for

zero bias are encompassed in the depletion region as the reverse bias

increases to just -1 v. Therefore, it can be assumed that dislocation

loops in the N-region for zero bias are in the depletion region for

this measurement range of reverse bias. Hence, D and N show higher

generation current than CEo Also N shows less generation current than

D, which is caused by the dislocation loop density decrease due to the

longer self-annealing at 1080 C during the epitaxial growing.

C has a lower breakdown voltage than the other curves which have

defects andjor an epitaxial layer. At this moment, it is not clear

why they show the higher breakdown. One possibility is that disloca-

tion loops and an epitaxial layer subtract the N-substrate dopants

during dislocation generation annealing after silicon implantation and

jor during growing epitaxial layer because these are relatively high

temperature operation steps. The reduced doping level will increase

the breakdown voltage.
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CONCLUSIONS

1. stacking faults are stacking faults decorated by pre-Dog-bone

2.

cipitates.

Two kinds of precipitates were observed decorating stacking

faults, colonies and plates. Both have NiSi2 structure which is

cubic.

3. chemical composition for colony precipitates is Ni, CU and~e

Si, and Ni and Si only for the plate type. The colony type has

an unstable NiSi2 structure due to CU substituting on the Ni

sites which leads to The5 % increase in lattice parameter.

4.
plate type has the pure NiSi2 structure.

~e contamination source may be the basic poly-silicon starting

material.

5. Diodes containing stacking faults and dislocation loops in the

P-region basically act as defect free diodes for lower forward

bias where series resistance is not observed.

6. The scattering mechanism of stacking faults is different from

that of perfect dislocation loops when these defects are in the

P-region. A fault acts as a scattering plate whereas a dislo-

cation loop acts as a scattering line, so that stacking faults

provide higher scattering and therefore higher resistance.

7. Diodes containing stacking faults extended into the depletion

region have n=1.7 because partial dislocations surrounding

stacking faults provide efficient recombination sites.
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8. Diodes containing dislocation loops in the depletion region or

in the N-region still have n=l indicating the density and/or

efficiency of these traps is too low to affect the current.

However, they do show an increased I which is due to recombi-0

nation at dislocation loops.

9. Dislocation loops and epitaxial layers seem to gather the subs-

trate dopants and increase the breakdown voltage.
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