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ABSTRACT 

PHYSICAL AND MATHEMATICAL MODELING OF TOLUENE 

DIFFUSION AND BIODEGRADATION 

IN UNSATURATED SANDY SOIL 

Liannha Sa 

Oregon Graduate Institute of Science & Technology, 1994 

Supervising Professor: Richard L. Johnson 

The unsaturated zone provides a natural remediation pathway for subsurface 

hydrocarbon contamination. Vapor-phase diffusion and biodegradation are important 

processes affecting transport in the unsaturated zone, and their effects on toluene 

migration in sandy soil are examined here. This research was conducted by using a 

combination of column diffusion experiments, batch biodegradation experiments, and 

numerical modeling. 

The diffusion experiments were conducted in 0.1-m diameter by 1.6-m long 

stainless-steel cylinders filled with sandy soil at uniform residual water content. Toluene 

vapor from a constant-concentration source diffused across the column at the same time 

as 0, diffused from the opposite direction. Concentrations of these constituents and CO, 

in soil air were periodically monitored within the column. Three column experiments 

were conducted at two different source concentrations. 

The batch biodegradation experiments were conducted in 0.8-L stainless-steel 

canisters with 55 g of sand under similar conditions to those in the column experiments. 

Toluene disappearance was monitored with time over a range of initial concentrations. 

. . . 
X l l l  



These batch experiments provided information on rate kinetics and factors limiting the 

extent of biodegradation. Degradation patterns reflecting a logarithmic growth of toluene 

degraders were observed. Kinetic coefficients were determined by nonlinear regression. 

A one-dimensional multi-phase transport model which incorporated diffusion, 

biodegradation, linear sorption, and air-water partitioning was developed. The model is 

capable of describing toluene movement in the column experiments using input 

parameters derived from batch experiments and the literature. The numerical model 

confirmed that biodegradation in the column experiments was most sensitive to nitrogen 

bioavailability. 

Results from this research are: 1) in an unsaturated sandy soil environment near 

an immiscible contaminant source, vapor diffusion is significant and biodegradation is 

often inhibited; 2) when conditions for microbial growth are unlimited, microbial 

parameters such as the initial population and the maximum growth rate control the 

transport; and 3) nutrient bioavailability may often limit microbial removal of volatile 

aromatic hydrocarbons. 

xiv 



CHAPTER 1 

INTRODUCTION 

1.1 PROBLEM STATEMENT 

The release of gasoline and other petroleum products near land surface has led 

to widespread contamination of soil and groundwater. When a lighter-than-water 

nonaqueous-phase liquid (LNAPL) such as gasoline enters the subsurface, it migrates 

downward through the unsaturated zone under the influence of gravity. Depending on 

the geological setting of the site and the volume of the spill, a pool of gasoline may form 

in the vicinity of the water table. When the bulk movement of gasoline has stopped, 

subsequent contaminant migration may occur via solute transport in the groundwater. 

An alternate route of contaminant migration may occur via vapor-phase transport. Vapor 

transport is generally an important process for gasoline compounds in the unsaturated 

zone. Contaminant vapors may migrate into the atmosphere as well as to groundwater 

(Baehr, 1987). For instance, in a locati n where the aquifer is very deep and receives 

small amount of rainfall, volatilization d subsequent diffusion of the LNAPL in the 

(Falta et al., 1989). 

$ 
unsaturated zone may be the key means by which the groundwater becomes contaminated 

Gasoline is a complex mixture of several hundred refined petroleum 

hydrocarbons. Of all constituents, the monoaromatic hydrocarbons are generally of 

greatest environmental concern due to their significant proportion, aqueous solubilities, 

and toxicity. Benzene, toluene, ethylbenzene and xylenes (BTEX) are commonly found 

at fuel spill sites and their presence at low concentrations in groundwater makes it 

unsuitable as a drinking water supply. The current U.S. drinking-water standard for 

benzene is 5 pg/L (Fetter, 1993), and typical concentrations of benzene at gasoline spill 



sites range from 1 to 10 mg/L (Barker and Mayfield, 1988). Fortunately, dissolved 

BTEX may undergo complete transformation to nontoxic substances when environmental 

conditions are appropriate for microbial degradation. 

Subsurface biodegradation has been increasingly the subject of research because 

it has great potential for in situ remediation (Lee and Swindoll, 1993; Hinchee et al., 

199 1 ; Lee et al., 1988; Lee and Ward, 1985). Most biodegradation studies have focused 

on the saturated zone. In many of these cases, degradation has been limited by oxygen 

(0,) supply (Chiang et a]., 1989; Jamison et al., 1975). In the unsaturated zone, the rate 

of 0, diffusion is less likely to limit biodegradation (Hult, 1987). Thls is particularly 

true for shallow sandy or gravelly aquifers, where the impact of gasoline spill is likely 

to be most serious as well. 

The saturated zone has been studied more extensively than the overlying 

unsaturated zone since it is typically the greatest source of human exposure. However, 

the significance of the unsaturated zone should not be ignored, for it is the region 

through which liquid and gaseous species are exchanged between the soil surface and 

water table. In addition, the unsaturated zone may provide a natural remedial pathway 

for contaminants of volatile or gaseous compounds. Hult (1987) reported almost 

complete removal of nearly all the volatile hydrocarbons from a shallow aquifer before 

reaching land surface owing to microbial degradation in the unsaturated zone. 

Furthermore, the extent of hydrocarbon removal by microbially induced reactions in soil 

water or groundwater may in part depend on the diffusivity of 0, in the unsaturated 

zone. The research presented here examines the importance of transport and degradation 

in the unsaturated zone and provides a quantitative understanding of how physical, 

chemical, and biological processes interact in a shallow sandy soil. 

1.2 GASOLINE RETENTION AND MIGRATION 

Gasoline infiltrates downward in the unsaturated zone as a separate nonaqueous 

phase under the influence of gravity. As long as there is a sufficient volume of LNAPL, 



the spill will tend to spread downward with some degree of lateral spreading due to 

capillary effects and the spatial variability of the soil. As the LNAPL migrates, a 

fraction of its volume becomes trapped within pore spaces by capillary forces. In the 

unsaturated zone, the immobilized gasoline exists as a discontinuous phase in the forms 

of pendular rings and small blobs (Wilson and Conrad, 1984). The entrapped volume 

of the discontinuous LNAPL per unit volume of pore space is called the residual 

saturation. The residual saturation of gasoline in the unsaturated medium is controlled 

by the characteristics of the soil, the viscosity of gasoline, and the soil moisture content. 

Residual saturation measurements involving various LNAPLs and media typically range 

from .lo-.20 in the unsaturated zone (Mercer and Cohen, 1990). If the volume of 

gasoline spilled is small, the spill will be contained in the unsaturated zone in a state of 

residual saturation. [The ability of the vadose zone to trap LNAPL is sometimes 

measured and reported as the volumetric retention capacity, of which the unit is liters of 

residual LNAPL per cubic meter of medium (Mercer and Cohen, 1990; Wilson and 

Conrad, 1984)l. If the volume of the spill is sufficiently large, the petroleum product 

will reach the capillary zone and spread laterally along the capillary fringe. As in the 

unsaturated zone, LNAPL within the saturated zone will also become immobilized as 

blobs by capillary forces. Values of residual saturation in saturated media typically range 

from .15-.50 (Mercer and Cohen, 1990; Wilson et al., 1988). In many places, water table 

fluctuations occur seasonally or due to pumping. As the water table rises and falls, free- 

phase gasoline is redistributed ("smearing"), causing a broader area contaminated by 

residual hydrocarbon. Detailed descriptions of nonaqueous-phase migration in porous 

media can be found elsewhere (Mercer and Cohen, 1990; Abdul, 1988; Hoag and Marley, 

1986; Schwille, 1984). 

Common physical remedial actions (e.g., product skimming, soil excavation, etc.) 

are unable to remove all the residual LNAPL. The residual gasoline will remain trapped 

in the subsurface for an indefinite time period, allowing further contamination via several 

routes. Soluble components in the residual gasoline trapped below the water table will 

dissolve into the groundwater forming a solute plume. As the water table drops, the 



residual LNAPL below the water table becomes exposed to air. Volatile components 

will vaporize and diffuse into the overlying unsaturated region. These hydrocarbon 

vapors may partition into the unsaturated medium or be scavenged by infiltrating 

rainwater before they finally reach the ground surface. Moreover, the residual gasoline 

in the upper vadose zone is susceptible to 1each:lg by infiltrating rainwater as well as 

to volatilization and subsequent emission into the atmosphere. Consequently, the residual 

LNAPL will serve as a continual source to contamination of groundwater and soil vapor. 

In addition to above physical processes, sorption and biodegradation may also be 

important mechanisms influencing the transport and fate of gasoline compounds in the 

unsaturated zone. Sorption of extremely hydrophobic compounds to organic phase of 

soil particles can severely restrict the migration of contaminants. BTEX, however, are 

moderately hydrophobic and usually only mildly retarded by porous media. The extent 

to which BTEX partition between the bulk gasoline, soil organic matter, pore water, and 

soil air is determined by their physicochemical properties and the subsurface 

environment. All processes mentioned above affect the mobility of pollutant compounds 

released into the environment to different extent. 

Biodegradation of gasoline hydrocarbons has been demonstrated to occur naturally 

at contaminated sites in groundwater (Borden et al., 1994; Armstrong et al., 1991; Chiang 

et al., 1989; Baedecker et al., 1987; Wilson et al., 1986), in unsaturated zone (Caldwell 

et al., 1992; Ostendorf and Kampbell, 1991; Hult and Grabbe, 1985) and in surface soil, 

i.e., landfarming experiments (Reynolds et al., 1994; Raymond et al., 1976). In the 

saturated zone, the availability of dissolved 0, is often found to be the limiting factor 

controlling the extent of biodegradation (Chiang et al., 1989; Barker et al., 1987; Wilson 

et al., 1986; Jamison et al., 1975). Most contaminant plumes develop anoxic conditions 

rapidly as a result of an excessive 0, demand by aerobes and the low availability of 0, 

in the aquifer. Biotransformation in the absence of 0, may proceed at a much slower 

rate, resulting in contaminant persistence and further plume migration. In contrast, 

gaseous 0, transport in the unsaturated zone may be fast with respect to 0, demands by 

microbes in soil water. As a result, aerobic conditions often exist in the unsaturated zone 



(O'Leary et al., 1993; Caldwell et al., 1992; Ostendorf and Kampbell, 1991; Hult and 

Grabbe, 1985). Therefore, the biodegradation potential in the unsaturated media may be 

significant because 0, is usually not limiting. 

It can be deduced from the preceding discussion that the subsurface migration of 

contaminants is governed by complex interactions of many environmental and biological 

parameters. Much effort has already been devoted to investigating the transport and fate 

of gasoline in the subsurface. However, the variability of subsurface properties (e.g., 

permeability, organic carbon content, pH, etc.) and their effects on the interaction of 

various physical, chemical, and biological processes give rise to extremely complex 

problems. In order to quantify the movement of organic contaminants in subsurface, it 

is important to determine the relative importance of these processes and their interacting 

effects upon the transport and fate of the compounds. Only a few studies in the past 

involved quantification of the interacting effect of both abiotic and biotic processes upon 

transport and fate in the unsaturated zone. In addition, many past investigations have 

been "site-specific", and therefore information obtained is limited to that particular case 

study. As a result, there is a need for continued research to acquire better understanding 

and quantification of the contaminant transport and fate, so that better risk estimates, site 

characterization, and remediation plans can be made. 

1.3 RESEARCH OBJECTIVES 

The objective of this research was to examine and to identify key processes in 

controlling the transport and fate of hydrocarbon compounds in an unsaturated medium. 

Since in situ biodegradation is a potentially important means of attenuating pollutants in 

the subsurface, factors affecting biodegradation were emphasized in this study. Since 

vapor-phase diffusion is often the dominant transport mechanism in the unsaturated 

medium, the relative importance of biodegradation and diffusion of a monoaromatic 

hydrocarbon and their effects upon the contaminant migration were investigated. Due 

to variability of field conditions, the studies were conducted in well-controlled laboratory 



columns. The column models were constructed to represent contaminant transport within 

an unsaturated medium bounded at the bottom by a residual source of gasoline and at the 

top by the land surface. Precipitation was not considered here. 

Due to their mobility and potential to contaminate groundwater, the BTEX 

compounds are the focus of this research. Toluene was chosen to be representative of 

BTEX compounds for three reasons. First, as a component in many types of petroleum 

fuel, toluene was commonly found in soil and groundwater at sites contaminated by 

petroleum fuels (Aelion and Bradley, 1991; Chiang et al., 1989; Downey, et al., 1988; 

Wilson et al., 1986). Trace levels of toluene were also found in groundwater impacted 

by landfill leachate (Armstrong et al., 1991; Barker et al., 1986; Reinhard et al., 1984; 

Khare and Dondero, 1977). Second, toluene is considered to be a serious threat to the 

groundwater quality due to a low drinking-water standard (1 mg/L) (Fetter, 1993) and 

a relatively high aqueous solubility (-500 mg/L at 25OC, MacKay et al., 1992). Third, 

its physical and chemical properties are well documented. Sandy soil was used because 

it permits rapid diffusion of toluene and 0,. In addition, it often has low contents of 

organic carbon and inorganic nutrients, allowing minimal effects of sorption and 

biodegradation. Hence, the experimental conditions represent a "worst case" scenario of 

petroleum contamination. 

An integrated approach of physical experiments and numerical modeling was used 

to provide a comprehensive study of toluene migration through the unsaturated soil. The 

overall study has three principal components: 

Sand column experiments. 

The study of toluene vapor-phase transport was performed in large-scale columns 

packed with Columbia River sand at a uniform residual water content. Three column 

experiments were carried out at two distinctly different source concentrations. 

Biodegradation was observed by monitoring the levels of toluene, O,, and carbon dioxide 

with time. These experiments are discussed in Chapter 2. 



Biodegradation batch experiments. 

Data from column experiments suggested that biodegradation was significant and 

that the kinetics were not first order. As a result, a series of batch experiments was 

conducted to examine biodegradation kinetics under the same conditions as those in the 

column experiments. Toluene removal rates were monitored over a range of initial 

concentrations. These experiments are discussed in Chapter 3. 

Numerical modelling. 

A one-dimensional mathematical model was developed and solved numerically 

by the finite-element method. The model was used as a tool to investigate the effects 

of various processes on volatile hydrocarbon transport and fate in unsaturated soil. 

Processes of importance include air- and aqueous-phase diffusion, linear sorption, and 

aerobic biodegradationlmicrobial growth. Several factors affecting biodegradation rate 

were also accounted for. Simulations of column experiments were conducted by using 

model variables obtained from literature and batch experiments. Model simulation results 

were compared to column experimental data. Sensitivity analyses were also performed. 

The development and the performance of the model is discussed in Chapter 4. 
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CHAPTER 2 

DIFFUSION AND BIODEGRADATION OF TOLUENE IN 

AN UNSATURATED SANDY SOIL 

2.1 INTRODUCTION 

Vapor-phase diffusion is often considered to be the main transport mechanism 

within the unsaturated subsurface (Ostendorf and Kampbell, 1991; Bruell and Hoag, 

1986; Abriola and Pinder, 1985). For instance, in a location where the aquifer is very 

deep and receives small amount of rainfall, volatilization and subsequent diffusion of the 

residual LNAPL in the unsaturated zone may be the key means by which the 

groundwater becomes contaminated (Falta et al., 1989). Additionally, vapor-phase 

advection may be significant due to barometric pressure changes or vapor-density 

gradients. However, Buckingham (1904) showed that the effects of barometric 

fluctuations are small, and vapor-phase advection is small unless there is deep infiltration 

or rapidly fluctuating water table (Krearner et al., 1988). In coarse soils, density driven 

flow can be important. Falta et al. (1989) performed simulation analyses to illustrate the 

effect of density-driven flow on gas phase transport of toluene in a simple hypothetical 

field situation. Simulation results showed that the effect of density gradient upon toluene 

diffusion under high gas-phase permeability is insignificant. Therefore, vapor-phase 

diffusion is expected to be the dominant transport process for gasoline hydrocarbons in 

a highly permeable, shallow unsaturated zone. Retardation of vapor-phase transport may 

occur by the processes of aqueous-phase partitioning and sorption. Volatile aromatics 

may partition between the different phases of the unsaturated soil: soil organic matter, 

pore water, and pore air. 



Biodegradation has been shown to be an important mechanism for the attenuation 

of hydrocarbons in the subsurface. Biodegradation of hydrocarbon vapors in the 

unsaturated zone above a sandy aquifer can minimize the escape of contaminants to the 

atmosphere (Ostendorf and Kampbell, 1991; Chiang et al., 1989; Hult, 1987). Hult and 

Grabbe (1985) reported that the vertical profile of hydrocarbon concentrations in the 

unsaturated zone varied more than 10,000 fold within 15 feet due to the effect of 

biodegradation. Similar findings were also observed by other investigators (Diem and 

Ross, 1988; Evans and Thomson, 1986). Like diffusion, biodegradation is likely to be 

important in the unsaturated zone of a highly permeable shallow aquifer, where sufficient 

0, supply often exists. 

The relative importance of each of the above processes depends upon the 

properties of the contaminant and the soil as well as other environmental conditions. In 

order to quantify the subsurface movement of hydrocarbon pollutants, it is important to 

determine the relative importance and the interaction of these physical, chemical, and 

biological processes. Relatively little information exists in the literature on quantitative 

evaluations of the degree to which these coupled processes influence the transport. 

Therefore, the goal of this study was to investigate the influence of various processes 

upon transport and fate of a volatile hydrocarbon in a highly permeable unsaturated soil 

using a comprehensive approach of physical experiments and numerical modeling. 

The physical experiments conducted here were designed to simulate vapor-phase 

transport of toluene from a continuous source above the water table through a sandy soil. 

Toluene was chosen to represent the class of single-ring aromatic hydrocarbons which 

are generally considered to pose the greatest threat to groundwater. Significant levels 

of toluene are commonly found in soils and groundwater at sites contaminated by 

petroleum-fuel spills (Borden et al., 1994; Downey, et al., 1988; Hult, 1987). Toluene 

is also present at low levels in groundwater impacted by landfill leachate (Armstrong et 

al., 1991; Wilson et al., 1986; Reinhard et al., 1984) and at river infiltration sites 

(Schwarzenbach et al., 1983). Because vapor-phase diffusion is relatively rapid, a 1.6-m 

long column was used. To simplify interpretation of the experiments, a homogeneous 



sandy soil was chosen and soil columns were operated under isothermal conditions. The 

temperature was controlled by setting the entire experiment unit in a constant temperature 

cold room. Soil moisture was controlled to produce a uniform residual water content. 

As a result, there was no liquid water movement. The experimental methods and results 

will be described in greater detail in subsequent sections. 

2.2 PROCESSES AFFECTING TRANSPORT AND FATE 

2.2.1 Vapor-Phase Diffusion 

Vapor-phase diffusion in porous media has been studied for nearly a century. 

Bruell (1987) and Sallam et al. (1984) provide reviews of these studies. Diffusion in soil 

is usually described by Fick's first law: 

where k is compound index; J is the vapor flux through the soil; D, is the apparent 

diffusion coefficient in soil gas; and VG is the vapor concentration gradient. The 

apparent diffusion coefficient is used to account for impedance arising from the reduction 

in the open fraction of a porous medium, and the increased diffusion length of tortuous 

soil pores. Buckingham (1904) proposed a relation of the following form for the 

apparent diffusion coefficient: 

where 0, is the air-filled porosity; .r: is the tortuosity factor; and d, is the diffusion 

coefficient in the free fluid phase. Air-filled porosity is a soil parameter determined by 

subtracting volumetric water content from the total soil porosity. The tortuosity factor 

is generally derived by fitting experimental data to equation (2.2). These parameters are 

interrelated to other soil characteristics such as bulk density, the water saturation level, 

pore size distribution, pore geometry, and pore continuity. A number of empirical 



equations for tortuosity factors have been developed from laboratory data using easily 

determined parameters such as total and air-filled porosities. However, these equations 

are usually intended to work over finite ranges of water content. To avoid the limitation 

of using experimentally derived relations, some investigators have proposed tortuosity 

equations based on theoretical models of soil pores and their geometry (Nielson et al., 

1984; Marshall, 1959; Millington, 1959). Among these, the model of Millington (1959) 

has been implemented most successfully (McCarthy and Johnson, 1994; Karimi et al., 

1987; Bruell and Hoag, 1986; Sallam et al., 1984; Farmer et al., 1980; Shearer et al. 

1973). Weeks et al. (1982) list a number of formulae that relate the tortuosity factor to 

total porosity and air-filled porosity. 

There is a large body of information in the literature on diffusion of compounds 

which normally are gaseous at ambient conditions or exhibit very low vapor pressures 

(e.g., pesticides). Studies also have been reported on the influence of soil characteristics 

upon vapor-phase transport of low molecular-weight hydrocarbon compounds (Karimi 

et al., 1987; Bruell and Hoag, 1986). Bruell and Hoag (1986) investigated a variety of 

physical and chemical factors affecting the diffusion of gasoline hydrocarbons within 

porous media. Vapor diffusion of benzene, toluene, hexane, and isooctane were 

measured in dry soil columns. Benzene was also measured under various moist soil 

conditions. Experimental data of both dry and wet soils were best described by the 

equation of Millington (1959). They concluded that soil tortuosity was a result of the 

physical characteristics of the soil such as air-filled porosity but independent of soil 

temperature and hydrocarbon component type. Furthermore, they found that vapor 

diffusion is a significant process in the movement of gasoline hydrocarbons within 

unsaturated soil. Karimi et al. (1987) evaluated soil properties, such as bulk density and 

soil-water content, for their influence on the steady-state vapor diffusion of benzene in 

a soil cover under isothermal conditions. The diffusive flux of benzene in soil was 

greatly reduced by increased soil bulk density and increased soil-water content. Farmer 

et al. (1980) observed similar effects of soil bulk density and soil-water content on 

hexachlorobenzene volatilization. Increasing soil bulk density decreased the total soil 



porosity whereas increasing soil-water content decreased the pore space available for 

vapor diffusion. Since the effects of soil bulk density and soil-water content can be 

attributed to the effect on the air-filled porosity, they concluded that air-filled porosity 

is the major soil parameter controlling diffusion through soil. 

Under steady-state diffusion conditions, the presence of water in soil results in 

not only physically blocking of the pores, but also modification of the pore geometry and 

the length of gas passage (Currie, 1960). Sallarn et al. (1984) compared the applicability 

of several tortuosity models to a wide range of saturation levels. Good agreement among 

the models was found at air-filled porosities above 0.30. At higher saturation levels, 

Sallarn et al. (1984) measured gas diffusion coefficients of an inert gas in Yolo silt loam 

with air-filled porosities ranging from 0.05 to 0.15, and found the equation of Millington 

(1959) was far superior to the others. The same equation was fairly well applied to both 

air- and liquid-phase diffusion of trichloroethylene in varying water-content sand columns 

(McCarthy and Johnson, 1994). Other factors that could affect vapor-phase transport are 

heterogeneities of the medium and ground-surface conditions (Tanner, 1964), but they 

are beyond the scope of this study. 

The partitioning of hydrocarbon vapors to the aqueous phase reduces their gas- 

phase diffusion coefficients in porous media. The extent to which partitioning occurs is 

determined by the relative values of the compound solubility and vapor pressure. 

Compounds with high solubilities tend to present in pore water whereas those of high 

vapor pressures tend to be in the gas phase. There are several ways of expressing 

aqueous-phase partitioning at equilibrium. For dilute aqueous-phase solutions, the water- 

air partition coefficient can be described by a reciprocal of Henry's constant: 

where H, is the water-air partition coefficient; C, and p, are the aqueous concentration 

and the partial pressure, respectively; and h, is the Henry's constant at system 

temperature. Values of Henry's constant have been tabulated for a wide range of 

compounds, including all of the EPA priority pollutants (Mackay et al., 1992; 



Verschueren, 1983; Mabey et al., 1982). Studies have shown that this relationship is 

valid at saturation concentrations for many substances (Spencer and Cliath, 1970). 

Consequently, partitioning constants can also be estimated from vapor pressure and 

solubility data (Mackay and Paterson, 1981). 

The relative importance of vapor- and aqueous-phase diffusion is determined by the 

magnitudes of the compound concentrations in the air and solution phases (Letey and 

Farmer, 1974; Goring, 1962). Chemicals with H, less than lo4 diffuse mainly in the 

vapor phase, and those with H, greater than lo4 diffuse primarily in the solution phase. 

For example, benzene would be expected to diffuse primarily in the vapor phase. This 

was experimentally confirmed by Karimi et al. (1987). 

Several researchers studied the influence of waterlair partitioning on vapor-phase 

diffusion of gasoline hydrocarbons in soils (Baehr, 1987; Bmell, 1987; Karimi et al., 

1987; Robbins, 1987). These studies indicate that aqueous-phase partitioning results in 

a decrease in the apparent vapor-phase diffusion of BTEX in soil. Robbins (1987) found 

that the diffusion coefficients of BTEX decreased nonlinearly with increasing moisture 

content. Baehr (1987) performed a numerical simulation of vapor-phase diffusion of 

various hydrocarbons from a hypothetical mixture, accounting for differences in aqueous- 

phase partitioning. The relative rates of vapor diffusion among hydrocarbon constituents 

have led to species dependent profiles, as vapors migrate through the unsaturated zone. 

Sorption of BTEX compounds to soil materials also reduces vapor-phase 

diffusion. Sorption between nonionic, hydrophobic organic compounds and natural 

materials is relatively weak, and often affected by the hydrophobicity of the compound 

and the organic fraction of the soil. At a constant temperature and pressure, sorption at 

equilibrium can be described by an isotherm, a functional relationship between adsorbed 

and aqueous concentrations. Over the past 30 years, various theoretical and empirical 

isotherm models have been developed. However, a linear Freundlich isotherm is the 

most commonly used, 



In this expression, S, is the concentration of compound k sorbed to soil phase, C, is the 

concentration dissolved in water, and K, is the distribution coefficient which is a function 

of temperature and total system pressure. Linear sorption was reported by a number of 

researchers (Schwarzenbach and Westall, 1981; Chiou et al., 1979; Karickhoff et al., 

1979) for dilute solutions of nonpolar organics and soils with organic carbon (C) content 

greater than 0.1 % (wtlwt). These researchers have attributed linear sorption of nonpolar 

organic solutes to the organic C content in the soils. Chiou et al. (1982) postulated that 

sorption of nonionic organic compounds from water on soil organic matter is a 

partitioning process similar to that between an organic solvent phase and water. Values 

of K,, is usually experimentally determined by curve-fitting equation (2.4) to equilibrium 

batch data. 

Because values of K, vary significantly with soil types, also because they strongly 

correlate with organic content, a coefficient of organic C sorption can be defined by 

normalizing K,, with respect to soil organic C content, 

where f, is the organic C fraction in soil (wt/wt). Although K, is highly sedimentlsoil 

independent, measured K, values of toluene from a few studies are differed by a factor 

of 4 (Kan and Tomson, 1987; Kemblowski, et al., 1987; Jury et al., 1990). 

Deviation from linear isotherm was also reported for soils with f, less than 0.1% 

(Schwarzenbach and Westall, 1981; Karickhoff, 1981; Karickhoff et al., 1979) and for 

dry soils in which moisture content is below a monomolecular layer (English and Loehr, 

1991; Chiou and Shoup, 1985; Spencer and Cliath, 1970). English and Loehr (1991) 

observed linear sorption of benzene to a sandy loam soil with a moisture content of 80% 

field capacity. Sorption became nonlinear below this level. In a typical field situation, 

the water content of the subsoil is usually above this critical level, so that gasoline 

vapors will partition into the aqueous phase before sorbing onto soil organics. 



Several experiments have shown that BTEX sorption on surface soils or aquifer 

materials is linear and reversible (Fan and Scow, 1993; Kan and Tomson, 1987; 

Kemblowski, et al., 1987). Kan and Tomson (1987) assessed the effect of aqueous flow 

rate on the mobility of benzene and toluene in columns packed with sandy soil 

containing 0.3% (wtlwt) organic C. They found that linear equilibrium sorption was 

attained for toluene within the range of flow-rates investigated. They also found that the 

K,,, correlation of Karickhoff et al. (1979) gave higher sorption coefficients than the 

experimental by a factor of seven. Kemblowski et al. (1987) determined sorption for 

BTX on sandy soils with organic C ranging from 0.12- 1.08% (wt/wt). Batch results were 

adequately described by linear isotherms for low equilibrium aqueous concentrations. 

Measured K, of toluene ranges from 57 to 194 rnllg. 

2.2.2 Aerobic Biodegradation 

Gasoline hydrocarbons that enter the subsurface environment can undergo both 

aerobic and anaerobic biodegradation. There have been numerous field demonstrations 

of aerobic biodegradation of gasoline hydrocarbons in surface soil (Reynolds et al., 1994; 

Raymond et al., 1976), in the unsaturated zone (O'Leary et al., 1993; Caldwell et al., 

1992; Ostendorf and Karnpbell, 1991; Hult and Grabbe, 1985), and in groundwater 

(Armstrong et al., 199 1; Chiang et al., 1989; Jamison et al., 1975). In the absence of 0,, 

monoaromatic hydrocarbons have been demonstrated to bacterially degrade in both field 

(Barbaro et al., 1992; Piet and Smeenk, 1985; Reinhard et al., 1984; Schwarzenbach et 

al., 1983) and laboratory (Barbaro et al., 1992; Kuhn et al., 1988; Major et al., 1988; 

Wilson et al., 1986; Zeyer et al., 1986; Kuhn et al., 1985) studies of saturated systems. 

Two widely observed anaerobic degradation pathways of toluene are those under 

denitrifying (Barbaro et al., 1992; Kuhn et al., 1988; Major et al., 1988; Zeyer et al., 

1986) and under methanogenic conditions (Grbic-Galic and Vogel, 1987; Wilson et al., 

1986). Anaerobic reactions generally proceed at much slower rates than aerobic 

processes, especially those under strongly reducing conditions. Since the activity of 



anaerobes is generally suppressed when 0, is present, the discussion here will be limited 

to aerobic biodegradation. Similarly, abiotic degradation processes such as hydrolysis 

and chemical oxidationlreduction of these compounds are not expected to be significant 

(Barker and Mayfield, 1988; Mabey et al., 1982). 

The aerobic biodegradation of aromatic hydrocarbons in soil is well documented 

(Dagley, 1984; Gibson and Subramanian, 1984). Toluene and xylene, for instance, are 

initially converted via alcohols and aldehydes to benzoate and toluate, respectively (Kuhn 

et al., 1988). The rate of microbial degradation is limited by the number and activity of 

microorganisms which, in turn, is affected by the geochemistry of subsurface 

environment. Important environmental factors include soil temperature, pH, and moisture 

content, hydrocarbon concentration, dissolved 0,, nutrient bioavailability, and the 

presence of other substrates or toxins. At present, the relative importance and interaction 

of these chemical and biological factors are not well understood. With wide variability 

of subsurface hydrogeological properties, it is no surprise that wide range of 

biodegradation rates have been reported in the literature. The following sections address 

potential factors affecting biodegradation rates in unsaturated sandy soils. 

Hydrocarbon-degrading organisms 

Significant microbial communities of diverse species inhabit the subsurface 

environment. Since the subsurface generally has low nutrient concentrations and high 

specific surface area, most microorganisms form small localized colonies fixed on the 

surface of soil particles (Bouwer and McCarty, 1984). Because soil aggregates provides 

discrete microhabitats, the microbial cells are distributed nonuniformly (Hattori, 1973). 

Hydrocarbon-utilizers are widely distributed in virtually all arable, pasture, and 

forest soils (Schlegel, 1986). Wilson et al. (1983) reported that bacteria predominate the 

microbial communities in the deeper region, whereas more higher organisms such as 

fungi, yeasts, and protozoa are present in river sands and gravels. For uncontaminated 

aquifers, the numbers of hydrocarbon degraders are on the order of lo6 per 1 g of dry 

soil (Thomas et al., 1990; Balkwill and Ghiorse, 1985; Webster et al., 1985; Wilson et 



al., 1983). Soils taken from petroleum-contaminated subsurface generally contain a 

higher number of hydrocarbon oxidizers (Leahy and Colwell, 1990; McKee et al., 1972). 

Thus, the entry of petroleum compounds can stimulate the growth of soil microbes. In 

most uncontaminated subsurface, the stringent oligotrophic (low substrate and nutrient) 

conditions exist. Therefore, most microorganisms that can utilize hydrocarbons as the 

sole source of C are capable of growing in simple mineral salts medium without growth 

factors such as vitamins and amino acids (Jamison et al., 1975). 

Soil Moisture Content 

Microorganisms are physiologically restricted by the availability of water, which 

is needed to support their growth and enzymatic activities. Generally, the microbial 

activity in soil is optimal at field capacity (Alexander, 1977). Lower values of soil 

moisture inhibit microbial activities due to inadequate water activity. At higher soil 

moisture contents, the aeration is poor and results in low microbial activities. However, 

a number of studies have also shown that water content less than field capacity can yield 

faster degradation rates (English and Loehr, 1991; Rao et al., 1983; Dibble and Bartha, 

1979). In addition, soil water can affect microbial activity by restricting the metabolism 

of established colonies through nutrient deficiencies (Griffin, 198 1). 

Hydrocarbon Concentration 

The rate of biodegradation in soil is affected by the hydrocarbon concentration. 

Dibble and Bartha (1979) observed increases in biodegradation in soil with increased 

hydrocarbon concentration up to a threshold level. Higher concentrations of applied 

hydrocarbon resulted in a decrease in biodegradation. The inhibition of biodegradation 

at high hydrocarbon concentrations was perhaps due to microbial toxicity, 0, depletion, 

or nutrient limitation. Alvarez et al. (1991) studied aerobic degradation of benzene and 

toluene in batches using aquifer materials saturated with basal media. For over a month, 

no benzene or toluene was degraded when the initial substrate concentration was present 

at 250 mg/L, suggesting that the concentration was too high for the microbial survival. 



In the same study, toluene biodegradation was also inhibited at aqueous concentrations 

above 100 mg/L. 

0, Availability 

0, is needed for aerobic degradation as a terminal electron acceptor in respiratory 

reactions and as a reactant in oxidation reactions of saturated and aromatic hydrocarbons. 

In major aerobic degradative pathways for aromatic hydrocarbons, molecular 0, is added 

onto the aromatic ring by microbial enzymes called oxygenases. 

Biodegradation within the contaminant plumes in the saturated zone is often 

limited by 0, supply because microbes consume 0, faster than it can be replenished. 

When measured 0, concentrations drop below 1-2 mgL, hydrocarbon degradation rates 

are reduced (Chiang et al., 1989; Barker and Mayfield, 1988). 

Aerobic conditions generally exist throughout a sandy unsaturated zone, at least 

in the macropores. Anoxic conditions may be found in localized micro-environments of 

soil aggregates, in water-logged soils, or near a contaminant source. Hult and Grabbe 

(1985) reported the partial pressure of 0, in soil air to be less than 0.01 immediately 

above the floating oil, and 0.16 near the water table at the edge of the floating oil. This 

may suggest that the rate of 0, diffusion through the unsaturated zone is not limiting the 

microbial oxidation of hydrocarbons except in the immediate vicinity of the source. The 

relationship between hydrocarbon and 0, in a biodegradation process is rather complex. 

In the case of BTEX in groundwater, Barker and Mayfield (1988) generally noticed much 

more 0, was utilized than that predicted by the stoichiometry of chemical oxidation 

reaction. 

Mineral Nutrients 

Mineral nutrients are essential substances for microbial metabolism and usually are 

present at low concentrations in soils. Nitrogen (N) and phosphorus (P) are two major 

nutrients since they are required in large amounts for synthesis of proteins, DNA, RNA, 

and ATP. In an enriched medium, microbial growth is fast and has a maximum specific 



growth rate, which is an inherent characteristic of the organism subject to nutrient 

balance, culture history, and environmental conditions. In addition, both biomass and 

RNA content per cell are large. In a medium that contains all but one of the essential 

nutrients in excess, both growth rate and microbial density then depend on the 

concentration of this limiting nutrient. As the microbial density increases and the 

nutrient becomes limiting, the growth rate will slow down and the amounts of nutrients 

incorporated as cell constituents decrease. This is known as the cell quota concept. 

When the cell quota approaches some minimum value, the net growth rate reduces to 

zero. However, cells may still be able to oxidize hydrocarbons for maintenance-energy 

production (Pirt, 1975). However, the consumption of hydrocarbons is reduced when 

compared to that required for a growing microbial population. At this point, population 

turnover allows for recycling of the limiting mineral nutrient (Hattori, 1973). 

Most petroleum fuels contain little or no mineral nutrients. As a result, the 

bioavailability of N and P in the contaminated area may limit the extent of hydrocarbon 

biodegradation after major oil spills (Atlas, 1981). Several field studies have shown that 

the addition of N andlor P stimulated aerobic biodegradation in subsurface (O'Leary et 

al., 1993; Jamison et al., 1975) and surface soils (Raymond et al., 1976). 

The effects of N on propane and butane biodegradation in the unsaturated sandy 

soil used for the current study were examined by Toccalino et al. (1993). Batch 

experiments showed that N supplements initially stimulated both propane and butane 

degraders. After the initial available inorganic N was utilized, propane-amended soil 

became N-limited, whereas butane degradation rate later increased regardless of whether 

more N was added. They suggested that butane-oxidizing soil overcame N limitation by 

fixing N,. 

Several investigators conducted batch degradation experiments of BTX using 

either soil and/or groundwater samples from field sites (Allen-King et al., 1994; Aelion 

and Bradley, 1991; Armstrong et al., 1991). In all studies, enhanced biodegradation of 

these compounds was observed following N addition. 



Dibble and Bartha (1979) conducted batch biodegradation of oil sludge in soils 

and obtained optimal C:N and C:P ratios of 60:l and 800:1, respectively. However, 

lower ratios of C:N and C:P (15: 1 and 200: 1) did not accelerate sludge biodegradation. 

Baker et al. (1994) reported a decrease in toluene mineralization after adding nitrate-N 

to a certain level (40 mg-N per kg of unsaturated soil). The inhibition of hydrocarbon 

mineralization at higher levels of N was also reported by Morgan and Watkinson (1992). 

Swindoll et al. (1988) showed that amending toluene-treated samples with N, P, or both 

did not significantly alter the total amount of toluene mineralized after 60 days. 

However, the addition of P did increase the rate of mineralization during the initial 10 

days. Other studies of nutrient additions resulted in no apparent effects on BTEX 

biodegradation (Thomas et al., 1990). Lee and Ward (1985) noted a considerable 

variation in nutritional requirements of microorganisms among different aquifers. The 

variation in nutrient requirements may be attributed to the variable composition of soils, 

N reserves, and the presence of N-fixing bacteria (Leahy and Colwell, 1990). These 

findings suggest that nutrient addition to enhance biodegradation of hydrocarbons is site- 

specific, and must be determined experimentally for each contaminated area (Dibble and 

Bartha, 1979). 

2.3 EXPERIMENTAL METHODS 

2.3.1 Experimental Design 

A schematic diagram of the sand columns used in these studies is shown in Fig. 

2.1. The columns consisted of cylindrical stainless-steel (SS) tubes, one end of which 

was connected to a reservoir and the other to an end cap. A liquid source containing 

toluene was stored in the reservoir to provide a continuous vapor source for diffusion. 

The end cap was made of cast aluminum and functioned as a flow channel. A perforated 

SS plate was placed at the connections of both ends to hold up the sand. A number of 

vapor-sampling ports were located at 10-cm intervals along the column axis. The 



sampling ports were 16-gauge SS luerlock hypodermic needles with Swagelok fittings 

positioned such that the needles extended about 5 cm into the column. 

An uncontaminated medium sand taken from the Columbia River near Scappoose, 

OR, was used in this study. Properties of this soil are listed in Table 2.1. The soil was 

packed into a two-section column joined together with a dresser coupler (Sure-Flo 

Fittings, Ann Arbor, MI). The two-section column setup was used to allow the entire 

upper section to reach residual water saturation. The coupled column was saturated from 

the bottom with deionized, tap-water either unamended or amended with NH,NO, 

(reagent grade, Aldrich Chemical Co., Inc., Milwaukee, WI). It was subsequently 

drained by gravity to obtain residual saturation in the upper section. Finally, the column 

halves were carefully separated, and the upper section was assembled to the end pieces 

previously described. 

Two source concentrations were studied: (1) 65 mg/L vapor (i.e., the saturated- 

vapor concentration of pure toluene at 10°C) and (2) 10 mg/L vapor (produced by 

equilibration with an aqueous solution of toluene at 15OC). For the saturated-vapor 

experiment, pure liquid toluene (spectrophotometric grade, Aldrich Chemical Co., Inc., 

Milwaukee, WI) was added in the reservoir periodically to provide a continual vapor 

source. For the low-concentration column experiments, a source-circulating system was 

used to provide a constant concentration of toluene in the reservoir (see Fig. 2.1). A 

peristaltic pump delivered an aqueous solution of toluene from a 27-L glass jar to the 

reservoir at 13 rnljmin. A constant head was maintained in the reservoir, and the 

overflow solution was drained back to the glass jar by gravity. Small amount of liquid 

toluene was added weekly into the glass jar to replenish mass loss to the column. 

A process flow chart of the column experiments is depicted in Fig. 2.2. An air 

stream from a compressed air cylinder (Air Products and Chemicals, Allentown, PA) 

flushed through the end cap to provide a zero-concentration boundary condition. The air 

stream was saturated with water prior to entry to minimize water-vapor loss from the 

columns. The humidified air was regulated by a needle valve with a calibrated rotameter 



at 50 mllmin. The entire experimental apparatus except the compressed air cylinder was 

placed in a temperature-controlled room at 10 or 15°C. 

2.3.2 Sampling and Analysis Procedures 

Vapor samples were collected from the columns using a gas-tight syringe 

(Hamilton Co., Reno, NV) and analyzed immediately by using gas chromatography (GC). 

A 1-ml of vapor was drawn through the syringe to purge the sampling ports before a 1.5 

ml of sample was collected. Half of the sample was analyzed for toluene and the other 

half for O,, CO,, and CH, (respiration gases). The column was initially sampled 1 to 3 

times a day for first few days. Subsequent sampling was then reduced to every other day 

for two weeks. When the system became more stable, weekly sampling was performed. 

Toluene was analyzed by using an HP-5890 GC (Hewlett Packard, Avondale, Pa) 

equipped with a flame-ionization detector (FID). A six-port valve (Carle Instruments, 

Inc., Loveland, CO) with a fixed volume sample loop (100-pl) heated to 100°C was used 

for sample injection (see Fig. 2.3a). A 0.53 rnrn I.D., 25 m long fused-silica capillary 

column (Chrompack International, The Netherlands) was used to separate toluene from 

other gases. The column and FID temperatures were at 120 and 170°C, respectively. 

Flow rates of He, air, and H, were 4, 400, and 35 cm31min, respectively. N, was used 

as makeup gas at a rate of 30 cm3/min. 

Respiration gas analyses were performed by using an HP5890 GC equipped with 

a multi-port valve (Valco Instruments Co., Inc., Houston, TX). The valve (see Fig. 2.3b) 

contained two fixed-volume sample loops used for sample injection. The content of each 

sample loop was flushed by He onto separate packed columns. 0, was separated by 

using a 6.4 mrn O.D., 48.3 cm long SS column packed with 60180 mesh molecular sieve 

5A (Altech Associates, Inc., Deerfield, IL) and analyzed by a thermal-conductivity 

detector (TCD). CO, and CH, were separated by using a 3.2 mrn O.D., 40.6 cm long 

SS column packed with 1001200 mesh Spherocarb (Analabs, Nonvalk, CT). The oven 

temperature was programmed at an initial temperature of 40°C for 1 rnin, increased at 



a rate of 30°C/rnin to a final temperature of 80°C, and held at 80°C for 3 min. After 

separation, CO, was reduced to CH, in a catalyst column (Ni) heated at 500°C. Both 

gases were then analyzed by FID. The TCD and FID temperatures were at 105 and 

225"C, respectively. The carrier gas (He) to each detector was at 30 ml/min, and the 

reference gas for TCD (He) was at 30 mllmin. The air flow rate for FID was 400 

mllmin. H, (30 mllmin) was used as a reductant in the catalytic reaction of CO, to CH,. 

Standards were analyzed at the beginning of all sampling sessions and selected 

standards were reanalyzed at the end of most sampling sessions. The gas-phase 

standards were used in quantifying respiration gases. They were prepared in a 0.8-L SS 

canisters equipped with SS bellows valves (Whitey Co., Highland Heights, OH). Pure 

gases (Air Products and Chemicals, Allentown, PA) were added in sequence and diluted 

with N, to obtain a multi-component standard. 

Aqueous-phase standards were used to quantify toluene. They were prepared in 

40-ml glass vials fitted with Teflon Mininert valves (Pierce, Rockford, IL). A known 

volume of deionized water was placed into each vial, which was sealed afterwards. A 

known volume of toluene-saturated aqueous stock solution was then injected through the 

valve into the water. The vial was then shaken vigorously and stored inverted. The 

standards were allowed to equilibrate for a minimum of 24 hours before use, and were 

prepared weekly. All aqueous- and gas-phase standards were stored in a temperature- 

controlled room. 

The valves and data acquisition were controlled by a Nelson Analytical 760 Series 

Interface (Nelson Analytical, Cupertino, CA). All peak areas were quantified by 

comparison with external standards as described above. 

2.4 RESULTS AND DISCUSSIONS 

In all experiments, 0, concentrations showed only minor changes from 

atmospheric. This is because the rate of 0, diffusion was sufficiently rapid relative to 

the rate of 0, consumption. Although no enumeration of toluene degraders was 



performed, biodegradation was assessed by measurements of toluene and 0, 

consumptions and CO, production. Under aerobic conditions, toluene is mineralized to 

CO, in a microbial respiration process where 0, is the electron acceptor. This process 

sustains energy requirements for cell functions. Therefore, the production of CO, is 

indicative of aerobic biodegradation. 

In the saturated-vapor experiment (Column l), toluene vapor was allowed to 

diffuse from a constant-concentration source of saturated vapor at 10°C. Concentrations 

of toluene, O,, and CO, in soil air along the column length at selected times are shown 

in Figures 2.4(alb), 2.5, and 2.6, respectively. Both toluene and CO, profiles suggested 

that the vapor diffusion of toluene overwhelmed biodegradation. As seen in Fig. 

2.4(a1b), toluene migrated swiftly throughout the column. At 220 hours, trace 

concentrations of toluene were qualitatively detected in the effluent flushed air. CO, 

profiles indicated that the microbial activity was insignificant until 320 hours, at which 

time the concentration of CO, slightly increased near the cap end. The CO, 

concentrations in the column suggested that biodegradation in all but the last -40 cm of 

the column was inhibited due to substrate toxicity. This result agrees with previous 

studies which showed aerobic biodegradation of toluene is inhibited at concentrations 

above 16 mg/L vapor (equivalent to an aqueous concentration of 100 mg/L) (Alvarez et 

al., 1991). The inhibition by substrate toxicity was demonstrated by low CO, 

productions in most part of the column where toluene concentrations were above the 

inhibitory level. Despite the microbial activity in the vicinity of the cap, the overall 

removal rate of toluene by biodegradation was low compared to the supply rate by 

diffusion, and hence no effect of biodegradation on toluene profiles was seen. After 

1560 hours, toluene biodegradation decreased as indicated by a decrease in the CO, level. 

This was probably because N became limiting. 

Two column experiments were conducted with a source concentration of 10 mg/L 

vapor at 15°C. These two columns are hereafter referred to as Column 2 and 3. In order 

to promote the microbial activity in these experiments, water added to these columns was 

amended with NH,NO, (-22 mg-N/L aqueous). 



Selected profiles of toluene, O,, and CO, of Column 2 at various sampling times 

are shown in Figures 2.7(a,b), 2.8, and 2.9, respectively. As evident in Fig. 2.7(a,b), the 

diffusive gradient of toluene was much less than in Column 1. Since the source 

concentration was below the inhibitory level, biodegradation was possible along the 

entire column as long as there was toluene mass present. The biodegradation rate was 

initially low, and within 43 hours, toluene vapor was detected at a distance as far as 130 

cm from the source. At 73 hours, the effect of biodegradation was apparent, for toluene 

was no longer detectable in the portion of the column between 60 to 80 cm (the detection 

limit = 0.014 mg/L vapor). This was followed by the disappearance of toluene from 50 

cm and above, resulting in a retreat of toluene vapor front to a distance of 50 cm from 

the source. Subsequently, the vapor front of toluene gradually moved across the column 

with time. At 1896 hours, toluene travelled to a distance of 120 cm (Data not shown). 

CO, profiles also delineated the pattern of the moving front as the peak of the 

profiles shifted away from the source with time. The initial low concentrations of CO, 

near the source end were caused by dissolution of CO, into the aqueous source of toluene 

in the reservoir. As the aqueous source became saturated with CO,, the level of CO, in 

the column near the source end started to rise, and by 1676 hours, a zero-flux boundary 

condition was developed. 

The shifting of vapor front may be explained as follows. Biodegradation was 

initially low, presumably due to a small initial microbial population (see Chapter 3). The 

biodegradation rate then increased until it was greater than the diffusion rate, causing a 

shift of the vapor front back towards the source. With a continual supply of toluene and 

0,, biodegradation in the source region continued until N was exhausted. As soils in the 

source area became depleted with respect to N, the rate of biodegradation decreased, and 

toluene moved away from the source under the influence of diffusion. The rate of 

toluene transport across the column was therefore controlled by the bioavailability of N 

in the soil and the rates of diffusion and biodegradation. During this time, it was 

postulated that most biodegradation occurred in a thin zone around the vapor front; 

however, the width of this zone was not quantifiable with our sampling design. 



The source concentration of Column 2 was raised to 15 mg/L vapor at 1968 

hours, and concentrations of the constituents were monitored for an additional 1104 

hours. Toluene vapor diffused through the column by 2688 hours. These data can be 

found in Appendix A. 

The effect of biodegradation on toluene vapor transport was confirmed in column 

3. Selected data from Column 3 are plotted in Figures 2.10(a,b), 2.11, and 2.12 for 

toluene, O,, and CO,, respectively. The effect of biodegradation was readily 

demonstrated in Fig. 2.10a. After 20 hours, toluene vapor diffused somewhat less 

distance in Column 3 than in Column 2 (50 vs. 90 cm). In addition, the effect of 

biodegradation (as indicated by the retreat of the vapor front) was shown at an earlier 

time than that in Column 2. Toluene vapor front was moved closer to the source, thus 

establishing a steeper gradient, than in the case of Column 2. Subsequently, the vapor 

front moved slowly across the column, and trace toluene was detected in the effluent air 

after 5 months. Overall, the trends obtained from Column 3 results were similar to those 

of Column 2. 

2.4.1 Column Soil Characterization 

Following the cessation of the experiment, soil cores were taken from column 2, 

and soil characteristics were analyzed gravimetrically. In general, water content was 

exceedingly uniform along the entire column, while the total and air-filled porosities 

showed greater variation. Table A.1 in Appendix A contains quantitative analyses of 

these properties. The average values (in volume fraction) of porosity, water, and air 

content were .41&.03, .11&.01, and .30+.04, respectively. 

Nitrate remaining in the soil in Column 2 was determined by specific ion 

chromatography. These concentration results are summarized in Table 2.2. Very little 

nitrate was left in most parts of the column where degradation had been active. Under 

the column conditions, the process of nitrification was very likely, and the ammonium 

ions present may have been converted to nitrate. With such assumptions, up to 91% of 



nitrate available in the column soil was gone. This information supports the hypothesis 

that the bioavailable N in the soil became limiting due to biodegradation of toluene. 

2.5 CONCLUSIONS 

Three soil-column experiments were carried out to evaluate the importance of 

diffusion and biodegradation of toluene in an unsaturated sandy soil. The soil column 

experiments modeled processes occurring in the unsaturated region bounded by a planar 

contaminated source above the capillary fringe and the ground surface. In all 

experiments, 0, monitoring confirmed that grossly aerobic conditions existed in the 

columns at all times. In the "high source" column (i.e., 65 mg/L vapor) the diffusive 

flux was strong, and the movement of toluene through the column greatly exceeded the 

rate of biodegradation. CO, measurements indicated low microbial activity. The high 

diffusive flux and the substrate toxicity effect were responsible for the relative 

unimportance of biodegradation compared to diffusion. 

Both low-concentration column studies (10 mg/L vapor) showed that microbial 

degradation appeared to be a significant attenuation mechanism. The utilization of 

toluene as the sole C and energy source was carried out by the ubiquitous native 

rnicroflora present in the uncontaminated soil. The effect of biodegradation was apparent 

shortly after toluene was introduced, since source concentrations were below the 

inhibitory level. CO, concentrations in the column increased from an ambient 

concentration by 20 fold. Thls evidence suggested that biodegradation was significant 

under low-flux conditions, and therefore toluene transport was slower in these cases. 

However, as the soil in a region became limited with respect to N, the biodegradation 

rate decreased, and toluene moved away from the source under the influence of diffusion. 

Nitrate analyses of column soils support this hypothesis. 

The dynamics of toluene migration in the unsaturated sandy soil as well as the 

influence of diffusion and biodegradation were qualitatively evaluated here. This study 

showed that under the conditions tested aerobic biodegradation was important, and 



transport was controlled by diffusion, biodegradation, and N bioavailability. It was also 

demonstrated that these processes affected mobility of the contaminant compound to 

different degrees depending on various conditions. Because these processes all 

interacted, the results from column experiments were best evaluated by using a 

simulation model. Therefore, a mathematical model was developed which included 

diffusion, water-air partitioning, sorption, and biodegradation. To quantify 

biodegradation, batch experiments were conducted to characterize toluene biodegradation 

kinetics and its rate parameters. Additional experiments were also carried out to 

substantiate the effects of N nutrient and substrate toxicity on the biodegradation. The 

batch studies and findings are discussed in Chapter 3. The mathematical model and the 

quantitative evaluations of column data are presented in Chapter 4. 
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Table 2.1. Characteristics of unamended Columbia River soil (after 
Toccalino, 1992). 

"Determined at Oregon State University's Soil Testing Laboratory. 
'~etermined by Toccalino (1992) 
'Determined by MacPherson ( 199 1) 
dU.S. Department of Agriculture classification of soil particle sizes (Brady, 1984). 

Reference 

a 

a 

a 

b 

b 

b 

b 

b 

c 

c 

c 

c 

Value 

55 mgfkg soil 

0.4 mbkg soil 

0.97 mglkg soil 

1.37 mgfkg soil 

2.7 mgkg soil 

7.5 mglkg soil 

0.3% (w/w) 

6.56 

1.52 glcm3 

0.41 (vlv) 

0.08 (vlv) 

4% 
37% 
8% 
9% 

26% 
8% 
7% 
1% 

Characteristic 

Total N 

NO, - N 

NH,+ - N 

Available N (NO; - N + NH,' - N) 

Available phosphorus 

Iron 

Organic C content 

I 

PH 

Bulk density 

porosity 

Gravimetric water content (8,) at field capacity 

Gravel * 
Very coarse sand, gravel 
Coarse sand 
Coarse sand 
Medium sand 
Fine sand 
Very fine and fine sand 
Silt 

Grain size 
fractions, 
mm 

L 

2 4.0 
4.0 - 1.0 
1.0 - 0.71 
0.71 - 0.5 
0.5 - 0.246 
0.246 - 0.175 
0.175 - 0.043 
< 0.043 



Table 2.2. Nitrate contents measured in soil samples from Column 2. 

p p p p p  

"10 g of soil samples was diluted with 10 rnl of deionized water. 
hCalculations were based on an initial concentration of 2.92x10-, mg-N 
per g of dry sand (Appendix A), assuming no NH, was left. 

% o f N  
used 

(WIW)~ 

83 

9 1 

95 

89 

93 

93 

NO,-N content 
(mg N/g of sand) 

~ 1 0 ~  

5 .O 

2.6 

1.5 

3.2 

2.0 

2.1 

Column 
Distance 

(cm) 

0 -  10 

10 - 20 

40 - 50 

80 - 90 

110 - 120 

150 - 160 

Nitrate 
Concentration 
(mg NO,-'/L)" 

2.2 

1.2 

0.7 

1.4 

0.9 

0.9 
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Figure 2.3a. Diagram of six-port valve used for toluene analyses. 
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Figure 2.3b. Diagram of multi-port valve used for respiration-gas 
analyses. 



Column Length (cm) 

Figure 2.4. Toluene profiles in Column 1 at selected sampling times. 
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Figure 2.5. 0, profiles in Column 1 at selected sampling times. 



Column Length (cm) 

Figure 2.6. CO, profiles in Column 1 at selected sampling times. 
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Figure 2.7. Toluene profiles in Column 2 at selected sampling times. 
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Figure 2.8. 0, profiles in Column 2 at selected sampling times. 
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Figure 2.9. CO, profiles in Column 2 at selected sampling times. 
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Figure 2.10. Toluene profiles in Column 3 at selected sampling times. 
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Figure 2.11. 0, profiles in Column 3 at selected sampling times. 
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Figure 2.12. CO, profiles in Column 3 at selected sampling times. 



CHAPTER 3 

AEROBIC DEGRADATION KINETICS OF TOLUENE 

IN AN UNSATURATED SANDY SOIL 

3.1 INTRODUCTION 

Only in the last two decades, has it been noted that the subsurface supports a 

considerable microbial community with the ability to carry out biodegradation of 

contaminants (Wilson and McNabb, 1983). Due mainly to stringent oligotrophic 

conditions, rates of metabolism in subsurface communities are generally much slower 

than in aquatic or soil ecosystems (Federle et al., 1986; Wilson et al., 1985; Wilson and 

McNabb, 1983). Under aerobic conditions, subsurface microorganisms satisfy their 

energy requirements by oxidation of substrates using 0, as an electron acceptor. In the 

absence of 02 ,  other electron acceptors such as nitrate, sulfate, ferric ion, and C02 

support diverse microbial communities. For light aromatic hydrocarbons such as BTEX, 

aerobic biodegradation is fast and has been widely demonstrated. 

In contaminated groundwater, 0, is often quickly depleted due to high demands 

by aerobes and slow replenishment rates. The depletion of O2 generally leads to 

contaminant persistence in the saturated zone. On the contrary, aerobic biodegradation 

in the unsaturated zone may not be limited by 0, availability because gas-phase diffusion 

is high. The removal of volatile hydrocarbons via biodegradation in the unsaturated zone 

has been demonstrated at many field sites. Most of the contaminant vapors have been 

removed before they reach ground surface (O'Leary et al., 1993; Ostendorf and 

Kampbell, 1991; Diem and Ross, 1988; Hult, 1987; Evans and Thomson, 1986). 

The rate of biodegradation depends on the microbial population, the compound 

of interest, and a variety of environmental conditions. Due to variabilities of the 



subsurface media and the microbial communities, the susceptibility of contaminants to 

degradation needs to be evaluated at each site. In order to quantitatively express 

biodegradation rates, a reaction-lunetics model is needed. Batch experiments provide a 

practical means for investigating biodegradation kinetics from which a rate expression 

and its coefficients can be determined. The biodegradation kinetics may then be 

incorporated into a contaminant transpodfate model. This chapter discusses batch 

studies of toluene biodegradation. The kinetic information obtained was then integrated 

into a mathematical model (Chapter 4), which was used in quantifying toluene migration 

observed in the column experiments reported earlier (see Chapter 2). 

The purposes of batch studies were to examine the ability of natural microbial 

populations to aerobically degrade toluene as a sole C and energy source and to 

determine their biodegradation kinetics. In addition, studies were conducted to provide 

insight into the rate-limiting factors. Factors influencing biodegradation rates include the 

availability of inorganic nutrients and O,, substrate concentration and toxicity, predation, 

the presence of other substrates and metabolic toxins, and prior exposure. Toluene was 

chosen as the study compound to represent a group of potent aromatic compounds, 

BTEX, pervasively present at many petroleum-contaminated sites and waste-disposal 

landfills. Microbial degradation rates of toluene have been measured in laboratories by 

using culture media (Button, 1985; Robertson and Button, 1987) and natural microbial 

communities from subsurface (Allen-King et al., 1994; Alvarez et al., 1991; Chiang et 

al., 1989; Barker et al., 1987; Chang et al., 1985). The latter were often conducted in 

batch vessels using soil slurries at much more dilute concentrations than in natural 

environments. Spain et al. (1984) observed different results of biodegradation rates when 

different solid/water ratios were used. In order to estimate biodegradation kinetics in the 

columns, the batch studies conducted here were carried out under conditions which 

closely resembled those in the columns. 



3.2 THEORETICAL BACKGROUND 

Hydrocarbons entering an uncontaminated environment usually stimulate 

microbial growth (Leahy and Colwell, 1990; Atlas, 1981). Upon exposure to 

hydrocarbon contaminants, the otherwise oligotrophic microbial communities are selected 

based on their abilities to degrade the released chemicals. A typical growth curve for 

a microbial population in a particular culture medium is illustrated in Fig. 3.1. The 

growth curve can be divided into 4 distinct phases: lag, exponential, stationary, and 

death phases. 

Microbial communities may not start growing immediately after exposure to a 

new substrate medium. An interval of time, called the lag phase, may be required for 

microbes to adapt to the new environment conditions. Adaptation may occur via three 

mechanisms: enzyme induction, gene transfer or mutation, and population changes. 

Often, the latter follows one of the first two (Spain et al., 1980). The time length for the 

latter depends on the growth rate of the microorganisms that degrade the material as well 

as the size of the initial population. It is usually in the order of days. The time required 

for enzyme induction is shorter, although longer time may be required at low substrate 

concentrations. Irreproducible lag periods among replicates are usually indicative of 

adaptation by mutation (Wiggins et al., 1987). For some compounds there appears to be 

a concentration threshold below which no adaptation could occur (Hutchins et al., 1983; 

Spain and Van Veld, 1983; Boethling and Alexander, 1979). Other possible explanations 

of the lag phase include preferential utilization of additional substrates, predation of the 

degrading organisms, and presence of metabolic inhibitors or toxins. 

Most microorganisms proliferate by binary fission. As a consequence, cell 

number or cell mass in a population doubles during each generation time. The resulting 

pattern of population increase is referred to as exponential growth. Growth rate is 

defined to be a change in cell number or cell mass per unit time. The rate of exponential 

growth is influenced by inherent characteristics of the microbial species and external 

factors such as temperature and compositions of the culture medium. It is often difficult 



to distinguish between lag and exponential growth of a small population. As a result, 

the period following exposure and prior to significant degradation, including both lag and 

early growth, are often operationally defined as the lag phase. 

Growth rate in a closed system will reach a stationary phase due to a variety of 

causes, including (1) exhaustion of substrates or essential nutrients and (2) accumulation 

of waste or intermediate products. In the stationary phase, growth rates balance death 

rates, resulting in no net increase or decrease in cell number. In addition, cell 

metabolism continues at a minimal level for maintenance purpose. The duration of the 

stationary phase depends on the sensitivity of the specific organisms to the conditions of 

the medium. 

Cells in a population may remain alive and continue to metabolize after a 

stationary phase is reached. However, cells in a closed environment often die, and the 

population is said to be in the death phase. During this death phase, death rates exceed 

rates of multiplication, and viable-cell count slowly drops with time. Sometimes cells 

lyse, leading to a decrease in both the total and viable counts. 

3.2.1 Growth Kinetics 

In the following discussion, the simple case of a single-species microbial 

population growing on a single soluble organic compound as its sole C and energy 

source is considered. In addition, it is assumed that the chemical is nontoxic and that 

all the essential inorganic nutrients and growth factors needed by the microorganisms are 

abundant. The effect of organic concentration on total growth (difference between the 

initial and maximum cell density) and growth rate is shown in Fig. 3.2a. At very low 

organic concentrations, both the total growth and the growth rate are limited by the 

amount of substrate. Increasing organic concentration ultimately yields growth rates 

identical to the maximum growth rate. However, the total growth may still be limited 

by the substrate. 



The concentration dependence between growth rate and the C source supporting 

the growth is shown in Fig. 3.2b. It has the shape of a hyperbolic curve and resembles 

such saturation processes as adsorption isotherm or Michaelis-Menton kinetics. Monod 

(1949) adopted a mathematical function similar to the Michaelis-Menton equation for 

describing growth kinetics 

where p is the specific growth rate of the microbial population, kax is the maximum 

specific growth rate, C is the organic substrate concentration, and K, is the organic 

concentration when the rate of growth is one-half of the maximum rate. The value for 

& represents the affinity of the microorganism for the growth-supporting compound. 

The lower the value, the greater is the affinity of the microorganism for the organic 

substrate. Both kax and K, are characteristics of microbial species and the substrate 

used. Therefore, the specific growth rate, p, depends on the inherent character of the 

microorganisms and other external factors, for examples, the organic-substrate 

concentration and nutrient conditions. It is important to recognize that equation (3.1) was 

developed, assuming homogeneous environments for each cell with no barriers between 

the cells and substrate. Natural environmental systems comprise innumerable types of 

microorganisms in discrete habitats. Moreover, under most ecological conditions, a 

variety of factors may cooperate in limiting growth. Deviations from equation (3.1) are 

certainly expected in such heterogeneous unsaturated soils. K, values for a given 

compound have been reported to be orders of magnitude larger in soils than in aquatic 

systems, due to a lower degree of contact in soil between the substrate and the microbes. 

In addition, larger values of K, may be ascribed to lower bioavailability of the organic 

substrate as a result of sorption to aquifer material (Alexander and Scow, 1989). 

When cells multiply exponentially in media containing a C source at 

concentrations far in excess of the K,, the rate of growth can be expressed 

mathematically as 



where N and No are the cell numbers (or cell mass) at time t and t = 0, respectively. A 

semilogarithmic plot of N versus t of equation (3.2) results in a straight line. If it is 

assumed that each cell metabolizes the same amount of organic substrate during the 

exponential growth phase, a semilogarithmic plot of the amount of substrate metabolized 

versus time should also give a straight line. However, a semilogarithmic plot of 

substrate remaining versus time often does not give a straight line (Alexander and Scow, 

1989). The shape of the curve that reflects logarithmic growth is depicted in Fig. 3.3. 

Because of a small initial population, most of the period during growth cycle occurs with 

little loss of the substrate level. Therefore, the initial rate of biodegradation is not 

markedly influenced by the concentration of substrate. During the period when nutrients 

are nonlimiting, the doubling of the population occurs at a constant time interval. As the 

population undergoes exponential growth, a sudden decline of the substrate level is 

shown. In fact, much of the disappearance of substrate often can be attributed to the last 

few doublings in population size. 

3.2.2 Biodegradation Kinetics 

Information on biodegradation kinetics is extremely important because it can be 

used to assess the concentration change of a chemical as a result of reactions at any time. 

A large volume of literature exists on the development of mathematical models for 

describing microbial transformation rates of toxic chemicals. Historically, the 

biodegradation-kinetics data have been fit by an empirical power-rate model (Alexander 

and Scow, 1989) 

where t is time, k is the rate constant of the reaction, and n is a fitting parameter. When 

n = 1, the model is equivalent to first-order kinetics. First-order kinetics have been 



described for many soil decomposition processes of nitrogenous species and mineralized 

carbonaceous wastes (Angelakis and Rolston, 1985), and for pesticide degradation in 

surface soils (Wagenet and Rao, 1985). First-order coefficients for toluene degradation 

in aquifer systems have also been reported (Chiang et al., 1989; Patrick et al., 1986; 

Zoetman et al., 1981). These coefficients often correspond to natural attenuations limited 

by the availability of 0,. Greater than first-order kinetics are commonly observed in 

soils (Alexander and Scow, 1989). 

Simluns and Alexander (1984) derived kinetic models from Monod kinetics 

(equation 3.1) to describe biodegradation rates as a function of a limiting substrate 

concentration and population density. They assumed that cell quota (the reciprocal of 

cell yield) was invariant with time and substrate concentration, a sound approximation 

for a C substrate. The following is a general expression for concentration-dependent 

kinetics of biodegradation accompanied by microbial growth in a system of aqueous 

phase. 

where C and C, are the aqueous concentrations of the limiting substrate at time t and t 

= 0, respectively; X, is the aqueous concentration of substrate required to produce the 

initial population. When C,  > &, equation (3.4) may be reduced to 

Equation (3.5) represents logarithmic kinetics of substrate disappearance in a single-phase 

system. An analogous equation can be written for a multi-phase system (e.g., an 

unsaturated soil medium) 



where G and Go are the air-phase concentrations of substrate at time t and t = 0, 

respectively; 8, and 8, are the respective volumetric contents of air and water phases; 

H,, is the water-air partitioning coefficient; p, is the bulk soil density; K, is the 

distribution coefficient of the compound between soil and water phases. The derivation 

of equation (3.6) can be found in Appendix B. Equation (3.6) was used later in data 

analyses. 

Published lunetic coefficients of toluene from several studies are compiled in 

Table 3.1. Clearly, there is some variation among the reported values. The incongruity 

may be attributed to the catabolic diversity of microbial populations and the different 

experimental conditions used in these studies. For instance, experiments conducted with 

pure cultures isolated from oligotrophic environments (Robertson and Button, 1987; 

Button, 1985) yield lower coefficient values than those by mixed cultures in nutrient-rich 

conditions (Alvarez et al., 1991). In addition, the discrepancy may also be caused by 

different methods in determining these parameters (i.e., continuous-flow vs. batch mode). 

Barker et al. (1987) studied aerobic biodegradation of benzene, toluene, and o- 

and m-xylenes (BTX) in microcosms of saturated sandy aquifer material. The aqueous 

concentrations of BTX decreased from their initial values of 1,100-2,600 pg/L to below 

1-2 pg/L within 78 days. The biodegradation kinetics were individually best described 

as zero-order reactions ranging from 33 pg/L/d for benzene to 37 pg/L/d for o-xylene. 

The dissolved 0, was never found to be less than 1 mgL. Zero-order kinetics were also 

used to represent mass loss rates of BTX at other initial concentrations. At lower initial 

concentrations, the mass loss rates of individual compounds were similar (-43 pgL1d). 

At higher initial concentrations, the mass loss rates varied from about 27 to 52 pg/L/d. 

An initial lag phase, when little mass loss occurred, ranged from 2-10 days. The 

incubation temperature was at 10°C. The observed rates of BTX loss were postulated 

to be controlled by the supply of 0, and not by the biotransformation kinetics. Neither 

hax nor & was determined in their study. 

MacQuarrie et al. (1990) obtained Monod coefficients for toluene degradation in 

aquifer sand from the University of Waterloo's research facility at the Canadian Forces 



Base Borden by fitting a 1-D transport model to breakthrough data from a saturated flow- 

through column. The model considered advective transport, sorption, and decay of 

toluene, O,, and microbes, respectively. Microbial degradation was described by a dual- 

Monod type function which includes kinetics of toluene as well as 0,. In addition to the 

Monod parameters, cell-yield and cell-decay coefficients were also obtained by fitting. 

Alvarez et al. (1991) studied the kinetics of aerobic biodegradation of benzene 

and toluene in sandy aquifer material. Drained aquifer material and basal mineral media 

were added to serum bottles. The bottles were shaken and incubated at 25OC. Aerobic 

conditions were ensured throughout the entire experiment. A lag time of 1-2 days was 

observed. Aqueous concentrations higher than 100 mg/L were inhibitory. Batches with 

initial aqueous concentrations of benzene and toluene at 250 mg/L each exhibited no 

biodegradation for over a month. Initial biodegradation rates were measured for substrate 

concentrations ranging from 1-100 mg/L, and the Monod coefficients were obtained by 

Hanes linearization. 

Soil from A, B, and C horizons of the unsaturated zone at Borden site was mixed 

with groundwater in microcosm studies for toluene biodegradation at 24°C (Allen-King 

et al., 1994). In most microcosms with soil previously exposed to toluene, aerobic 

biodegradation was initially controlled by substrate-limited growth, with a maximum 

growth rate of 2.0 d" and a half-saturation constant of no greater than 100 pg/L in water. 

With repeated additions of toluene to the B- and C-horizon soils, transformation rates 

eventually declined to zero-order at 1.5 and 1.7 pglgld, respectively. Substrate-limited 

kinetics were not observed in the uncontaminated C-horizon soil, in which the rate of 

transformation was almost immeasurable. 

In brief, the Monod-kinetics coefficients reflect complex interaction between 

inherent characteristics of the microbial species and their environmental conditions. 

Therefore, biodegradation experiments need to be a close representative of the study 

system to which the characterized kinetics will be applied. Since Monod coefficients 

may vary with the system conditions from which they are derived, environmental factors 

affecting biodegradation are the subject of next discussion. 



3.2.3 Factors Affecting Biodegradation 

In natural environments, a variety of factors influence the rate of biodegradation 

and, hence, the shape of the substrate disappearance curves. In addition to the chemical 

structure and concentration and the nature of the microbial communities, the rate and the 

extent of biodegradation are likely to be greatly influenced by various environmental 

factors. These factors include pH, temperature, the depletion of inorganic nutrients or 

growth factors, the availability of O,, the presence of other readily degradable substrates, 

inhibitors, or predators, the binding of the compound to colloidal matter, and prior 

exposure. In the unsaturated systems, the moisture content also plays an important role 

in controlling biodegradation. 

Ridgway et al. (1990) investigated catabolic activity of gasoline-degrading 

bacteria by using groundwater and aquifer cores from a site contaminated by unleaded 

gasoline. The conditions at the site were characterized to be anoxic and depleted of 

inorganic nutrients such as N, and P. Of 15 gasoline hydrocarbons, toluene, p-xylene, 

and ethylbenzene were most frequently utilized by gasoline-degrading isolates. 

Unsubstituted aromatics such as benzene were less frequently used than most alkylated 

aromatics with the exception of o-xylene. The branched alkanes, such as 2,2,4- 

trimethylpentane, were the least frequently catabolized. Somewhat different findings 

were reported earlier by Jamison et al. (1975) in which gasoline-degrading isolates were 

obtained from groundwater following in situ injection of nutrients and 0,. They reported 

that 2,2,4-trimethylpentane was the most frequently biodegraded compound and p-xylene 

was infrequently utilized. Toluene and ethylbenzene were among the most frequently 

used. These conflicting results may be due to different subsurface conditions of these 

two aquifers which may have enhanced the growth of microbial communities selectively 

(Ridgway et al., 1990). 

The effects of inorganic nutrients and temperature on the biodegradation rates of 

crude oil and hexadecane were studied in a mixture of aquifer sediment and groundwater 

(Chang et al., 1985). Both crude oil and hexadecane exhibited a 2-day lag phase when 



incubated at 12°C and 5-day at 2°C. 0, uptake, hydrocarbon mineralization, and 

microbial growth were enhanced by increase in temperature, inorganic nutrients (N, P, 

and S), and 0, availability. Nonetheless, the effect of temperature was relatively small 

when compared to those of 0, and nutrients. 

Biodegradation of 47 soluble hydrocarbons from gas oil were studied in 

groundwater batches by Kappeler and Wuhrmann (1978). After a lag phase of 5-6 days, 

individual hydrocarbon concentrations began to decrease at a measurable rate. They 

concluded that the lag phase preceding degradation was indicative of a small initial 

number of bacteria capable of oxidizing hydrocarbons. They also found that N and 

dissolved 0, were two limiting factors in the complete degradation of these hydrocarbons 

in groundwater. 

Several environmental factors affecting toluene degradation in groundwater under 

a chemical waste-disposal site were investigated (Armstrong et al., 1991). Toluene 

mineralization rate at 11°C was 36% of the rate at 25°C. Additions of P and potassium 

enhanced mineralization by twofold when compared to unarnended samples. No effect 

of 0, addition on toluene mineralization was observed. 

The effect of inorganic nutrients on propane and butane degradation had been 

previously examined in the Columbia River sand studied here (Toccalino et al. 1993). 

N was shown to be the most limiting mineral nutrient in the sand. Butane degradation 

rates increased with increasing N concentrations and were not affected by the form of 

N added. All experiments were conducted with unsaturated soil at a water content of 

4.0-4.5 rnl of H,O per 100 g of dry soil. The incubation temperature was at 20°C. 

The effect of N on toluene degradation kinetics was observed for A-, B-, and C- 

horizon soils from the unsaturated zone at Borden site (Allen-King et al., 1994). With 

repeated additions of toluene, soil of all horizons became limited with respect to N, 

resulting in a change in biodegradation kinetics. The addition of (NH,),SO, relieved N- 

limiting conditions, and biodegradation kinetics were once again growth-limited. N was 

found more limiting in the B- and C-horizon soils. In the uncontaminated C-horizon soil, 

biodegradation was initially immeasurable. The addition of KNO, or NH,C1 accelerated 



biodegradation, and growth-limited kinetics were observed. Because A-horizon soil 

contained more N than the others, more toluene was degraded in this horizon. 

Despite its complexity, it is possible to characterize biodegradation lunetics 

empirically. More specifically, factors which most influence biotransformation may be 

determined, and functional relationships between these factors and substrate removal rates 

may be derived. In many instances, the rate of substrate disappearance may be described 

by concentration-dependent kinetics relating two variables: substrate and population 

concentrations (Simkins and Alexander, 1984). Without a full characterization of the 

relationships between all environmental variables, measured biodegradation parameters 

are system-specific. Therefore, caution should be taken when applying biodegradation- 

rate constants measured in one environment to another. As a consequence, it is 

necessary to conduct experiments for determining parameter values relevant to the system 

of interest. Such experiments are presented in the following sections. 

3.3 EXPERIMENTAL METHODS 

3.3.1 Experimental Design 

A schematic diagram of the vessels used in the batch experiments is shown in 

Fig. 3.4. The vessels were stainless-steel (SS) canisters (0.8-L) capped with a specially- 

designed low-dead-volume valve. Uncontaminated sandy soil from the Columbia River 

was air-dried, passed through a 2-mm sieve, before packed into a small column. The 

column was then saturated from the bottom with a NH,NO, (reagent grade, Aldrich 

Chemical Co., Inc., Milwaukee, WI) solution (22.2 mg-N/L) and subsequently drained 

to a residual moisture content by gravity. Approximately 55 g of moist sand was placed 

in each can. The headspace in the canister was to ensure a sufficient 0, supply 

throughout the experiment, as well as to prevent significant negative pressure developed 

due to frequent sampling. The latter effect was tested by sampling the autoclaved 

controls the same number of times as the active batches. A precalculated amount of pure 



toluene (>99.9%, Aldrich Chemical Co., Inc., Milwaukee, WI) was injected with a 10-p1 

syringe #I701 (Hamilton Co., Reno, NV) to give the desired initial concentration. The 

canister was then sealed, shaken, and incubated at 15°C for over night prior to the first 

sampling. Batch experiments were conducted in duplicate or triplicate. Sterile controls 

were prepared in the same manner, except that after their first samplings they were 

autoclaved at 121°C for 30 rnin on two consecutive days. 

3.3.2 Sampling and Analysis Procedure 

Toluene biodegradation kinetics were monitored by frequent measurements of 

headspace concentration with time. Each canister was shaken before it was analyzed. 

The experiments were terminated, when no toluene was detected in the headspace or 

when toluene disappearance rates became very slow. O,, CO,, and CH, were measured 

twice: once at the beginning and once more at the end of experiments. 

Toluene concentration was analyzed by using a flame-ionization detector (FID) 

equipped on an HP-5890 gas chromatograph (Hewlett Packard, Avondale, Pa). An 

eight-port valve (Carle Instruments, Inc., Loveland, CO) with a 100-pl sample loop 

heated to 100°C was used for sample injection. In the "injection" mode, the carrier gas 

(He) bypassed the valve via the dotted line (see Fig. 3.5a). A vacuum pump was 

connected to an "evacuation chamber". In the "load" mode, the "evacuation chamber" 

was connected to the canister which was opened just before the valve switched. The 

vapor from the canister (I .  1 rnl) was drawn to fill the sample loop and the chamber. As 

the valve switched back to the "injection" mode, the content of the sample loop was 

flushed by He to a 0.32 rnm I.D., 30 cm long fused-silica capillary column (DB-1). The 

column temperature was at 150°C. Flow rates of He, air, and H, were 4, 400, and 35 

cm3/rnin, respectively. N, was used as makeup gas at 30 cm3/min. The temperature of 

FID was at 200°C. 

Respiration-gas analyses were performed by using an HP5890 GC equipped with 

a fourteen-port valve (Valco Instruments Co., Inc., Houston, TX) shown in Fig. 3.5b. 



A 1.25-rnl of vapor sample was' drawn by vacuum to two sample loops on the valve. 

Each sample loop was connected to a packed column. 0, was separated on a 6.4 rnm 

O.D., 48.3 cm long SS column packed with 60/80 mesh molecular sieve 5A (Altech 

Associates, Inc., Deerfield, ILL) and analyzed by a thermal-conductivity detector (TCD). 

CO, and CH, were separated on a 3.2 mrn O.D., 40.6 cm long SS column filled with 

1001120 mesh Spherocarb (Analabs, Norwalk, CT). The oven temperature was 

programmed at an initial temperature of 40°C for 1 rnin, then increased at 30°C/min to 

a final temperature of 80°C, and held at 80°C for 3 min. After separation, CO, was 

reduced to CH, in a catalyst column (Ni) heated at 500°C. Both gases were then 

analyzed by FID. The TCD and FID temperatures were at 105 and 225"C, respectively. 

He was used as the carrier gas to both detectors at 30 ml/rnin. He was also used as the 

reference gas for TCD at 30 ml/min. The air flow rate to FID was 400 rnllmin. H, (30 

ml/min) was used as reductant in the catalytic reaction of CO, to CH,. 

Gas-phase standards of toluene were used throughout these experiments. The 

standards were prepared in a 0.8-L SS canisters capped with SS-bellows valves (Whitey 

Co., Highland Heights, OH). A known quantity of pure liquid toluene was injected into 

each canister with a gas-tight syringe. Adequate time was allowed for toluene to 

vaporize before it was diluted with N, to obtain the desired concentration. All canisters 

were stored in a cold room at 15"C, and their concentrations were corrected for the 

temperature effects. Respiration-gas standards were prepared in the same way as 

described earlier (Chapter 2). 

Data acquisition and the valve were controlled by a Nelson Analytical 760 Series 

Interface (Nelson Analytical, Cupertino, CA). All peak areas were quantified by 

comparison with external standards as described above. The detection limits by these 

analytical methods were 0.014 mg/L for headspace toluene and 1 and 0.004% by volume 

for 0, and CO,, respectively. 



3.3.3 Data Analysis 

Data from each batch were analyzed separately for hax and X, by curve-fitting 

to the integrated form of equation (3.6). Nonlinear regression analyses were conducted 

by using Igor (WaveMetrics, Inc., Lake Oswego, OR), which employs the Levenberg- 

Marquardt algorithm (Press et al., 1988) in searching of the optimal fitting parameters. 

Values of individually fitted kax and X, were then averaged among triplicates. 

3.4 RESULTS AND DISCUSSIONS 

3.4.1 Biodegradation Kinetics 

A number of batch experiments were carried out with initial concentrations 

ranging from 0.6 mg/L to 9.0 mg/L. A period of 2-4 days elapsed before a decline of 

toluene vapor concentration was evident. The cause of this "lag" time was not 

investigated, although it was believed to occur because of small initial populations of 

toluene degraders. Once biodegradation became significant, toluene was completely 

consumed within 0.5-2 days. From this point on, the toluene concentration refers as to 

the vapor phase, unless otherwise stated. 

Figure 3.6 shows measured headspace concentrations of toluene plotted with time 

for canisters at different initial concentrations ranging from 0.6-2.7 mg/L. These batches 

demonstrated a consistent pattern of degradation, which reflects logarithmic growth 

kinetics (see Fig. 3.3). Toluene concentrations remained unchanged for approximately 

3 days before they rapidly reduced to below the detection limit. Figure 3.7 shows data 

from the same batch experiments in terms of toluene concentration being removed. 

These curves resemble growth kinetics occurring in the batch experiments, if it is 

assumed that the quantity of toluene degraded is proportional to the cell density 

produced. Here, the exponential growth and the "lag" time (the time elapsed before 

degradation was evident) were readily illustrated. All batches exhibited similar lag times 



and growth rates. Table C.l (Appendix C) summarizes the initial and final values of 0, 

and CO, in these canisters. 0, levels in all canisters were nearly unchanged and CO, 

levels increased approximately 17 fold from ambient concentrations. Additionally, no 

CH, was produced. These results indicated that aerobic conditions existed during the 

experiment. Since toluene was the only added C source, the evolution of CO, was an 

indicative of microbial degradation of toluene. Hence, these results suggested that the 

indigenous microorganisms in the study soil were capable of utilizing toluene as the sole 

C and energy source. 

The change in concentration with time for batches with initial concentrations 

ranging from 2.5 to 5.1 mgL are shown in Fig. 3.8. The depletion of toluene was 

apparent at -2-3 days after toluene was introduced. The disappearance rate then 

increased exponentially until toluene was almost gone. A low concentration of toluene 

appeared to persist in some canisters. 

The above data were analyzed by nonlinear regression in order to determine 

and &. Examples of curve fits are shown in Fig. 3.9, and fitted values of p,,,,, and X, 

from individual curves are summarized in Table 3.2. 

Batches incubated at higher initial concentrations (5.9-8.0 mg/L) are plotted in 

Fig. 3.10. Toluene disappearance rate was initially insignificant during a period of -4 

days, after which it increased, but later decreased. All autoclaved batches showed no 

significant changes of headspace toluene over 15 days (Fig. 3.11). 

Biodegradation kinetics at initial concentrations of 5.3, 7.3, and 9.2 mg/L were 

conducted using same soil amended with higher content of N (96.6 mg-NIL). At all 

three concentrations, the biodegradation became evident in 2 days, and by day 4 little 

toluene was left (Fig. 3.12). Degradation kinetics of a batch at low N content (shown 

by open symbols) are included in the figure for comparison. The lag time was somewhat 

reduced in batches with higher N. However, the most distinct difference was that in the 

high N case, the biodegradation rate did not decline with time. 



3.4.2 Respike Assays 

After all toluene was exhausted, most canisters were respiked with toluene and 

degradation was monitored. Two different types of response were observed. In canisters 

that had previously received low toluene concentration (<3 mg/L), degradation resumed 

at a much faster rate than what they had demonstrated earlier (see Fig. 3.13a). In 

contrast, degradation in those canisters that had previously received high toluene 

concentration (23 mg/L) proceeded at a much slower rate. Further additions of toluene 

in the canisters with faster rates eventually resulted in a decline of the biodegradation 

rate. These results suggested that the bioavailable N in the soil was becoming depleted. 

The hypothesis was tested by adding 0.5 rnl of 22.4 mg-N/L as NaNO, (99.999%, 

Aldrich Chemical Co., Inc., Milwaukee, WI) to some canisters and 0.5 rnl of NaCl 

solution with an equimolar concentration as NaNO, solution to others. The results of 

selected canisters are shown in Fig. 3.13b. Canisters added with NaNO, showed an 

abrupt drop of toluene level after one day whereas those of NaCl showed no change in 

their courses. The amounts of toluene needed to deplete the available N in soil were 

nearly the same in all canisters. 

These kinetic and respike experiments have demonstrated that biodegradation in 

this system is growth related, and it follows a logarithmic rate until the bioavailable N 

becomes limited. Subsequently, the biodegradation rate is severely reduced. Data for 

the majority of these experiments are compiled in Appendix C. 

The EfSect of Concentration 

When N was not limiting, exponential kinetics were observed for aerobic 

biodegradation of toluene at concentrations ranging from 0.6 to 8.0 mg/L. Even at the 

lowest initial concentration, the biodegradation kinetics were not affected by the 

concentration of toluene. I& of this system was very low and could not be determined 

by the experimental method used. This pattern of toluene degradation kinetics was also 

observed by Allen-King et al. (1994). 



Only those data showing complete removal of toluene were fitted to equation 

(3.6), and values of p,,,,, and X, were obtained for each batch. Using weighted-mean 

values of b,, and X,, a maximum value of K, was back-calculated from equation (B.7) 

(in Appendix B) to be 0.003 mg/L (equivalent to an aqueous concentration of 0.014 

mg/L). These values of kax (0.103 f 0.002 h-') and K, (10.003 mg/L) were much lower 

than those reported by Alvarez et al. (1991) but were consistent with those reported by 

Allen-King et al. (1994) and Robertson and Button (1987). Considerably lower K, values 

were observed for oligotrophs (Robertson and Button, 1987) than eutrophs (Alvarez et 

al., 199 I), presumably because oligotrophs need to strive for survival in nutrient-limiting 

conditions (Slater and Lovatt, 1984). Since the value of K, was substantially lower than 

the concentration commonly found at a contaminated site, K, was not environmentally 

relevant for this system. In brief, aerobic degradation of toluene in this unsaturated 

sandy soil conformed to equation (3.6) when N was not limiting, and the corresponding 

growthldegradation rate appeared more or less independent of toluene concentration. 

Inhibition by toluene was not observed over the concentration range studied. Fig. 

3.14 shows selected kinetic plots representing the entire concentration range. Except for 

some variation in the lag periods, the biodegradation kinetics were similar at different 

concentrations, suggesting that inhibition did not occur. This is consistent with results 

observed by Alvarez et al. (1991). 

The Effect of N 

The kinetic experiments conducted here demonstrated that N was the limiting 

inorganic nutrient in the soil studied here. N was previously determined to be the most 

limiting mineral nutrient in this soil for alkane degradation (Toccalino et al., 1993). The 

dependence of biodegradation on the presence of N suggested that the process was 

growth related. In addition, increases in toluene degradation rates with time suggested 

that the microbial-population size and thus the microbial activity might have increased 

over time. Other researchers also found faster removal rates of BTX when additional N 

was added (Allen-King et al., 1994; O'Leary et al., 1993; Aelion and Bradley, 1991). 



The Effect of Lag 

No immediate decrease of toluene concentration was observed in any batch 

experiments when they were first introduced to toluene. These experiments repeatedly 

showed an operationally-defined lag period of 2-4 days, during which toluene 

disappearance was not measurable. Based on the available data, it was not possible to 

conclusively state what caused the observed lag period. However, the length of the lag 

time was too long to be caused by merely enzyme induction. In addition, the consistent 

lag time among triplicates did not suggest the possibility of gene transfer. Although no 

confirmation of which mechanisms causing the observed lag periods was sought in this 

study, it was suggested that the observed lag reflected the selection of toluene degraders 

from a small initial population. Other studies of toluene biodegradation showed that 

native microorganisms degrade toluene almost immediately, and that the apparent lag 

period in the biodegradation curve reflects the continuous growth of a small initial 

population (Swindoll et al., 1988; Barker et al., 1987). The Monod equation (equation 

3.4) does not include the lag effect. Therefore, kinetic parameters obtained by fitting 

data to equation (3.6) presume the cause of lag was due to growth from a small initial 

population. 

An estimate of the initial population of toluene degraders can be made by 

extrapolating a straight line through the data point to y-axis (Fig. 3.15). The intercept 

of this line (0.0062 mg/L) represents the amount of toluene that would be required to 

produce the initial cell concentration. The corresponding mass of toluene was calculated 

to be -0.005 mg per 50 g of dry sand. Using a biomass yield of 0.5 (g of biomass per 

g of toluene degraded), the total cell mass of -5x10-~ mg-biomass per g of dry sand was 

obtained, which was converted to a cell number of -5x104 cells per g of dry sand, 

assuming a cell weight of mg (Alvarez et al., 1991; Bouwer and McCarty, 1984). 

This number agrees with toluene degraders enumerated by the MPN method in Borden 

sand (Allen-King et al., 1994). 



3.4.3 Biodegradation Stoichiometry 

An equation of biodegradation reaction was predicted by using the extent of C 

assimilation and balanced equations representing an energy-yielding and a biomass- 

producing processes. The extent of C assimilation was calculated based on a C balance 

of CO, evolved and toluene degraded, assuming all toluene that was not mineralized was 

incorporated into biomass. Appendix C illustrates these calculations using initial and 

final concentrations of toluene and CO, from canisters that were not N-limited. The 

reason for using only canisters not depleted in N because during N- or C-limiting 

conditions, growth is suppressed, and more of the metabolite is expected to be 

mineralized for maintenance functions. A low percentage (29-43%) of toluene 

mineralized was found in every case. [The corresponding range of toluene assimilated 

was 57-71%]. As shown in Table C.4 (Appendix C), these measured values of percent 

mineralization were much lower than the range (5040%) reported in the literature 

(Alexander, 1977; Porges et al., 1956). 

The apparently low amount of CO, measured might have been due to incomplete 

mineralization of toluene, syntheses of extracellular materials, or accumulation of 

"storage" polymers (e.g., poly-P-hydroxybutyric acid and glycogen granules). Adsorption 

of CO, on goethite and hematite surfaces (see measured values of free irons in Table 2.1, 

Chapter 2) in the form of carbonates (van Geen et al., 1994) could not account for the 

low amount of CO, measured. Since soil pH (-6.5) did not change during the 

experiments, and since not much carbonates could be present at this pH (-7.5~10"~ 

moles), precipitation of CO, with common divalent ions was not likely in this case. 

Hence, the low amount of CO, measured was probably resulted from biological causes 

mentioned above. 

The following equations may be written for mineralization, assimilation, and 

overall metabolism, respectively, by taking into account the percentage of toluene 

mineralized and assimilated. 



Mineralization: C7H, + 90, + 7C0, + 4H20 

Assimilation: C7H8 + 3/50, + .7NH,NO, + 7/5C5H7N02 + .5H,O 

Overall Metabolism: C7H8 + 3.40, + .5NH,NO, + .9C5H7N0, + 2.3C02 + 1 .7H20 

For the assimilative equation, an empirical biomass formula was used to represent the 

proportions of the major atoms present in the cell composition (Porges et al., 1956). A 

mean value of 61% was used to represent the extent of toluene assimilation. The overall 

metabolism equation predicted stoichiometric coefficients for NH,N03, O,, and CO, to 

be 0.5, 3.4, and 2.3, respectively. These coefficients could be used in predicting 

production rates of CO, and removal rates of 0, and N. 

Molar ratios of NH,N03 to toluene were estimated from data of those canisters 

indicating N limitation (see Tables C.5 and C.6 in Appendix C). An average value of 

these ratios was 0.16, which was comparable to the stoichiometric coefficient (0.5) 

predicted by the overall-metabolism equation. The quantity of N mass required to 

convert toluene C to biomass may also be estimated by using the extent of C assimilation 

and the C:N ratio found in cellular material. A value of 10: 1 is widely accepted for C:N 

ratio for a mixed microbial population in soils (Atlas, 1981; Dibble and Bartha, 1979). 

Combining the value of C assimilation and the C:N ratio in cell mass, a C:N ratio of 

15:l was obtained for biodegradation. This was in good agreement with the value of 

19:l (Table C.5 and C.6) observed in the current experiments. The C:N ratio implies 

that a decomposition of 1 g of C from substrate toluene requires 0.06 g of N. 

As seen in Tables C.l and C.2, the degradation of toluene did not result in 

significant 0, depletion in any batches. As a consequence, a mass balance of 0, could 

not be constructed, and the molar ratio of 0, to toluene was unknown. 

3.5 CONCLUSIONS 

A series of batch studies for aerobic biodegradation of toluene was conducted 

using unsaturated Columbia River sand. The indigenous microorganisms were capable 



of using toluene as the sole source of C and energy in the presence of 0,. This 

conclusion was supported by the disappearance of toluene, the production of CO,, and 

the absence of CH,. 0, levels in all canisters were nearly unchanged at the end of all 

experiments, confirming the existence of aerobic conditions. In all batches, a short lag 

was observed before biodegradation became apparent, after which toluene was rapidly 

removed. Furthermore, a degradation pattern that reflects exponential growth, of which 

the rate increased exponentially with time, was observed. However, after all bioavailable 

N was depleted, the degradation rate fell to a low level. When additional N was added, 

rapid degradation resumed, indicating that the extent of toluene degradation depended on 

the bioavailability of N. Batches amended with higher content of N permitted more 

toluene to be utilized than those with lower content. No effect of toluene concentration 

on the biodegradation rate was observed over the concentration range tested. The 

autoclaved controls showed no significant decrease in toluene concentrations for 15 days. 

Although there was no corresponding biomass measurements to confirm the association 

of biodegradation with growth, the fact that biodegradation was N-dependent provided 

indirect evidence. 

Nonlinear regression analyses were used to estimate kinetic parameters from the 

substrate depletion curves. Mean values of p,,,,, and X, for toluene in this system were 

0.103 h" and 0.007 mg/L, respectively. K, was too low to be measured by the 

experimental and analytical procedures used in this study. Nevertheless, the maximum 

value of K, was estimated to be no greater than 0.003 mgL. These values of kinetic 

coefficients were assumed to represent biodegradation rates in the column experiments 

(Chapter 2). In the next chapter, the biodegradation kinetics as described by equation 

(3.6) will be incorporated into a mathematical model which includes other physical and 

chemical processes as well. The values of microbial parameters derived here and other 

independently-derived model inputs will be used in assessing the transport in the column 

experiments. 
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Table 3.2. Values of kinetic coefficients fitted to equation (3.6). 

- - - 

- 

Can # Xo 
(mg/L) 

Std 
Dev. 

1 

2 

3 

11 

12 

13 

6 

16 
"c" 

5 

4 

14 

8 

9 

10 

15 

Average 

Std 
Dev. 

0.006 0.007 0.111 0.014 

0.005 0.007 0.111 0.0 15 

0.007 0.008 0.111 0.0 12 

0.015 0.01 1 0.095 0.008 

0.005 0.004 0.1 12 0.010 

0.006 0.005 0.107 0.009 

0.024 0.0 12 0.093 0.005 

0.005 0.003 0.120 0.007 

0.017 0.009 0.097 0.005 

0.122 0.124 0.100 0.012 

0.176 0.141 0.098 0.010 

0.0 12 0.01 1 0.109 0.009 

0.03 1 0.039 0.120 0.0 15 

0.036 0.044 0.106 0.013 

0.036 0.037 0.108 0.01 1 

0.055 0.058 0.102 0.012 

0.007 0.002 0.103 0.002 
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Figure 3.2a. Relationship between substrate concentration, growth 
rate, and total growth (after Brock and Madigan, 1988). 
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Figure 3.2b. Effect of substrate concentration on growth rate (after 
Alexander and Scow, 1989). 



Figure 3.3. Disappearance curves for chemicals that are mineralized by 
different kinetics (Alexander and Scow, 1989). 
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Figure 3.4. Diagram of canisters used for batch experiments. 
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Figure 3.5a. Diagram of eight-port valve used for toluene analyses. 
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Figure 3.5b. Diagram of fourteen-port valve used for respiration-gas 
analyses. 
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Figure 3.6. Toluene disappearance curves at low initial concentrations (Batch 
Experiment #6). 
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Figure 3.7. Toluene degradation resembles logarithmic-growth kinetics (Batch 
Experiment #6). 
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Figure 3.8. Toluene disappearance curves at different initial concentrations 
(Batch Experiment #5). 
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Figure 3.10. Toluene disappearance curves at higher initial concentrations 
(Batch Experiment #4). 
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Figure 3.11. Absence of detectable sorption or degradation of toluene in 
controls. 
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Figure 3.12. Effect of N concentration on toluene biodegradation. Soil depicted 
by filled symbols contained -4 times as much N as soil of open symbols. 



Figure 3.13a. Canisters receiving low initial doses of toluene (a) 
exhibited faster degradation rates when more toluene was added (b). 
The rates eventually decreased (c) unless more N was added (d). 
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Figure 3.13b. Effects of additional toluene (b) and bioavailable N (c) 
on biodegradation in canisters with high initial doses of toluene (a). 
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Figure 3.14. Absence of toluene inhibition over the concentration range 
investigated. 
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Figure 3.15. Extrapolation of toluene data (Batch Experiment #6) to time zero 
for an estimation of the initial population. Larger uncertainty in measurements 
of these data can be seen at early times. 



CHAPTER 4 

NUMERICAL MODELING OF TOLUENE TRANSPORT AND 

FATE IN UNSATURATED SANDY MEDIA 

4.1 INTRODUCTION 

Simulation models provide a convenient and cost-effective way to analyze 

subsurface contaminant migration. However, it must be recognized that any transport 

model is merely a simplified representation of extremely complex phenomena resulting 

from combined effects of physical, chemical, and biological processes. Thus, the 

effectiveness of models relies on an understanding of the fundamental principles 

governing transport and fate and the accuracy of model input parameters. However, 

many complex models contain parameters that are difficult to estimate or measure. To 

overcome this limitation in the study reported here, an integrated approach of physical 

experiments and numerical modeling was conducted to gain insight into interactions 

between various processes responsible for the migration of contaminants in unsaturated 

sandy media. Using information from batch experiments reported earlier (Chapter 3), a 

relatively simple model was developed describing vapor diffusion and biodegradation of 

volatile hydrocarbons in a moist sandy soil. A one-dimensional (I-D) Galerkin finite- 

element solution was obtained and used in simulating column experiments discussed 

previously (Chapter 2). Model input data were obtained from either literature or 

independent laboratory measurements as presented in Chapter 2 and 3. Simulations were 

compared with experimental data to assess the degree of influence of various physical, 

chemical, and biological processes on the transport and fate of toluene in the unsaturated 

zone, as well as to confirm the conceptual model. This chapter deals with mathematical 



formulation and numerical modeling of the physical model (soil columns). Subjects will 

be presented in the following order: a brief review of existing models, model 

development, model evaluations, and conclusions. 

4.1.1 Literature Review 

In the past few decades, a number of mathematical models were developed to 

describe the transport and fate of pollutants in the unsaturated zone. Some of these are 

for infinitely miscible polar compounds, inorganic or organic, of which transport 

processes are dominated by advection and hydrodynamic dispersion (Barnes, 1989; De 

Smedt and Wierenga, 1984; Rao et al., 1980; van Genuchten and Wierenga, 1976). 

These models have been applied to describe the transport of organic leachate in soil 

below sanitary landfills (van Genuchten et al., 1977). In general, the models are not well 

suited for immiscible organic compounds, which are moderately soluble and volatile at 

the same time. 

Other models were developed to emphasize vapor-phase diffusion of pesticides 

in soil (Jury et al., 1990; Jury et al., 1983; Jury et al., 1980; Mayer et al., 1974). Most 

volatilization models neglect water phase and employ various assumptions which render 

to analytical solutions. Jury et al. (1983) integrated mass partitioning between air, water, 

and soil phases, leaching by soil solution at a constant velocity, volatilization, and 

degradation of first order into a 1-D analytical model. The model has been used to 

estimate pesticide losses by leaching or volatilization. These analytical models have 

limited use. The multi-phase partitioning approach was extended to two-dimensional (2- 

D) for vapor transport in the unsaturated zone (Silka, 1988; Striegl and Ishii, 1989). 

Silka (1988) performed simulations to investigate observations of soil-gas survey reported 

in the literature. However, biodegradation was not included in the analyses. Striegl and 

Ishii (1989) used a finite-difference model that includes a first-order reaction term to 

explain field data of methane adjacent to a buried waste-disposal site. Because no values 



for methane consumption term was available, the model was calibrated to field data until 

a satisfactory fit was obtained. 

Corapcioglu and Baehr (1987) proposed a multi-phase model incorporating an 

immiscible phase for describing subsurface movement of hydrocarbon mixtures such as 

gasoline. A 1-D finite-difference solution was derived for estimating contaminant fate 

of a hypothetical gasoline immobilized in the unsaturated zone (Baehr and Corapcioglu, 

1987). 0, transport was modeled to provide an upper bound estimate of aerobic 

degradation. Baehr (1987) provided sensitivity studies of a suite of gasoline hydrocarbon 

components with a broad range of air-water partitioning properties under the effects of 

sorption and diffusion. Model results showed that as these compounds evaporated and 

diffused towards ground surface, they were separated chromatographically due to 

partitioning into residual soil water at different degrees, leading to species-dependent 

profiles. 

Vapor-phase transport of several volatile organics was examined for potential of 

density-driven flow due to volatilization. Sleep and Sykes (1989) presented a 2-D 

transport and flow model that incorporates water infiltration and gas-phase advection due 

to density effects. Mass transfer between phases was estimated by a first-order process; 

however, biodegradation was excluded. Both aqueous- and vapor-phase transport of 

trichloroethylene in variably saturated media were simulated under a variety of 

conditions. Falta et al. (1989) also conducted 2-D modeling analyses to illustrate the 

effect of density-gas flow on vapor diffusion of carbon tetrachloride and toluene under 

different gas-phase permeabilities. While both trichloroethylene and carbon tetrachloride 

were affected by density-driven flow, toluene, which has lower saturated-vapor pressure 

and smaller molecular weight, was not. Neither models were validated against field or 

laboratory data. 

Recent models have focused on microbially mediated oxidation in the subsurface. 

Sykes et al. (1982) modeled the transport of organic leachate from a landfill in 

groundwater. The aqueous-phase transport was under the influence of advection, 

dispersion, and anaerobic degradation. Michaelis-Menten type function was used to 



characterize the organic utilization rate in the zone just below landfill. At downgradient 

where the organic concentration was much less than the half-saturation constant, the 

organic consumption rate was simplified to first order. Model predictions were compared 

to limited field data. 

0, depletion is often observed in hydrocarbon plumes. This has been interpreted 

to mean that the biodegradation reaction is rapid (i.e., "instantaneous") with respect to 

transport. Borden and Bedient (1986) presented a solute transport model for simulating 

degradation processes of dissolved hydrocarbons in groundwater low in 0,. In addition 

to transport of O2 and hydrocarbons, equations were developed for describing growth, 

decay, and transport of microorganisms. The transport of microorganisms was controlled 

by affinity of microorganisms for solid surfaces, and the exchange between suspended 

and attached microbes was assumed to be quantifiable with a microbial retardation factor. 

Modified Monod functions were used to characterize growth kinetics and removal of 0, 

and hydrocarbon. Their sensitivity studies indicated that the model was insensitive to 

microbial parameters, especially in the body of the plume where 0, was limited. In a 

companion paper, they modified an existing solute transport model (MOC, Konikow and 

Bredehoeft, 1978) to include instantaneous biodegradation of hydrocarbon and 0,. The 

resulting model appeared to provide adequate description of both hydrocarbon and 0, 

transport at a hazardous waste site (Borden et al., 1986). Following the approach of 

Borden et al. (1986), Rifai and Bedient (1987) expanded the model to include sorption, 

anaerobic decay, and the capability of simulating in situ biorestoration processes. 

MacQuarrie et al. (1990) solved the set of equations presented by Borden and 

Bedient (1986) excluding the microbial growth on background organic C. Their 1-D 

model was fitted to toluene breakthrough data of a laboratory sand-packed column for 

determinations of microbial parameters. Fitted values of kax and K, were .493 + 365 

day-' and 0.655 + 2.87 mg/L in aqueous concentration, respectively. Population density 

was predicted within a factor of ten of the results from bacterial plate counts. No 

independent experimental data were used to validate their model. Sensitivity analyses 

of the 2-D model showed that physical and chemical parameters were of primary 



importance in controlling the rate of mass removal by aerobic degradation of a dissolved 

organic plume. For easily biodegradable compounds, the size of initial microbial 

population and the biodegradation kinetic constants had a secondary effect on organic 

plume behavior (MacQuarrie and Sudicky, 1990). 

Molz et al. (1986) incorporated detailed characteristics of microbial populations 

at pore-scale view into the microbial kinetics concept used in their model development. 

The microbial population was assumed to grow as rnicrocolonies in a cylindrical-plate 

shape, and microbial transport was excluded. In addition, a diffusion boundary layer 

existed between bulk pore-fluid and the surface of the microcolonies. A substrate 

utilization rate was quantified on the basis of each colony, and a dual-Monod growth 

function was used. They assumed that energy requirements for cell maintenance were 

satisfied through recycling internal substrate. A set of five coupled nonlinear equations 

was solved using the Eulerian-Lagrangian method. The 1-D model was tested for 

parameter sensitivity, however it was not evaluated with any field or experimental data. 

Widdowson et al. (1988) extended the transport model presented by Molz et al. (1986) 

to include transport of nitrate as an alternative electron acceptor and transport of 

ammonia-N as the inorganic nutrient necessary for growth. Utilization rates of all 

constituents considered in the model were in a form of triple-Monod kinetics. The 

resulting model, which consists of nine coupled nonlinear equations, was solved. Model 

simulations were illustrated for a hypothetical case of 1-D column experiment. Although 

the last model includes the effect of nutrient availability, it requires numerous input 

parameters, many of which are either difficult to obtain or not directly measurable. 

Hydrocarbon transport and biodegradation in the unsaturated zone has not been 

modeled as extensively as the saturated zone. In soil science, degradation of pesticides 

in soil is usually represented by first-order kinetics (Wagenet and Rao, 1985; Jury et al., 

1983; Mayer et al., 1974). Angelakis and Rolston (1985) proposed a 1-D model for 

simulating movements of dissolved C species in soil columns receiving wastewater 

effluent. Biotransformation were approximated by first-order kinetics. CO, production 

was modeled as a gas-phase diffusion process with constant gas solubility in soil water. 



Numerical predictions of transient profiles of soluble C were more accurate in the early 

times than at later. 

Ostendorf and Karnpbell (1991) developed a steady-state analytical model 

featuring vapor-phase diffusion and Michaelis-Menton lunetics. The model was 

calibrated with field profiles of total hydrocarbon vapor and 0, concentrations in the 

unsaturated zone above a capillary fringe contaminated by aviation gasoline. Using 

independently-derived site characteristics, maximum reaction rates and half-saturation 

constants, obtained by fitting, range from 8 .87~10-~  to 1.13x10-' and 5 . 5 6 ~ 1 0 - ~  to 8 . 5 4 ~ - ~ ,  

respectively. They concluded that a simple analytical model of gaseous diffusion and 

biodegradation was suitable for modeling hydrocarbon distribution in a geologically 

homogeneous vadose zone that has had prolonged exposure to hydrocarbon vapors. 

Results also indicated that little 0, reached the water table because of the aerobic 

biodegradation process in the unsaturated zone. 

Chen et al. (1992) applied the model by Widdowson et al. (1988) to describe 

multi-phase transport of hydrocarbon compounds in an unsaturatedsaturated soil system 

by adding an immobile air phase. The 1-D model was evaluated by using data from 

continuous-flow saturated column experiments under either aerobic or denitrifying 

conditions. The columns were continuously fed with a mixture of BTX at an aqueous 

concentration of 20 mg/L per component, basal mineral medium, and the appropriate 

electron acceptor. Model parameters were determined independently from aquifer slurry 

studies, batch experiments, or literature. Simulated breakthrough curves of toluene and 

benzene were compared with the colurnn data. Sensitivity analyses revealed that the 

predicted breakthrough curves were particularly sensitive to the initial biomass 

concentration, the maximum substrate-utilization rate, and the half-saturation coefficient. 

4.1.2 Biodegradation Kinetics Concept 

Several models have been proposed to represent biodegradation kinetics in soil. 

These range from the simple first-order rate equation to more complex models [e.g., the 



three-halves-order kinetics model of Brunner and Focht (1984) or the two-compartment 

model of Scow et al., (1986)l. Prior column studies with a sandy soil (Chapter 2) 

demonstrated that aerobic biodegradation was an important process affecting hydrocarbon 

transport and fate under certain conditions. Batch experiments (Chapter 3) indicated that 

the indigenous microbial population grew at a logarithmic rate using toluene as the only 

C and energy source. Thus, zero-order Monod kinetics were selected to represent 

biodegradation kinetics in the transport model developed below. 

When 0, supply is unlimited, biodegradation kinetics are the rate-controlling step, 

and the reaction rate of biodegradable hydrocarbon must be experimentally determined 

(Barker and Mayfield, 1988). This is because the transport process is fast relative to the 

time scale of biodegradation. Under balanced conditions, biodegradation may follow 

Michaelis-Menten kinetics for non-growing populations or Monod kinetics for small 

initial populations. In the former case, the rate is proportional to substrate concentration 

when substrate concentration is substantially below a half-saturation constant, and the 

reaction is thus first order with respect to substrate. Half lives of BTEX compounds of 

less than 20 days were observed when 0, was not limiting (Patrick et a]., 1986). As the 

substrate concentration is increased, the reaction rate increases and is mixed-order. At 

high concentrations, the rate becomes constant and independent of substrate 

concentration. Similarly, for microorganisms follow Monod kinetics, their growth rates 

can be simplified to either first or zero order with respect to substrate. The 

corresponding biodegradation rates are second order (i.e., first order with respect to both 

substrate and biomass) and zero order with respect to substrate (i.e., substrate removal 

rate increases linearly with biomass concentration), respectively (Alexander and Scow, 

1989). 

When 0, becomes limiting, as in a water-logged soil, growth kinetics then depend 

on both substrate and 0, concentrations. The Monod function has been used extensively 

to model 0,-limited biodegradation in groundwater systems (Chen et al., 1992; 

MacQuarrie et al., 1988; Borden and Bedient, 1986; Molz et al., 1986). Borden and 

Bedient (1986) used dual-Monod kinetics with a half-saturation constant of 0, ( 0.1 mg/L 



in aqueous concentration, Longmuir, 1954) to model the effect of 0,-limited 

biodegradation on hydrocarbon transport in groundwater. The model showed that the 

transport rate of reacting species to microcolonies was slow with respect to degradation 

rate, and the system became transport-limited. As a consequence, biodegradation was 

assumed to be "instantaneous", and at any time the groundwater contained only 0, or 

hydrocarbons, but not both. Hence, biodegradation rates of hydrocarbon and 0, were 

approximated by reaction stoichiometry. Mass of hydrocarbon consumed was set equal 

to the total amount of hydrocarbon present or the stoichiometric equivalent of available 

O,, whichever was less. A mass ratio of 3.0-3.5 of 0, to gasoline hydrocarbons is 

commonly used (Ostendorf and Karnpbell, 1991; Rifai and Bedient, 1987; Corapcioglu 

and Baehr, 1987). 

4.2 MODEL DEVELOPMENT 

A 1-D contaminant diffusionhiodegradation model was developed. It consists 

of 3 distinct phases (air, water, and soil phases), in which toluene partitioning was 

assumed to be linear and at equilibrium. The model applied to a uniform spatial domain, 

at which the boundary was either Dirichlet (constant concentration) and/or Neuman 

(constant flux) types. A conceptual model of toluene biodegradation was formulated 

based on the batch kinetic experiments discussed earlier (Chapter 3): Toluene was used 

as the sole source of C and energy for microbial growth and cell maintenance. When 

environmental conditions are appropriate for growth, toluene utilization rate increased 

with time reflecting a logarithmic-growth pattern of microbial microorganisms. This 

increase in degradation rate was ultimately limited by the bioavailable N. Microbial 

growth was modeled by the Monod kinetics. Following N depletion, growth ceased, and 

the contaminant removal rate was reduced to a fixed rate, reflecting maintenance-energy 

requirements (Pirt, 1975). The maintenance-energy requirement for toluene was 

approximated using data from batch experiments (see Appendix C). No biodegradation 

took place when aqueous concentrations of toluene exceeded an inhibitory level. 



0, is required for energy of synthesis as well as energy of maintenance (Pirt, 

1975). Because the half-saturation constant of 0, is 0.1 mg/L in aqueous phase 

(corresponding to a gaseous value of 2.6x10-~ kg/m3 or 0.2% by volume), the dependency 

of biodegradation rate on 0, kinetics is not critical as long as the electron acceptor is in 

unlimited supply. In a shallow unsaturated sandy zone, 0, is likely to be present far 

above this critical level. This was also the case in the column studies reported earlier 

(Chapter 2). Therefore, 0, consumption rate was assumed to be proportional to toluene 

utilization rate during both periods of cell synthesis and maintenance. 

No effect of pH, temperature, or accumulation of toxic products on the microbial 

dynamics were considered. Because microbes are enclosed within discontinuous droplets 

of residual water in the unsaturated zone, mass transport of microbial population can be 

neglected. All conditions imposed above gave rise to a system of three partial 

differential equations (PDE) and an exponential growth function, which was solved for 

transport and fate of toluene, O,, and CO, in unsaturated porous media. 

4.2.1 Physical Bases and Mathematical Formulae 

An approach similar to that of Corapcioglu and Baehr (1987) was used in 

developing mass conservation equations for transport species in unsaturated porous 

media. A component mass-balance equation may be written for individual chemical 

species with respect to each constituent phase. For the fraction in the air phase 

For the fraction in the water phase 

For the fraction adsorbed on the soil 



The subscript k represents a hydrocarbon contaminant species; G,, C,, and S, are the 

concentrations of the species in the air, water, and solid phases, respectively; 0, and 0, 

are the volumetric contents of air and water, respectively; p, is the bulk density of dry 

soil; Jk, and J,, are the contaminant mass fluxes in the air and water phases, respectively; 

Rk,con and R,,,,, are the mass transfer rates of the contaminant from air to water phase 

(condensation) and from water to air phase (volatilization), respectively; R,,,, and R,,,, 

are the rates of mass transfer of the species from water to adsorbed state (adsorption) and 

from adsorbed state to water phase (desorption), respectively; R,,, is the biodegradation 

rate of the compound in the water phase. It should be noted that while water and air 

concentrations are expressed per phase volume, the adsorbed concentration is per mass 

of solid. The volumetric contents and density are per total volume of the porous medium. 

The former is related to total porosity, 4, as 

By summing over the above equations, a total mass conservation of the contaminant can 

be written as 

Equation (4.5) assumes that abiotic transformations are insignificant (Corapcioglu and 

Baehr, 1987; others) and that rnicrobially mediated oxidation occurs only in the water 

phase. Since microorganisms must exist in a water environment, they are assumed to be 

present as microcolonies enclosed within the discontinuous film of residual water in the 

unsaturated zone. 

The soil air is assumed to be at uniform atmospheric pressure. No infiltration of 

rainwater is considered. In the absence of advection for either fluid phases, J,, and J,, 



are adequately quantified by molecular diffusion. According to Fick's first law, the mass 

fluxes in the air and water phases are 

J ,  = - D, VG, 

where D,, and D, are the apparent diffusion coefficients in the air and water phases, 

respectively. The apparent diffusion coefficients are functions of the porous medium and 

the diffusive compound. In partially-saturated soil, the apparent diffusion coefficients 

in the air and water phases are usually expressed by 

and 

Dkw = dkaewzw 

where d, and dkW are the free air and free water diffusion coefficients, respectively; z,, 

and z, are the tortuosities for pore air and water, respectively. The Millington model 

(1959) for air-phase tortuosity has been shown by numerous investigators to be adequate 

for describing vapor-phase transport (Karirni et al., 1987; Bruell and Hoag, 1986; Farmer 

et al., 1980) and is employed here. 

An analogous form to equation (4.10) can be applied to water-phase tortuosity. 

Good agreement between equation (4.1 1) and experimental data over a wide range of 

moisture contents has been reported by McCarthy and Johnson (1994). 



To further simplify the model, mass partitioning between phases is approximated 

by a linear equilibrium relationship. The assumption eliminates the need for solving 

mass conservative equations for specific phases. The two equilibrium partition 

coefficients are 

and 

where Hi,,, is the dimensionless partition coefficient of a species between the water and 

air phases; and Y, is the distribution coefficient between the soil and water phases. K, 

has a dimension of volume of water over mass of solid. Hi,,, can be derived by 

combination of Henry's constant and ideal gas laws; consequently, it varies with 

temperature. It also requires concentrations of solutes in the water phase to be dilute 

with respect to those compounds. The sparing solubilities of gasoline hydrocarbons fit 

the constraint. Likewise, equation (4.13) is generally applied well to uncharged organic 

compounds, such as hydrocarbons, at typical field moisture. Using the relationships 

given by equations (4.12) and (4.13), the equation of total mass conservation can be 

expressed in terms of one concentration only. In cartesian coordinates, equation (4.4) 

is now rewritten in terms of gas-phase concentration as follows: 

The reaction term is given by 

where hax is the maximum specific growth rate; X is the aqueous concentration of the 

microbial population expressed in terms of the concentration of the contaminant 

compound that is required to produce it (Sirnkins and Alexander, 1984). The derivation 



of equation (4.15) can be found in Appendix B. Combining equations (4.14) and (4.15) 

yields the final formulation for hydrocarbon transport. 

The parenthesis of the time derivative term will be referred to as the retardation factor. 

For a system of very small K, (Chapter 3), the rate of microbial growth is logarithmic, 

In a similar fashion, the following transport equations were obtained for 0, and 

CO,, respectively. 

where H,,,,, and HCo2,,, are the partition coefficients between the water and air phases 

for 0, and CO,, respectively. Go, and G,, are the gas-phase concentrations of 0, and 

CO,, respectively. Do,, and D,,,, are the apparent diffusion coefficients in the air phase 

for 0, and CO,, respectively. Similarly, Do, and D,,, are the apparent diffusion 

coefficients in the water phase for 0, and CO,, and Rbio,,, and RbioTCO2 are the rates of 0, 

consumption and CO, production in the water phase. Equations (4.18) and (4.19) state 

that 0, and CO, partition between soil air and water according to the equilibrium 

assumption, and exclude the sorption of these gaseous compounds. The consumption of 

0, and production of CO, are attributed to biological processes only. 

Rbio,02 and R,io,co2 are treated as known quantities and computed at each time step 

based on the rate of toluene degradation. Using stoichiometric ratios of 0, and CO, to 



toluene, respectively, the expressions for 0, consumption and CO, production rates are 

where v,, v,, and v,,, are the stoichiometric coefficients of a balanced metabolic 

equation for hydrocarbon, O,, and CO,, respectively. M,, M,,, and &,, are the 

molecular weights of hydrocarbon, O,, and C02, respectively. An equation for toluene 

aerobic biodegradation, from which the stoichiometry was obtained, can be found in 

Chapter 3. Equations (4.20) and (4.21) assume the utilization and production rates of 0, 

and CO, to be proportional to the rate of substrate degradation at each time step. This 

is appropriate for a system in which the biodegradation rate is not limited by 0, supply. 

With the assumption of an immobile microbial mass, an equation of microbial 

mass transport was omitted. Consequently, the transport equations (4.16,4.18, and 4.19) 

together with the equation of logarithmic growth kinetics (equation 4.17) were solved for 

vapor-phase concentrations of toluene, O,, and CO, as a function of position in the 

column over time. Because these equations are uncoupled, owing to the logarithmic 

growth condition, they were solved sequentially at every time step. An outline of the 

numerical solving scheme is shown in Fig. 4.1. Equation (4.17) is independent of space, 

therefore no boundary conditions are required. Hence, it was solved analytically to give 

X at any point in the column with the following initial condition, 

where X, is the initial concentration of microbial populations expressed in terms of the 

concentration of the metabolic compound that would be required to produce it. Equation 

(4.16) was solved numerically with the following initial and boundary conditions: 



where G,, is the initial concentration of toluene; G," is the vapor-concentration of toluene 

at the source; and L is the length of the column over which the equations are solved. 

Dirichlet boundary conditions were specified for toluene at both ends of the column (see 

Chapter 2). At the reservoir end, a constant-concentration of vapor toluene was 

maintained, and thus the Dirichlet boundary was prescribed. At the other end, air flushed 

through the soil surface to provide an instantaneous mixing and flushing of toluene such 

that a zero-concentration boundary was justified. 

Next, equations (4.18) and (4.19) were solved numerically in sequence. The 

initial and boundary conditions associated with equation (4.18) were, 

Similarly, the initial and boundary conditions associated with equation (4.19) were 

Gco2(~,0) = Gem I, ; OszsL (4.25.a) 

Equations (4.24.a) and (4.25.a) specify the initial values for Go, and G,,,. Zero 

boundary fluxes were specified at the reservoir end for both 0, and CO, (equations 



4.24.b and 4.25.b). These were good approximations for 0, due to its low aqueous 

solubility and for CO, in the column experiment with saturated source-concentration. 

However, in the lower source-concentration columns, the flux-boundary condition was 

complicated by the dissolution of CO, into the aqueous source (see Chapter 2). Dirichlet 

boundary conditions (equations 4.24.c and 4.25.c) were prescribed for the sweep-air end, 

implying negligible accumulation of CO, or depletion of 0, at this end. 

At each time step, criteria for the availability of organic compound, O,, and N 

were checked, and constraints were imposed to readjust biodegradation rates. If the 

nodal concentration of hydrocarbon or 0, was zero, then the reaction rate was zero. 

After N was depleted, the biodegradation rate was maintained at 0.5% of the rate from 

the last time step. The reduced rate was set to approximate energy requirements for cell 

maintenance after microbial growth ceased. 

The set of PDE developed above was discretized through space using the Galerkin 

finite-element method. Nodal variables G,, Go,, and G,,, were approximated by 

quadratic bases. Physical coefficients of the porous medium were assigned by nodes and 

interpolated by quadratic bases. Time discretization was carried out by a variable 

weighted finite-difference operator. The model can accommodate two types of boundary 

conditions: Dirichlet and Neuman. Developments of the discrete equations and source 

codes are compiled in Appendix D and E. 

The above set of equations may also apply to a more general setting, in which 

the spatial domain is bounded by a subsurface region extensively contaminated with 

residual phase of volatile compounds and the ground surface. In addition, volatilization 

and dissolution from the residual phase would have to be instantaneous so that 

equilibrium assumptions apply. 

4.2.2 Numerical Verification 

The set of PDE developed above did not have an analytical solution. The model 

was evaluated by comparing diffusion and reaction components separately against 



analytical solutions. The accuracy of the diffusion component was verified by setting 

the reaction to zero, thereafter equation (4.16) was reduced to: 

Equation (4.26) is a one-dimensional, transient gas diffusion with phase partitioning, in 

which an analytical solution exists for a finite system of G, = G, at z = 0, G, = 0 at z 

= L, and G, = 0 at t = 0. Deff is the combined diffusion coefficient of both water and 

air phases over the retardation factor. An analytical solution of equation (4.26) was 

given by (Crank, 1985) as 

A series of numerical experiments was conducted by varying spatial and temporal 

discretizations. Experimental conditions of Column 2 were used in these simulations (see 

Table 4.1). Physical and chemical properties of toluene at 15°C are summarized in Table 

4.2. All parameters were assigned to be spatially uniform throughout the entire domain. 

Propagation of toluene vapor as a function of time is illustrated in Fig. 4.2. A 

total time of 50 hours was simulated, employing a constant time step (At) of 0.5 hour and 

a grid size (Az)  of 5 cm. Solid lines depict analytical solutions. Open and closed 

symbols represent time-derivative approximations by the backward difference ( a  = 1) and 

Crank-Nicholson (a = 0.5) methods, respectively. Results of numerical modeling were 

compared to the analytical solutions for each simulation, and the deviations defined by 

L2-norm (Burden and Faires, 1985) were designated as numerical errors. In Fig. 4.3, the 

L2-norm error per node of these simulations was plotted against the number of time steps. 

As expected, simulations using a = 0.5 converged at a faster rate than those using a = 

1. After 10,000 time steps, the errors of both time schemes were indistinguishable, 

implying limitations in computer storage of significant digits. 



Convergence properties of both time schemes ( a  = 0.5 and a = 1) in space and 

time were examined. Simulations were conducted by varying either Az or At, and their 

L,-norm error per node are plotted against the corresponding variable. Figure 4.4 

illustrates the error reduction due to grid refinement. Results of three grid sizes (2.5, 5, 

and 10 cm) were compared at a fixed simulation time using same At of 0.5 hour. It was 

apparent that results using smaller grid size gave rise to more accurate solutions than 

larger grid size. Simulations using a = 0.5 were subject to less error than those using 

a = 1. The rate of convergence with respect to Az for a = 0.5 is faster than that of a 

= 1. Solutions for various time-step sizes were compared at a specific time (500 hours) 

for a fixed nodal spacing (Az = 5 cm). Figure 4.5 shows the effect of a decreasing time 

step on the accuracy of both time schemes. As in the case of grid refinement, a decrease 

in At reduced the numerical error. Simulations using a = 0.5 offered slightly faster rate 

of convergence than that of a = 1. 

Likewise, the reaction component of equation (4.16) was tested by setting the 

diffusivity to zero, yielding 

Equation (4.28) has an analytical solution of 

In these simulations, the initial concentrations of toluene vapor were constant throughout 

the column at 10 mgL. Model inputs were identical to those used in the diffusion tests 

except the values of diffusion coefficients . Simulations were conducted using two time- 

step sizes (0.1 and 0.5 hours) and both time-derivative schemes ( a  = 0.5 and a = 1). 

These simulations, along with the analytical solution for comparison purpose, are plotted 

as concentration remaining versus time in Fig. 4.6. The numerical method using a = 0.5 

and a time step of 0.1 hour provided a more accurate solution to the reaction equation. 



The maximum relative error associated with this numerical method was calculated at the 

end of the simulation to be 0.04%. 

The above numerical experiments showed that the numerical solution developed 

here was unconditionally stable and convergent. The accuracy of the model was 

dependent on the choice of nodal spacing and time-step size. within the span of the 

conditions analyzed, Crank-Nicholson time scheme ( a  = 0.5) offered a more accurate 

solution than the backward difference scheme ( a  = 1). Hence, the former scheme will 

be used in all model simulations discussed below. 

4.3 MODEL EVALUATION 

Overall model performance was evaluated by comparison with laboratory data 

from column experiments (see Chapter 2). The column experiments were conducted to 

study toluene diffusion and biodegradation under influences of air-water partitioning and 

sorption in an unsaturated sandy soil. The column system resembles the unsaturated 

zone, in which an upward flux of a volatile hydrocarbon from an immobilized source 

above capillary fringe interacts with a downward flux of 0, from ground surface, 

producing CO, and biomass. Two cases were simulated: the first case (Column 1) was 

at 10°C with a saturated-vapor source of toluene (65 mg/L) and the second case (Column 

2) was at 15OC with a lower source-concentration of 10 mgL. Table 4.1 lists the initial 

and boundary conditions used in simulations of both columns. In both cases, the 

simulations started at time zero when toluene concentrations at the boundary z = 0 were 

raised to their source concentrations for t > 0. Additionally, 0, and CO, concentration 

gradients were also set equal to zero for no flux-boundary conditions at this boundary. 

At the opposite boundary from the source, toluene concentration was set equal to zero, 

whence 0, and CO, concentrations were held constant at 21 and 0%, respectively, as 

detected in the effluent air. Because soil properties were not measured for Column 1, 

values similar to field measurements of the same sand were used (MacPherson, 1991). 

Mean values of measured soil properties of Column 2 were used in the simulations of 



the second case (Table 4.1). The required physical and chemical parameters of toluene, 

O,, and CO, at both temperatures are summarized in Table 4.2. Parameters associated 

with microbial processes were obtained from either literature or batch lunetic experiments 

(Chapter 3). These values are also included in Table 4.1. It was assumed that the 

microbes were uniformly present at an initial concentration corresponding to the mean 

value found in batch experiments. Unless stated otherwise, Tables 4.1 and 4.2 contain 

parameter values used for the simulations discussed below. 

4.3.1 Simulation Results 

Toluene profiles for the saturated-concentration-source case (Column 1) are 

plotted in Fig. 4.7. Both computed profiles (solid lines) and measured data (symbols) 

are shown over a period of 1560 hours. [Because the column was operated at 10°C 

rather than 15"C, kax in this simulation was reduced from 0.1 to 0.05 h-' (Chang et al., 

1985).] Also plotted in the figure are the computed profiles resulting from diffusion only 

(shown in dotted lines). Overall, the diffusion-only profiles gave an excellent match to 

the experimental profiles, suggesting that under these conditions biodegradation was not 

an important process relative to diffusion. 

Computed and measured toluene profiles for the lower-concentration-source case 

(Column 2) are plotted in Fig. 4.8 over a period of 1750 hours. Experimental data are 

represented by both open and closed symbols. The thin solid lines are model results 

corresponding to experimental data depicted by open symbols, whereas the thick solid 

lines correspond to the closed symbols. Considering that all the input parameters were 

determined independently and that no curve-fitting was used, the model was in excellent 

agreement with the experimental data. 

Prior to initiating the experiment, Column 2 was periodically exposed to toluene 

at varying toluene concentrations. As a result, the initial microbial concentration 

determined from the batch experiments would be lower than the population concentration 

in the column. To account for the pre-exposure, a series of simulations was carried out 



at varying source concentrations using an initial microbial concentration obtained from 

batch experiments. It was the concentration of microbial distribution at the end of the 

simulation series that was designated as the initial population for the actual simulation 

(thick solid line shown in Fig. 4.10). The simulation series also showed that microbes 

consumed all the bioavailable N in the first 50 cm near the source during this pre- 

exposure period. The large initial population resulting from pre-exposure brought about 

significant biodegradation more rapidly. Most of the toluene in the column at 43 hours 

was consumed by 73 hours such that the vapor front moved backward towards the source 

to a location, where the effects of biodegradation and diffusion processes were balanced. 

Because N was limited in the region from 0 to 50 cm (see Fig. 4.10 below), most of the 

biodegradation occurred at the very front of the profile, hereafter referred to as the 

bioactive zone. Inside the bioactive zone, the rate of toluene consumption was equal to 

its rate of supply. The microbial concentration within the zone continued to increase 

until all the N was utilized, after which the biodegradation rate dropped to a level of cell 

maintenance energy. Consequently, diffusion caused the vapor front to move away from 

the source into a region where N was not yet limited. In the presence of both substrate 

and N, biodegradation continued in the new region until N was used up, after which 

toluene moved further away from the source. The overall result was a slowly moving 

toluene front away from the source. The time for toluene transport across the column 

was therefore controlled by diffusion, biodegradation, and N availability. Toluene 

migration was much slower in the presence of biodegradation than without. Simulations 

conducted under exactly same conditions except a zero reaction rate yielded a steady- 

state profile within 1171 hours (plots not shown). 

A considerable amount of CO, produced by degradation was lost by dissolution 

into toluene aqueous-source storage. This resulted in a complicated CO, boundary 

condition at z = 0. In light of the difficulty in simulating GO, profiles under such 

boundary condition, simulations were carried out as if no CO, was lost at the source (a 

zero-flux boundary condition). Model and measured results of CO, profiles at various 



times are shown in Fig. 4.9(a) and (b). It can be seen that CO, loss at the source 

boundary had a profound effect on the shape of CO, profiles. 

The change in the microbial distribution over time is presented in Fig. 4.10. The 

initial population distribution was also included in the figure. Since source concentration 

was lower than the inhibitory concentration used in the model (21 mg/L of vapor at 

15"C), microbial populations proliferated throughout the entire column provided there 

was enough toluene and N to support growth. According to these model simulations, 

biodegradation was significant in a small region at the very front of toluene profiles. 

This can be explained as populations in an upper-gradient location grow to a size that 

is capable of degrading all the toluene that migrates by. Therefore, no toluene is left for 

those microorganisms down the column. Hence, a narrow bioactive zone is established. 

However, the microbial active zone extended with time (Fig. 4.10). The reason was that 

as toluene diffusive flux became smaller with time, the biodegradation rate was also 

lower such that the upgradient microbes were not able to completely degrade all the 

toluene. Hence, there was some toluene available for the microbial population further 

down the column, causing the active zone to elongate. 

In brief, model results agreed well with toluene data from column experiments. 

Biodegradation was important when toluene concentration was below the inhibitory level, 

and the factor ultimately affecting the extent of biodegradation was the bioavailability 

of N in the soil. 

4.3.2 Sensitivity Analyses 

In the following section, sensitivity analyses were carried out to examine how 

various physical, chemical, and biological parameters affected modeling results. These 

parameters were examined in the following order: k,,, XO, XN, Koc, and 8,. For some 

parameters, base scenarios of both Column 1 and 2 were tested. For others, only the 

base scenario of Column 2 was explored. Table 4.3 summarizes the parameter ranges 



employed in all the sensitivity tests. All simulations were performed with a spatially 

uniform initial microbial concentration of 0.01 1 mg/L. 

Sensitivity analyses with respect to p,,,, 

The equivalent microbial concentration (X) and the specific growth rate (ha,) are 

two key microbial variables in controlling the utilization rate of toluene. Both conditions 

of high and low source-concentrations were selected to be base cases. Because toluene 

utilization rates reflecting maintenance-energy requirements for other growth rates were 

not known, all simulations were conducted with no maintenance-energy requirement. 

Figures 4.11 and 4.12 show the effects of different hax on toluene profiles under 

high (Column 1) and low (Column 2) concentration sources, respectively. In both cases, 

the effect of different p,,,,, was not observed initially due to a small initial population 

(plots not shown). As time progressed, simulations with higher yielded higher 

biodegradation rates and affected toluene profiles at earlier times. In the high source- 

concentration cases, the model was relatively insensitive to p,,,, due to high diffusive flux 

and substrate toxicity. As a result, steady-state conditions developed quickly as three 

profiles collapsed into one (occurred at -320 hours). For the low source-concentration 

cases, the model was more sensitive to kax at early times as populations were growing 

with no limiting conditions (Fig. 4.12). However, as biodegradation became large, the 

growth rates, thereby their biodegradation rates corresponding to these ha,, were limited 

by the supply of toluene. Therefore, the difference in the effect of ha, diminished. 

Since populations with high kax exploited the N resource more rapidly than populations 

with low h,, the vapor front of high ha, moved ahead that of low ha, eventually. 

Steady-state profiles in the low-source-concentration case was reached by 3600 hours 

(plots not shown). 

Sensitivity analyses with respect to X, 

Indigenous hydrocarbon-degrading populations in subsurface soil typically range 

from lo4 to lo6 cells per g of aquifer material (Allen-King et al., 1994; Rosenberg, 1992; 



Raymond et al., 1976). Considering the uncertainty associated with this variable, 

simulations were performed using X, values that range two orders of magnitude. The 

influence of different X, on toluene migration was analyzed under both conditions of 

Column 1 and Column 2, and the respective toluene-concentration profiles at various 

times were compared. 

Figures 4.13 and 4.14 illustrate the effects of different X, on toluene migration 

under high (Column 1) and low (Column 2) concentration sources, respectively. In all 

cases, the overall effect was minimal in the beginning and became more apparent at later 

times. For the high concentration cases, the effect of X, was less dramatic than the low 

concentration cases due to high diffusive flux, and toluene profiles converged as they 

approached steady state at a much earlier time (263 vs. 1750 hours). For the low 

concentration cases, the difference among profiles diminished when biodegradation was 

limited by the supply of toluene. Clearly, the effect of varying X, on toluene profiles 

was similar to that of varying hax for both high and low concentration cases, with lesser 

magnitude of impact by varying &. In addition, higher values of X, or A,, had more 

effect on toluene migration at a much earlier time than their lower values, since growth 

was exponential. 

The above simulations illustrated a relatively small overall effect on toluene 

migration by varying the initial biomass concentration over 2 orders of magnitude; 

although, the model was initially sensitive to X, for a short period of time. In natural 

settings, the process of vigorous growth with no limitations imposed would sooner or 

later level off due to deficiency of one or more of the essential elements for growth. The 

lack of sensitivity of model performance on values of X, used implied that X, needs not 

be known precisely. 

Sensitivity analyses with respect to X ,  

The extent to which bioavailable N content (X,) influenced the extent at which 

aerobic biodegradation took place was also examined. N is needed by microbes for the 

synthesis of cellular material including protein, DNA, and RNA as well as for the 



synthesis of ATP. N constitutes about 15% of the dry cell weight, which is more than 

any other inorganic elements. Figures 4.15 and 4.16 show the effects of X, on toluene 

migration under high (Column 1) and low (Column 2) concentration sources, 

respectively. 

Under high source-concentration conditions (Fig. 4.15), toluene migration for the 

base case and for a case with ten times as much N were compared. As anticipated, no 

effect of X, was observed initially because N was not limiting. Later, the effect became 

significant when significant reduction of toluene occurred in the high N case despite 

strong diffusive flux. This was because high X, supported a large microbial population, 

which resulted in high biodegradation rates that removed toluene faster than it was 

supplied. Microbial growth in the high X, case was eventually limited by the 

availability of N, and vapor front moved away from the source. However, toluene 

moved across the column much more slowly in the case of high X ,  than low X,. In 

reality, when N is abundant, growth may continue until some other mineral nutrients 

besides N become limiting. In addition, as microcolonies grow larger in size, supplies 

of substrate, nutrients, and growth factors into colony center may become diffusion- 

limited. This may have an effect on the apparent hax. 

No initial effect (173 hours) was shown in the cases of low source-concentration 

(Fig. 4.16). (Note that a narrower range of X, was used in these analyses.) Similar to 

the cases above, different X, values influenced toluene migration to different degrees. 

Low X, resulted in low extent of biodegradation; as a result, it had a low impact on the 

advance of the profile. A comparison between profiles at 117 and 1750 hours showed 

that the difference became more apparent with time. Unlike the cases above, the effect 

of X ,  was consistent through time. All profiles approached steady-state after 7200 hours 

without converging into one. This was caused by low diffusive flux and the fact that all 

three profiles had different maintenance levels (hence different biodegradation rates after 

growth ceased). Different X, sustained different sizes of populations in which their 

maintenance-energy levels were proportional to their sizes. This effect of X, was not 



seen in the high-source cases because the effect of biodegradation due to maintenance 

was not large enough to affect diffusion. 

Sensitivity analyses with respect to KO, 

Among all the physical parameters used, K,,, is generally subject to the most 

uncertainty. Consequently, simulations were conducted to determine K, influence on 

toluene migration at three different values of K, reported for toluene. These values of 

K, are 46 (Chen et al., 1992), 98 (Jury et al., 1984), and 300 (Mabey et al., 1982) rnllg. 

Higher K, values correspond to higher sorption, therefore reducing the mass in the vapor 

and water phases. Adsorbed compounds are generally thought to be not accessible for 

microbial utilization (Borden and Bedient, 1986; Widdowson et al., 1988); nonetheless, 

the microbial degradation affects sorption by reducing compound concentration in the 

aqueous phase. 

Figure 4.17 shows time series of simulated toluene profiles using above K, 

values under the condition of low source-concentration. The dependency of model 

performance to K, was apparent in the two early times when biodegradation was not 

important. However, the dependency diminished when biodegradation became important 

as shown by smaller differences among profiles at later times. To confirm that 

biodegradation was in part responsible for the profiles becoming indistinguishable, 

simulations were repeated for conditions under no biodegradation. The results are plotted 

in Fig. 4.18. In the absence of biodegradation, toluene was retarded to different degrees 

by K,. Toluene profiles diverged with time before the boundary effect set in (between 

19 and 73 hours), after which the profiles coincided with one another as they reached 

steady state. These results indicated that K, was an important sink in the beginning. 

As populations grew larger and because sorption was at equilibrium, biodegradation 

became the major sink, hence controlling transport. In other words, toluene moved much 

slower in the presence of biodegradation such that a pseudo-steady state was reached, 

(the time scale of transport was long compared to the time needed to saturate the porous 

medium with sorbed compounds), and toluene was no longer retarded by the medium. 



Under such conditions, K, no longer controlled transport, and only a minor effect of 

partitioning due to different K, values was exhibited. 

Sensitivity analyses with respect to 0, 

All simulations presented up to this point have not depicted a development of 

anaerobic conditions due to inadequate 0, supply. Therefore, a simulation of Column 

2 in which the air-filled porosity was reduced to 0.10 from a previous value of 0.3 1 was 

conducted. Along with a toluene profile at 300 days, profiles of 0, and X at the same 

time are presented in Fig. 4.19. At 75% water saturation, 0, supply was nearly depleted 

by metabolism in the vicinity of source boundary. This was because when air-filled 

porosity was decreased, the rate of 0, diffusion was also reduced, and anoxic conditions 

quickly developed as the initial 0, supply was consumed. [One of the requirements for 

biodegradation imposed in the model was the presence of 0, at a dissolved concentration 

above 2 mg/L (Barker and Mayfield, 1988; Chiang et al., 1989).] Denitrification by 

dissimilatory reduction of nitrate is commonly found in groundwater when dissolved 0, 

levels are below 1 to 2 mg/L (Gillham and Cherry, 1978). As 0, concentration drops 

below this critical level, the current model which includes only aerobic respiration 

assumes microorganisms would stop growing and become dormant. In spite of a 

continual supply of substrate and ample N left in the source region, microorganisms in 

the area were unable to respond to additional toluene. Consequently, toluene front 

advanced further away from the source. However, diffusion of toluene was very slow 

because the apparent diffusion coefficient was reduced and more toluene partitioned into 

the water phase. As toluene vapor front moved away from the source, 0, supply rates 

were relatively higher, and biodegradation continued until N in the area was exhausted. 

The advance of toluene was therefore controlled by diffusion of toluene and O,, 

biodegradation, and N limitation. The erratic behavior of the X profile developed in the 

anoxic region was caused by the inadequacy of microbial kinetics formulation for the 0,- 

limiting condition imposed in this simulation. (The microbial kinetics used in the model 

is applicable to cases of unlimited O,, in which a microbial growth rate is dependent on 



the concentration of substrate but not O,.) Fig. 4.20 shows toluene, O,, and X profiles 

at 300 days from a simulation scenario of 8, = 0.2 1. It can be seen that at 50% water 

saturation, 0, prevailed throughout the column, and no erratic behavior of X was shown. 

In these simulations, a smaller grid size (0.625 cm) was used in handling sharp front. 

4.4 CONCLUSIONS 

A model for simulating diffusion and biodegradation of a volatile hydrocarbon 

compound, O,, and CO, in unsaturated porous media was developed. The model was 

used in support of a laboratory study for examining effects of various processes on 

toluene migration through unsaturated sandy soil. Processes included in the model are 

diffusion, air-water and water-solid partitionings, and microbial growthldegradation. No 

effect of temperature was considered, and soil characteristics were invariant with time 

and space. Biodegradation was formulated in accordance to findings from batch kinetic 

experiments of toluene. The rate of biodegradation was zero order with respect to both 

toluene and 0, concentrations and first order with respect to microbial concentration. 

Such kinetics reflects the rate of contaminant utilized by a microbial population growing 

logarithmically under unlimited substrate and 0, supply. The extent of biodegradation 

was ultimately limited by the lack of an inorganic nutrient essential for growth (in this 

case, the limiting nutrient was N). The resultant system of three transport and one 

microbial growth equations described toluene transport and fate in unsaturated porous 

media under influences of physical, chemical, and biological processes. 

The transport equations were solved through applications of the Galerkin finite- 

element method and Crank-Nicholson time-weighting scheme for 1-D transport of 

toluene, O,, and CO,. The microbial growth function was solved analytically. The 

model was evaluated against data from column experiments which resembled vapor-phase 

transport in an unsaturated region bounded by an immobilized source above the capillary 

fringe and ground surface. All model parameters were obtained from either literature or 

independent laboratory characterizations. In general, simulations of toluene migration 



were in good agreement with column data. Parameter sensitivity analyses were 

performed with respect to maximum specific growth rates, initial biomass concentrations, 

bioavailable N contents, sorption coefficients, and air-filled porosities for different source 

concentrations. 

Results of model evaluations and sensitivity tests can be summarized as follows. 

In an unsaturated sandy environment, diffusion is often the dominant process in the 

vicinity of a source. The effect of biodegradation may be insignificant due to high 

diffusive flux and substrate toxicity. Under these conditions, hydrocarbon migration was 

greatly affected by diffusion and was sensitive to sorption coefficients. However, the 

effect of sorption disappeared as profiles approached steady state. When environmental 

conditions are appropriate for growth, biodegradation may have a major effect on 

contaminant transport. Appropriate conditions include that I) the contaminant 

concentration is not inhibitory, 2) there is surplus of toluene and 0, supply in the system, 

and 3) the inorganic nutrients such as N are not limiting. Under these circumstances, 

model performance was dependent highly on microbial parameters, less on N availability, 

and insensitive to sorption. When the rate of biodegradation was limited by the supply 

rate of toluene and the availability of N, biodegradation took place within a thin zone, 

and model sensitivity with respect to all parameters except the bioavailable N was low. 

Under these conditions, all parameters except the bioavailable N had a secondary effect 

on toluene migration, implying that they need not be known precisely. Inherent in the 

model formulation was the assumption that 0, was present in excess. 

The 1-D model applied well in the case of column studies. Simulations of natural 

in situ biodegradation in a polluted unsaturated zone where lateral transport is important 

would require an increase in model dimensionality. However, there are many "real- 

world" cases where the areal extent,of the source is large relative to the vertical distance 

from the source to ground surface in which case the 1-D model will be appropriate. 

Regardless, the concepts presented here can be generalized readily to higher dimensions. 
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Table 4.1. Boundary and initial conditions and other parameter inputs 
used in majority of modeling. 

" Linear interpolation of CO, data on March 27, 1990 (see Appendix-A). 
Linear interpolation of CO, data on March 16, 1991 (see Appendix-A). 

" X has a unit of concentration in the aqueous phase. 
"ee text and Figure 4.10. 
' M, = Maintenance factor (Appendix C); Ci, = Inhibitory concentration. 

Temperature ("C) - 
Column length (L, cm) 

Boundary conditions: 
for toluene (mg/L) 

a t Z = O  
a t Z = L  

for 0, 
a t Z = O  
a t Z = L  

for CO, 
at Z = 0 (%/cm2/s) 
at Z = L (%/cm2/s) 

Initial conditions: 
for toluene (mg/L) 
for 0, (%) 
for CO, (%) 
for "X (mg/L) 

At (h) 

AZ (cm> 

Soil properties: 
P b  (glm1) 
0, (m) 
0, ( d m l )  

Microbial parameters: 
ha @-'I 
K ( m f l )  
'X, (mg/L) 
eCifi (mgk) 
'M , 

Column 1 

10 

170 

65 
0 

0 
2 1 

0 
0 

0 
2 1 
a 

0.01 1 

0.5 

5.0 

1.50 
0.40 
0.35 

0.052 
<0.003 

433 
16.4 
0.005 

Column 2 

15 

160 

10 
0 

0 
2 1 

0 
0 

0 
2 1 
b 
d 

0.05 

2.5 

1.54 
0.42 
0.3 1 

0.103 
~0.003 

739 
20.8 
0.005 



Table 4.2. Physical and chemical properties of toluene at 10 and 15°C. 

Compound Properties 

Hi,,, (dimensionless) 

K, (ml/g) 

diwx 1 o5 (cm2/s) 

di,x 10' (cm2/s) 

10 "C 

Toluene 0, CO, 

6.1 0.04 1.2 

0.14 0.0 0.0 

0.62 1.5 2.3 

0.80 1.9 1.5 

15 "C 

Toluene 0, CO, 

4.8 0.04 1.1 

0.14 0.0 0.0 

0.75 1.7 1.6 

0.82 2.0 1.6 



Table 4.3. Parameter ranges used for sensitivity analyses. 

Lax @'I 

x, (mgm 

XN (mgw 

Kc ( d g )  

8, (vol/vol) 

Column 1 

0.01 - 0.10 

0.0011 - 0.110 

433 - 4330 

NI A 

NIA 

Column 2 

0.05 - 0.50 

0.001 1 - 0.110 

370 - 1109 

46 - 300 

0.31 - 0.10 





Nodes 

Figure 4.2. Diffusion profiles of toluene over time. Solid lines depict 
analytical solutions. Open (a=l) and closed (a=0.5) symbols depict model 
results using Az = 5 cm and At = 0.5 hour. 



No. of Time Steps 

Figure 4.3. Decrease in numerical error with time for diffusion solutions with 
different a (time-weighting schemes). Az = 5 cm and At = 5 hour. 



Figure 4.4. Rates of convergence with respect to lIA2 (Az = 5 cm and At = 
0.5 hour). 



Figure 4.5. Rates of convergence with respect to l/At (Az = 5 cm and At = 0.5 
hour). Simulation time = 21 days. 
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Figure 4.6. Biodegradation of toluene (model and analytical solutions). 
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Figure 4.7. Model simulations (solid lines) of toluene migration in Column 
1. Symbols are data; dashed lines are diffusion profiles generated by model. 
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Figure 4.8. Model simulations (solid lines) of toluene migration in Column 
2. Symbols are experimental data. 
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Figure 4.9. Simulated (a) and measured (b) CO, profiles in Column 2 as 
a function of time. 





Figure 4.11. Effects of p,,, on toluene concentration profiles in Column 1 
(model sensitivity analyses). 
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Figure 4.12. Effects of K, on toluene concentration profiles in Column 2 
(model sensitivity analyses). 
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Figure 4.13. Effects of X,, on toluene concentration profiles in Column 1 
(model sensitivity analyses). 



Figure 4.14. Effects of X, on toluene concentration profiles in Column 2 
(model sensitivity analyses). 
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Figure 4.15. Effects of X, on toluene concentration profiles in Column 1 
(model sensitivity analyses). 



Figure 4.16. Effect of X, on toluene concentration profiles in Column 2 
(model sensitivity analyses). 
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Figure 4.17. Effects of K,, on toluene concentration profiles in Column 2 
(model sensitivity analyses). 



Figure 4.18. Effects of K, on toluene diffusion profiles in Column 2 (model 
sensitivity analyses). 
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Figure 4.19. Model simulations of toluene, O,, and X profiles in Column 2 at 
-75% water saturation. Simulation time = 300 days. 
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Figure 4.20. Model simulations of toluene, O,, and X profiles in Column 2 at 
50% water saturation. Simulation time = 300 days. 



CHAPTER 5 

SUMMARY AND CONCLUSIONS 

5.1 OVERALL RESEARCH 

The unsaturated zone plays a significant role as a natural remedial pathway for 

volatile organic compounds in the subsurface. Hydrocarbon contaminants have been 

observed to be partially or completely removed by microbially remediated processes 

before they reached ground surface at a number of sites (Ostendorf and Kampbell, 199 1; 

Chiang et al., 1989; Hult, 1987). These reports confirm the importance of biodegradation 

in the unsaturated zone. However, the coupled processes of transport and biodegradation 

are not well understood. Therefore, the purposes of this research were to examine the 

interaction of these processes and to investigate the factors which control transport and 

biodegradation in unsaturated porous media. 

A series of laboratory experiments and numerical modeling were employed in this 

study. Toluene and a sandy soil were selected as the study system. Column experiments 

provided comprehensive data of toluene migration in the unsaturated soil. Batch 

experiments were conducted to provide information on biodegradation kinetics from 

which biological parameters could be determined independently of column studies. To 

compliment the physical studies, a mathematical model was developed based on 

fundamental principles of multi-phase transport and biodegradation kinetics obtained from 

the batch experiments. Model simulations of toluene diffusion and biodegradation were 

conducted under conditions of soil columns using independently derived parameters. 

Simulation results agreed well with column data. A summary of these principal tasks 

is presented below. 



5.1.1 Soil Column Experiments 

Diffusionldegradation experiments were conducted in soil columns made of 

stainless-steel (SS) cylinders that were 0. I-m in diameter and 1.6-m long. The columns 

were filled with medium sand under a uniform residual water content. At one end of the 

column, toluene diffused from a source at a constant vapor concentration. Two source 

concentrations were used in the study: 65 and 10 mgL. At the other end of the column, 

50 ml/min of saturated moist air swept away any toluene that migrated through the 

column. Concentrations of toluene, O,, and CO, in soil air were measured along the 

column length periodically. 

Results from the column with a saturated-vapor source (65 mgL) indicated that 

vapor diffusion of toluene was the dominant process at all times. CO, profiles also 

confirmed that microbial activity was low initially, presumably due to the coupled effect 

of high toluene concentration and a small initial population. Under these conditions, the 

rate of biodegradation was too slow to noticeably affect the advance of toluene front. 

As a result, toluene vapor moved rapidly across the column and approached steady state 

approximately at 263 hours. CO, concentrations then became slightly elevated near the 

flushed end where toluene concentration was not inhibitory. However, biodegradation 

soon declined as a result of N limitation. 

Significant biodegradation was observed when the source concentration was at 10 

m g L  vapor. Under a small diffusive flux, the effect of biodegradation was such that it 

delayed the movement of toluene across the column. CO, data indicated that the 

biodegradation rate was initially low due to low microbial activity, and toluene vapor 

was detected over most parts of the column. However, within 73 hours, the rate of 

biodegradation increased, as suggested by an increase in CO, concentrations. Since the 

source concentration was below the inhibitory level, biodegradation took place 

throughout the area where toluene was present. As a result, toluene levels were reduced 

to zero in most parts of the column except the first 50 cm from the source. Over the 

next 1750 hours, toluene gradually moved down the column. 



The movement of toluene vapor in the column was caused by the counteracting 

effects of biodegradation and diffusion. Because biodegradation was associated with 

growth, its rate changed with time, reflecting the energy consumption of a growing 

population. Biodegradation was initially low due to a small population naturally present 

in the sand studied, then increased as the population increased in size, and later declined 

to a minimal energy level when the bioavailable N was utilized. N is required by active 

microbial communities, and was determined to be the most limiting inorganic nutrient 

in the sand used in this study. Nitrate analyses of column soils supported the hypothesis. 

These results were confirmed in a duplicate column conducted using a low concentration 

source of 10 mg/L. Results from the two columns were consistent. 

In all column experiments, 0, monitoring confirmed that aerobic conditions 

existed throughout the experiments. In addition, concentration gradients of 0, over 

column length were negligible and seldom changed with time. 

5.1.2 Batch Kinetics Experiments 

Batch studies of toluene biodegradation kinetics were conducted in 0.8-L SS 

canisters with 55 g of sand containing similar water content as those in the columns. A 

precalculated amount of liquid toluene was added to each canister, after which it was 

sealed, shaken, and incubated at 15°C. Toluene concentration in the headspace was 

monitored closely with time over a range of initial concentrations. In all cases, a 

measurable decrease of toluene concentration was observed within 2-4 days after toluene 

injection. Once biodegradation initiated, toluene was completely consumed within 0.5-2 

days. Typical substrate disappearance curves showed increasingly rapid toluene removal 

rate over time, thereby reflecting a biodegradation pattern of microbes growing at a 

logarithmic rate. Such biodegradation patterns were obtained even at the lowest initial 

concentration tested, implying the half-saturation constant (K) of this system was low 

and environmentally irrelevant. In view of very low K, value, Monod kinetics were 

simplified to zero order. Microbial parameters, such as the maximum specific growth 



rate and the initial population concentration, were fitted using nonlinear regression. For 

batch experiments with initial concentrations above 5 mg/L vapor, degradation ceased 

before all toluene was exhausted. Addition of NH,NO, solution resulted in further 

breakdown. The dependence of biodegradation on added N confirmed the supposition 

of N limitation in the column experiments. Autoclaved controls showed no degradation 

of toluene during a period of 15 days. Controls also indicated that sorption was rapid 

(equilibrium conditions established within 14 hours). 

All batch experiments were conducted in duplicate or triplicate. Measurements 

of 0, ensured that the aerobic condition existed during the entire experiment. In addition 

to kinetic parameters, stoichiometry of toluene biodegradation was also estimated using 

a basis of C balance. 

5.1.3 Numerical Modeling 

A I-D numerical model was developed to describe vapor-phase transport and 

degradation of toluene in the unsaturated zone. The model accounts for air, water, and 

solid phases, in which mass partitioning was assumed to be linear and at equilibrium. 

Furthermore, it assumed physical properties were spatially uniform and invariant with 

time. Both aqueous- and vapor-phase diffusion were considered, whereas advection and 

leaching were neglected. Biodegradation followed zero-order Monod kinetics. The 

effects of substrate toxicity and nutrient limitation on biodegradation were also accounted 

for. Because the impact of these factors was not characterized quantitatively here, their 

effects were approximated. The transport model was solved using the Galerkin finite- 

element method for spatial discretization and a variable weighted time scheme for time 

discretization. To evaluate the model, simulations were conducted under experimental 

conditions of the column studies using input parameters derived from batch experiments 

or literature. Good agreement was achieved between model and experimental results. 

Parameter sensitivity analyses were also conducted to demonstrate model capability and 

to give insight into the dynamics of toluene transport and fate in unsaturated porous 



media. It should be emphasized that the model developed here was not intended for 

predictive purposes, and the validity of model was limited to biodegradationlgrowth 

under unlimited 0, supply and low K, values. 

5.2 GENERAL CONCLUSIONS 

This work has illustrated the utility of a combination of physical experiments and 

numerical modeling to provide a comprehensive analysis of contaminant transport and 

fate in an unsaturated soil. Results of column experiments demonstrated spatial and 

temporal variations of toluene and CO, under major influence of biodegradation and 

diffusion. Batch data contributed information regarding the kinetics of biodegradation 

and the rate-limiting factor. The numerical model which was developed by incorporating 

various processes in relevance to those in the column experiments provided quantitative 

analyses of column results. Due to the complexity of interactions among various 

physical, chemical, and biological processes governing the transport, such a model was 

very useful in support of the physical studies. Attempts to mathematically simulate 

column experiments were successful. This supported the underlying principles and 

assumptions used in developing the model. In addition, the model was useful in 

assessing the relative importance of various processes affecting toluene transport and fate. 

General conclusions drawn from this research were as follows: 

a) Near a high-concentration source, vapor diffusion was strong, biodegradation was 

inhibited, and toluene migration was controlled by diffusion. Thus, a contaminant 

vapor migrating from a high-concentration source advances quickly and is less 

subject to biodegradation. 

b) Under low-flux conditions, biodegradation had a substantial impact on the migration 

of toluene, and the system was under the effects of both biodegradation and 

diffusion. The transport dynamics observed in the low source-concentration 

columns can be broken into four stages in which different processes control the 

rate and extent of degradation: (1) Diffusion was initially important due to low 



microbial activity in the beginning; (2) Shortly after, biodegradation became 

increasingly important due to sufficient toluene, O,, and N; (3) However, as the 

biodegradation rate increased, toluene was consumed faster than supplied, and the 

overall rate was governed by the transport rate of toluene; and (4) biodegradation 

rates later became much smaller when soil was depleted with N. Consequently, 

the movement of toluene at non-inhibitory concentrations is controlled by 

biodegradation, diffusion, and N bioavailability. 

c) When conditions for microbial growth were not limited, microbial parameters, such 

as the maximum growth rate and the initial population, were critical in controlling 

the migration of toluene. However, nutrient-limiting conditions are likely to 

develop, in which case microbial parameters will be less important. This research 

has shown that for a shallow unsaturated sandy soil environment, the 

bioavailability of N instead of 0, is the limiting factor in the microbial removal 

of volatile aromatic hydrocarbons. 

5.3 APPLICATIONS AND FUTURE STUDIES 

In efforts to better quantify contaminant transport in subsurface, it is necessary 

to gain thorough understanding of the effects of various physical, chemical, and 

biological processes upon the pollutant compound. This study demonstrated that the 

biological process was important when the environmental conditions were appropriate. 

However, the extent of biodegradation was ultimately limited by the availability of an 

inorganic nutrient. Since nutrient limited conditions are likely to exist in the subsurface 

at most sites, the effect of maintenance-energy requirements on biodegradation rates will 

be critical. For example, the long term performance of in situ bioremediation systems 

may depend upon the capacity of non-growing microbial populations to metabolize 

contaminants. Further research is needed in this area. 

The effects of substrate toxicity and inorganic nutrients on biodegradation were 

approximated in this study. In order to better quantify these effects, the dependence of 



biodegradation rate upon individual factors should be examined. It should be emphasized 

that the observed functional dependency would be specific to the type of soil and 

experimental conditions used. Therefore, caution should be taken in using published 

values of kinetic parameters. The inclusion of these effects in any model certainly 

introduces complications towards solving the problem. Therefore, any improvement in 

model performance should be weighed against additional computation efforts required. 

The experimental conditions studied here are likely to be found in the unsaturated 

zone of a shallow sandylgravelly aquifer where the rate of 0, diffusion is usually not 

limiting the biodegradation. In systems where the depth of the unsaturated zone may be 

large, where the subsurface formation composes of low permeable materials such as clay, 

or in the immediate vicinity of a source, 0, may be limited or absent. Under limited-0, 

supply, the dependence of biodegradation rates on 0, concentration needs to be 

investigated. Additional batch studies are needed to quantify a functional relationship 

between hydrocarbon biodegradation rates and 0, concentration. 

When 0, is absent, hydrocarbon biodegradation may occur via anaerobic 

pathways. A prominent mechanism that has been investigated in groundwater systems 

is denitrification, a dissimatory reduction of nitrate and nitrite to gaseous products. 

Denitrifyers were found in groundwater and soil samples from aerobic to extremely 

reduced zones (Barker and Mayfield, 1988). Biodegradation of BTX compounds under 

denitrifying conditions has been reported (Barbaro et al., 1992; Kuhn et al., 1988; Mayor 

et al., 1988; Major et al., 1988; Zeyer et al., 1986; Kuhn et al., 1985; Schwarzenbach et 

al., 1983). Substrate removal rates under denitrifying conditions may be comparable to 

those by aerobic degradation (Barbaro et al., 1992; Barker and Mayfield, 1988; Major 

et al., 1988). Therefore, further research efforts are needed to examine the importance 

of BTX biodegradation via denitrification, and if necessary, to characterize a functional 

relationship between hydrocarbon degradation rates and nitrate concentration. 

At most contaminated field sites, organic compounds are usually present in a 

mixture. Hence, a logical next step for this study is to extend the single-compound 

system to a multi-component one. However, the presence of other compounds as 



potential multiple substrates adds complications to the study since substrate interactions, 

such as sequential or simultaneous utilization and competitive inhibition, can possibly 

occur. The susceptibility to degradation of individual components within a petroleum 

mixture has been observed by many researchers (Atlas, 1981). Fuel components were 

found either stimulated, repressed, or not affected by the presence of others (Atlas, 1981; 

Jamison et al., 1975). The interaction of BTX compounds with respect to degradation 

of individual compounds was studied in the laboratory (Chang et al., 1992; Alvarez and 

Vogel, 1991). Catabolic diversities of subsurface microbes precluded generalizations 

about the effects of individual BTX compounds on biodegradation of other BTX 

compounds (Alvarez and Vogel, 1991). Schmidt et al. (1985) showed that the kinetics 

of biodegradation of organic compounds were altered by a supplementary substrate. 

Further investigations of the interaction of multiple substrates are needed to provide some 

insight into the biodegradation capabilities of subsurface microbial community. Last but 

not least, the effect of mixture on chemical properties of each individual components also 

needs to be defined. 

Despite success in simulating column experiments, field data are needed to check 

the validity of conclusions drawn from laboratory investigations conducted here. In 

addition, the model needs to be increased to two or three dimensions and includes 

multiple components for dealing with more general situations. Nonetheless, the 1-D 

model can be used as guidelines in certain field scenarios. In addition to its application 

in the environmental field, the model can be applied to problems in soil science with 

respect to gas transport of pesticides through cover of unconsolidated earthen materials. 
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APPENDIX A 

SELECTED DATA FROM COLUMN EXPERIMENTS 



This appendix consists of two parts: Appendix A. 1 and A.2. Appendix A. 1 

contains gravimetric soil properties from Column 2. Appendix A.2 contains selected 

experimental data from column experiments discussed in Chapter 2. 



Table A.1. Soil properties of column 2. 

a% 0.4 1 0.1 1 0.30 1.5 

std 0.03 0.01 0.04 0.1 

Distance 
(cm) 

Wet sand 
(g) 

dry sand 
(g) 

Volume of 
core (ml) 

Volume of 
sand (rnl) 

Porosity 
(vol/vol) 

Volumetric content 
of 

water air 

Bulk dry 
density 
(g/ml) 
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Table A.2. Estimation of N content initially present in column 2. 

Notes: The bioavailable N (NO,-N + NH,-N) originally present in the soil was 
measured to be .00137 mg N/g dry sand. The N-amended solution used in 
flooding the column has a concentration of .022 mg-N/L. 

Distance 
(cm) 

0-10 11 12.4 1.5 1.6 74.0 1.6 3.2 

10-20 1097.4 1.5 1.6 79.7 1.8 3.3 

20-30 1041.2 1.4 1.5 74.7 1.7 3.1 

30-40 1104.9 1.5 1.6 74.0 1.6 3.2 

40-50 1141.3 1.6 1.7 81.9 1.8 3.4 

50-60 1125.8 1.5 1.6 78.2 1.7 3.3 

60-70 1205.7 1.7 1.7 84.6 1.9 3.5 

70-80 1 122.2 1.5 1.6 76.6 1.7 3.2 

80-90 1200.1 1.6 1.7 83.3 1.9 3.5 

90- 100 1099.8 1.5 1.6 78.7 1.7 3.3 

100-1 10 1219.5 1.7 1.8 88.0 2.0 3.6 

110-120 1205.4 1.7 1.7 82.0 1.8 3.5 

120-1 30 1123.7 1.5 1.6 83.3 1.9 3.4 

130-140 1241.8 1.7 1.8 88.7 2.0 3.7 

140-150 1098.6 1.5 1.6 75.0 1.7 3.2 

150-160 1035.4 1.4 1.5 66.0 1.5 2.9 

sum 18175.1 24.9 1268.6 

avg 1136 1.6 

std 62 0.1 

dry sand 
(g) 

N present 
in sand 
tmg N) 

bulk wet 
density 
(glml) 

Residual 
water 
t ml) 

N added 
(mg N) 

Initial N 
tmg N) 



Appendix A.2 contains experimental data from column experiments as discussed 

in Chapter 2. The values given here are absolute concentrations of toluene, O,, and CO, 

in soil air from selected sampling ports along column length. The reported times are 

relative to the start of each experiment. 



A.2 Column 1 

March 27, 1990 

reservoir 
portl 
port5 
port3 
port7 
reservoir 
portl 
port3 
port5 
port7 
effluent 

Time 
(hour) 

Toluene 
(mgW 

March 28, 1990 

reservoir 
portl 
port3 
port5 
port7 
port9 
portl 1 
port 1 3 
port 16 

Time 
(hour) 

Toluene 
(mg1J-J 



March 30, 1990 

reservoir 
port 1 
port3 
port5 
port7 
port9 
portl 1 
port13 
port 15 
port 16 
effluent 
influent 

Time 
(hour) 

Toluene 
(mg/L) 

April 2, 1990 

effluent 
port 16 
port 15 
port 1 3 
portl 1 
port9 
port7 
port5 
port3 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L> 



July 11, 1990 

effluent 
port 1 6 
port 15 
port13 
port 1 1 
port9 
port7 
port5 
port3 
portl 
reservoir 

Time 
(hour) 

Toluene 

July 19, 1990 

effluent 
port 16 
port 15 
port13 
port 1 1 
port9 
port7 
port5 
port3 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mgk) 



A.3 Column 2 

October 15, 1991 

reservoir 
port 1 
port3 
port5 
port7 
port9 
port13 
port1 5 
effluent 

Time 
(hour) 

OhOOm 
OhOOm 
Oh00m 
OhOOm 
OhOOm 
OhOOm 
Oh00m 
OhOOm 
OhOOm 

Toluene 
(mgk) 

October 22, 199 1 

effluent 
port15 
port13 
port 1 1 
port9 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L> 



October 27, 199 1 

effluent 
port 15 
port 13 
port 1 1 
port9 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 

October 30, 1991 

effluent 
port 15 
port13 
portl 1 
port9 
port7 
port6 
port5 
port4 
port3 
port2 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mgk) 



November 14, 199 1 

port 1 
port7 
port6 
port5 
port4 
port3 
port2 
port8 
port 15 
port14 
port 13 
port 1 1 
port9 
effluent 

Time 
(hour) 

Toluene 
(mgfu 

November 26, 1991 

effluent 
port 15 
port14 
port 12 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mgW 



December 09, 1991 

effluent 
port 15 
port14 
port 12 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
( m g U  

December 12, 199 1 

effluent 
port 15 
port14 
port 13 
port 12 
port 1 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 

Time Toluene 0 2  co2 

(hour) ( m g w  (%) (%I 



December 12, 199 1 (continued) 

Time Toluene 0 2  co2 

(hour) (mg/L) (%) (%) 

port3 1388h18m 5.7 19.7 0.306 
port2 1388h26m 6.8 19.7 0.313 
port1 1388h34m 7.9 19.7 0.298 
reservoir 1388h42m 10. 19.7 0.294 

December 16, 1991 

effluent 
port 1 5 
port 14 
port 13 
port 12 
port 1 1 
port10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 



December 20, 199 1 

port 15 
port14 
port 13 
port 1 2 
portl 1 
port 10 
reservoir 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
portl 
effluent 

Time 
(hour) 

Toluene 

December 24, 199 1 

effluent 
portl 5 
port2 
port 1 
reservoir 
port 14 
port 13 
port 12 
port 1 1 
port 10 
port9 

Time 
(hour) 

Toluene 
(mg/L) 



December 24, 1991 

Time 
(hour) 

Toluene 
(mgW 

January 2, 1992 

effluent 
port 15 
port 14 
port 1 3 
port12 
port 1 1 
port10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port1 
reservoir 

Time 
(hour) 

Toluene 
(mgm 



January 17, 1992 

effluent 
port 15 
port 14 
port 13 
port 12 
portl 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mg1-L) 

January 18, 1992 

effluent 
port 15 
port14 
port13 
port12 
port 1 1 
port 10 
port9 
port8 
port7 
port6 

Time 
(hour) 

Toluene 
( m g U  



January 18, 1992 (continued) 

Time 
(hour) 

port5 2278h03m 
port4 2278h 12m 
port3 2278h20m 
port2 2278h28m 
port 1 2278h36m 
reservoir 2278h44m 

Toluene 
(mg/L) 

January 29, 1992 

port 15 
port 14 
port 13 
port 12 
port 1 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port1 
reservoir 
effluent 

Time 
(hour) 

Toluene 
(mgk) 



Febuary 7, 1992 

effluent 
port15 
port 14 
port 13 
port 12 
portl 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 

Febuary 13, 1992 

reservoir 
port 1 
effluent 
portl 5 
port14 
portl 3 
port 1 2 
port 1 1 
port10 
port9 
port8 

Time 
(hour) 

Toluene 
(mgk)  



Febuary 13, 1992 (continued) 

Time 
(hour) 

port7 2784h33m 
port6 2784h41m 
port5 2784h49m 
port4 2784h57m 
port3 2785hO5m 
port2 2785h14m 

Toluene 
( m g 4  

6.5 
7.5 
8.3 
9.6 
11. 
12. 

Febuary 20, 1992 

effluent 
port 15 
port14 
port 13 
port1 2 
port 1 1 
port10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 



A.4 Column 3 

March 13, 1992 

effluent 
port 15 
port 14 
port 13 
port 12 
portl 1 
port10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 
OhOOm 

Toluene 
(mgk) 

March 17, 1992 

effluent 
port 1 5 
port 14 
port 1 3 
port12 
port 1 1 
portl 0 
port9 

Time 
(hour) 

Toluene 
(mgk) 



March 17, 1992 (continued) 

port8 
port6 
port5 
port4 
port7 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
( m g U  

March 19, 1992 

effluent 
port 15 
port14 
port 1 3 
port 1 1 
port9 
port7 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mgW 



March 21, 1992 

effluent 
port 15 
port 14 
port 1 3 
port4 
portl 1 
port9 
port7 
port5 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 

March 3 1, 1992 

effluent 
portl 5 
port 14 
port13 
portl 1 
port9 
port7 
port5 
port6 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 



April 7, 1992 

port 15 
port 14 
port 13 
port 1 1 
effluent 
port9 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
( m g m  

April 16, 1992 

effluent 
port15 
port 14 
port 1 3 
port 1 1 
port9 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg/L) 



April 17, 1992 

effluent 
port 1 5 
port 14 
port 13 
portl 1 
port9 
reservoir 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 

Time 
(hour) 

Toluene 
(mgW 

May 19, 1992 

effluent 
port 15 
port 14 
port 13 
portl 1 
port10 
port9 
port8 
port7 
port6 
port4 
port3 
port2 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mgL) 



May 26, 1992 

effluent 
port15 
port14 
port 13 
port 12 
port 1 1 
port9 
port7 
port6 
port 10 
port8 
port4 
port3 
port2 
portl 
reservoir 

Time 
(hour) 

Toluene 
(mgm 

June 9, 1992 

effluent 
portl 5 
port14 
port13 
portl 2 
port 1 1 
port 10 
port9 
port8 
port7 
port4 
port6 

Time 
(hour) 

Toluene 
(mgW 



June 9, 1992 (continued) 

Time Toluene 0 2  co2 
(hour) ( m a )  (%) (%I 

port5 2 109h56m 3.4 19.4 0.569 
port3 2 1 lOhO4m 4.5 19.4 0.61 1 
port2 21 10h12m 5.7 19.3 0.630 
port 1 2 1 10h20m 6.3 19.3 0.639 
reservoir 2 1 10h28m 10. 19.2 0.650 

June 24, 1992 

effluent 
port15 
port14 
port 13 
port 12 
port 1 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port3 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mg1-L) 



July 7, 1992 

effluent 
port 15 
port 14 
port 13 
port 12 
portl 1 
port 10 
port9 
port8 
port7 
port6 
port5 
port4 
port2 
port 1 
reservoir 

Time 
(hour) 

Toluene 
(mgk) 

August 1 1, 1992 

effluent 
port15 
port 14 
port 12 
portl 1 
port9 
port8 
port6 
port5 
port3 
reservoir 

Time 
(hour) 

Toluene 
(mgk) 



APPENDIX B 

BIODEGRADATION KINETICS FORMULATION 



This appendix contains the derivation of a hnetic function describing 

biodegradation in a multi-phase system under the influence of logarithmic growth. 



Monod kinetics adequately describe the relation between the specific growth 

rate and the substrate concentration in a system of aqueous phase 

where B is the population density (cell mass per unit volume of the aqueous phase); 

C is the aqueous concentration of the chemical (chemical mass per unit volume of 

aqueous phase), kax is the maximum specific growth rate (time-'), and K, is the half- 

saturation constant for growth (chemical mass per unit volume of aqueous phase). In 

a single phase system, the following equation relates the change of the population 

density to the corresponding change in the substrate concentration 

where Y is the biomass yield (the amount of substrate required to produce one unit of 

cell mass). The subscript denotes the conditions at time zero. Y can be treated as 

invariant with time when the substrate is a C source (Sirnkins and Alexander, 1984). 

When only the substrate disapperance is of interest, B N  can be replaced with X, and 

equation (B- 1) becomes 

where X is the aqueous concentration of the substrate required to produce a 

population of density B (chemical mass per unit volume of the aqueous phase). In 

addition, by combining equation (B-1) and the derivative of equation (B-2), one 

obtains an equation describing the rate of substrate disappearance reflecting Monod 

kinetics for a single-phase system 



In a multi-phase system, a mass balance of the chemical can be written by 

summing the compound mass over all phases 

O,Go + O,CO + p g 0  + 8,X0 = B,G + 0,C + pbS + 8,X (B-5) 

where 0, and 0, are the volumetric air (volume of air phase per total volume) and 

water content (volume of aqueous phase per total volume), respectively; p, is the bulk 

soil density (mass of solids per total volume); G (chemical mass per unit volume of 

the air phase) and S (chemical mass per solid mass) are the concentrations of the 

chemical in the vapor and solid phases, respectively. Take the derivative of equation 

(B-5) with respect to time and substitute the left hand side of equation (B-4), 

Employing equilibrium relationships (discussed in Chapter 2) for describing the 

interphase partitioning of the chemical, equation (B-6) can be written in terms of air 

phase concentration as 

In the case of very small K, (K, a Go), equation (B-6) is reduced to 

From equation (B-5), 

Substituting equation (B-9) into equation (B-8), 



Integrating equation (B-lo), one obtains the integral form 
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(B- 10) 

(B- 1 1) 

Equation (B-11) was used in the parameter determination. 



APPENDIX C 

SELECTED EXPERIMENTAL DATA AND CALCULATIONS 

FROM BATCH EXPERIMENTS 



This appendix consists of 2 parts. The first part contains samples of calculations 

of those numbers reported in Chapter 3. The second part contains selected data of 

toluene measurements from batch respiked experiments. 



C.l Sample of Calculations 

C. 1.1 Mass partitioning of toluene in the batch experiments 

Toluene mass loss due to biodegradation in batch experiments can be calculated 

using the following mass balance equation, 

Mk = GkV, + CkVw + SkW, 

= GkV, + HkGkV, + %CkW, 

= GkW, + HkV, + K,HkW,) 

where H, = water-air partitioning coefficient of toluene 

G, = gas phase concentration 

C,  = aqueous phase concentration 

V, = volume of gaseous phase 

V, = volume of the aqeous phase 

S, = solid phase concentration 

W, = mass of solid phase 

K, = sorption coefficient of toluene 

Assumptions inherent in equation (C-1) are mass partitioning between phases (i.e., 

aidwater and water/solid) is linear and H, and K, are the respective equilibrium 

constants. The table below lists various parameters of equation (C-1) at three 

temperatures. 

T P* P# Pavg GI, 'Henry's H, 
("C) (atm) (atm) (atm) ( m a )  Constant (dimension- 

(atmm) less) 

* T. E. Jordan, Vapor pressure of organic compounds, 266 p., Interscience publishers, New York, 1954. 
# Clausius-Clapeyron equation. 
+ Ashworth, R. A., G. B. Howe, M. E. Mullins, and T. N. Rogers, Air-water partitioning coefficients of 

organics in dilute aqueous solutions, J. Hazard. Mat., 18, 25-36, 1988. 



Parameter Calculation: 

where R = universal gas constant 

T = temperature 

h, = Henry's constant 

By substituting toluene concentration into equation (C-1), toluene mass present initially 

and remaining was calculated. The amount of toluene being degraded was determined 

by subtracting toluene mass remaining from that present initially. These results are 

compiled in Tables C.l, C.2, and C.3 for various batch experiments. 

C. 1.2 Mass partitioning of 0, in batch experiments 

Similarly, initial and final 0, concentrations can be used to calculate the totoal 

0, mass being utilized in the biodegradation experiments using equation (C-1). Because 

oxygen is not sorbed to soil, therefore equation (C-1) is reduced to 

where H,, = water-air partitioning coefficient of 0,. Values of dimensionless H,, are 

.039 and .036 at 10 and 15"C, respectively (Perry and Green, 1984). 

C. 1.3 Mass partitioning of CO, in batch experiments 

Total CO, production can be calculated from batch experiment data. CO, in the 

gas phase was measured before and after the experiments. In addition, the initial and 

final pH of the soil were measured to be 6.56 and 6.55 respectively. The small change 



in pH is an indicative of either small amount of CO, evolved or buffer capacity of soil. 

Since the pH was around pK, (6.3), approximately half of the dissolved CO, is in the 

form of bicarbonate, and little CO, could possibly precipitated as carbonates. A mass 

balance equation for CO, in the aqueous phase is written as 

where C, is the total mass of dissolved CO, species (dissolved CO, + CO,,- + HCO,'); 
a, and a, are the degree of dissociation of protons (see definition in Sturnm and Morgan, 

1981); p,,, is the partial pressure of CO, in equilibrium with dissolved CO,. Because 

pH did not change, a, and g remained constant throughout the experiment. The 

following values were used in the calculations: {H'} = 2.82E-07, a, = 0.574, 

a, = 7.57E-05, and H,,, = 0.0479 N a t m  (Pankow, 1991). Because g is insignificant 

when compared to a,, it was neglected. The mass balance equation was rearranged and 

solved for CT 

To calculate the amount of CO, being produced, the difference of C, is calculated 

Because CO, concentration was measured in percent, unit conversion was done by 

dividing the measured values with 100 to get AP,,, in atm. The amount of C02 

produced and dissolved into the solution (dissolved CO, + ~0,'- + HCO;) is equal to 

ACT times the volume of water in the canister. The amount of gas phase CO, was 

calculated by ideal gas law and the volume of the gas phase, and the total CO, produced 

was the sum in the two phases, 

The above calculation method of CO, will be refered to as method (a). 



A simpler way to calculate the amount of C02 evolved is to neglect HCO,' in 

the solution, a, + 0, and equation (5) reduces to 

The total CO, calculated by equations (6) and (7) will be refered to as method (b). 

CO, calculated by both methods for various batches are also compiled in Tables C. 1, C.2, 

and C.3. It can be seen that Method (a) which accounts for HCO, gives slightly higher 

values than Method (b) which does not account for HCO; because there was very little 

amount of water in the system. 



Table C.l Batch Experiment #6 (October 8, 1992). 

-- - - - -  - - 

1019192 101 1 3192 toluene (c)  10113192 0, (c )  10113192 CO,"" C02(b' CO, (b' 

Ci C , (moles) 0 2 . i  O2.f (moles) CO,i CO,,, (moles) (moles) /toluene 

(mg/L) (mi&) x1O5 (%I ~ 1 0 ~  (%) (%I X ~ O ~  x lo5 ratio 

can# 1 

can#2 

can#3 

can#6 

can#l 1 

can# 12 

can# 1 3 

can# 16 

control 

std 0.83 

'"' CO, calculated using Method A. 

lb) COZ calculated using Method B which accounts for HC0,-, and gives slightly higher total CO, production than Method A. 

'') No measurements were made. Numbers are the average values from Batch Experiment #5 (see Table C.2). 



Other information for batch experiment #6 

Each batch has approximately 

The moisture content of sand 

The amount of water in each batch 

The weight of dry sand in these batches 

The volume of solid phase 

The volume of air phase 

The concentration of NH4N03 solution 

The amount of N added by the solution 

The original available N in leap sand 

The available N in the original sand 

The sum of N in each batch 

g of wet sand 

ml H,O/g wet sand 

ml 

g of dry sand 

ml 

ml 

mg-Nlml 

mg-N 

mg-Nlg of dry sand 

mg-N 

mg-N 

gmole NO, 

gmole NH4N03 
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Other information for batch experiment #5 

Each batch has approximately 

The moisture content of sand 

The amount of water in each batch 

The weight of dry sand in these batches 

The volume of solid phase 

The volume of air phase 

The concentration of NH,NO, solution 

The amount of N added by the solution 

The available N in the original sand 

The sum of N in each batch 

g of wet sand 

ml H,O/g wet sand 

ml 

g of dry sand 

rnl 

rnl 

mg-N/ml 

mg-N 

mg -N 

mg -N 

gmole NO3 

gmole NH,NO, 



Table C.3 Batch Experiment #4 (August 12,1992). 

811 3/92 811 9/92 toluene 811 3/92 81 19/92 0, 811 3/92 8/19/92 CO, '"' CO, (bJ C02 'lJ' 

cl c , (moles) 0 2 , 1  2 ,  (moles) COZ,~ CO,,, (moles) (moles) /toluene 

( m g w  ( m a )  X ~ O ~  (%I ~ 1 0 ~  (%I X I O ~  XIO' ratio 

average 2.2 

standard deviation 0.2 1 

Note: All cans in this experiment are N-limited. - 
'"' CO, calculated using Method A. 

'lJ' CO, calculated using Method B which accounts for HCO,, and gives slightly higher total CO, production than Method A. 



Other infomation for batch experiment #4 

Each can has approximately 

The moisture content of sand 

The amount of water in each batch 

The weight of dry sand in these batches 

The volume of solid phase 

The volume of air phase 

The concentration of NH,NO, solution 

The amount of N added by the solution 

The available N in the original sand 

The total N in the can is 

g of wet sand 

ml H,O/g wet sand 

ml 

g of dry sand 

ml 

ml 

mgNlrnl 

mg-N 

mg-N 

mg-N 

gmole NO, 

gmole NH,NO, 



Table C.4. Nitrogen Assimilation and Mineralization. 

I 

I 

I 

C (mole-atom) 

Can # c t ol cco, mineraliztion assimilation 

~ 1 0 5  ~ 1 0 5  (%I (%) 
I 

4 19.2 6.96 36 64 

Batch 5 16.2 6.53 40 60 

Expt. #5 7 21.1 7.02 3 3 67 

( 1015192) 
14 18.8 8.07 43 57 

average 62 
I 1  

1 4.48 1.72 38 62 

2 3.84 1.34 35 65 

3 5.21 3.63 70 30 

Batch 6 15.6 5.31 34 66 
Expt. #6 

(10.6.92) 11 9.04 2.66 29 7 1 

12 7.65 2.92 3 8 62 

13 8.33 3.1 1 3 7 63 

16 16.8 5.45 32 68 

"c" 14.7 5.19 35 65 

average 6 1 



C.2 Estimation of stoichiometric coefficients (moYmol) of NH,NO,:toluene 

Table C.5 Batch Experiment #4 (8/12/92)" 

"Calculations made by using batches that had become N-limited. AG,,, is the 
difference between the toluene concentration at which biodegradation ceased 
due to N limitation and the initial concentration. 

Table C.6 Batch Experiment #5 (10/5/92)b 

Can# 

1 

11 

12 

13 

2 

3 

7 

8 

9 

Average 0.16 19.3 21.2 

Toluene 
x105 mol 

4.3 

5.3 

3.4 

3.5 

3.7 

4.6 

3.9 

3.1 

4.1 

AGIO, 
m g L  

4.7 

5.9 

3.8 

3.9 

4.1 

5.1 

4.3 

3.4 

4.5 

'Only batches with initial concentrations greater than 4.0 mg/L were used in 
these calculations. Batches with lower initial concentrations did not consume 
all the bioavailable N after first amendment of toluene. 

NH,NO,: 
toluene 

0.14 

0.12 

0.18 

0.17 

0.17 

0.14 

0.16 

0.20 

0.15 

Average 0.16 19.0 20.8 

C:N 
g/g 

18.2 

18.8 

21.3 

17.6 

AC 

mg 

3.6 

4.4 

2.9 

2.9 

3.1 

3.8 

3.2 

2.6 

3.4 

Toluene:N 
(mg/mg) 

19.9 

20.6 

23.3 

19.3 

Toluene 
x105 mol 

3.9 

4.1 

4.6 

3.8 

NH,NO,: 
toluene 

0.16 

0.16 

0.14 

0.17 

Can# 

8 

9 

10 

15 

AC 
mg 

3.3 

3.4 

3.8 

3.1 

AGto, 
m g L  

4.3 

4.5 

5.1 

4.2 

C:N 

g/g 

20.8 

25.8 

16.5 

17.0 

18.0 

22.2 

18.6 

15.1 

19.8 

To1uene:N 
(mg/mg) 

22.8 

28.3 

18.1 

18.6 

19.7 

24.3 

20.4 

16.5 

21.6 



This part of appendix-C contains selected experimental data from biodegradation 

experiments discussed in Chapter 3. The values given here are time series of headspace 

toluene concentrations measured in those batches used in the kinetic parameter 

determination, and later used in the respike experiments. The reported times are relative 

to the start of each experiment. 



C.3 Respike experiment I 

Canister #14 

Sampling Date Time Toluene 
(hour) (mgW 

Remark 

(a) 

'"'Addition of liquid toluene; *'~ddition of 0.5 rnl of NaCl solution; 
"'Addition of 0.5 ml of NaNO, solution; * used for calculating M,. 



Canister #4 

Sampling Date Time 
(hour) 

0 
22.75 
57.23 
66.05 
72.98 
79.67 
80.32 
89.20 
97.67 

106.03 
129.67 
21 1.87 
2 17.45 
220.35 
224.57 
236.77 
239.32 
244.28 
260.77 
267.37 
334.53 
357.50 
381.35 
40 1.68 
402.17 
402.87 
404.13 
405.80 
407.78 
410.85 
425.40 
428.00 
435.80 
506.25 

ToIuene Remark 
(mg/L) 



Canister #7 

Sampling Date Time 
(hour) 

Toluene Remark 
(mg/L) 



Canister #8 

Sampling Date Time 
(hour) 

Toluene Remark 
(mg/L) 



Canister #9 

Sampling Date Time 
(hour) 

Toluene Remark 
(mgJ-L) 



C.4 Respike Experiment I1 

Canister #I 

Sampling Date Time 
(hour) 

0 
14.43 
21.58 
30.18 
38.33 
44.50 
50.13 
53.10 
55.35 
55.43 
59.07 
63.62 
67.25 
71.28 
75.43 
8 1.02 
82.98 
85.50 
88.10 
90.97 

265.12 
28 1.92 
284.43 
284.52 
286.57 
288.60 
290.98 
304.65 
305.35 
356.25 
360.75 
378.65 
407.28 
430.45 
452.47 
547.37 
580.88 

Toluene Remark 
(mgjL) 



Canister #1 (continued) 

Sampling Date Time 
(hour) 

58 1.62 
582.02 
590.20 
592.10 
594.03 
595.98 
598.13 
600.33 
600.80 
605.10 
605.60 
605.68 

Canister #11 

Toluene Remark 
( m g m  

Sampling Date Time 
(hour) 

0 
14.50 
2 1.63 
29.58 
3 8.40 
44.05 
49.72 
53.00 
54.90 
59.10 
63.15 
66.78 
70.85 
74.98 
8 1.07 
83.02 
84.97 

Toluene Remark 
( m g m  



Canister #11 (continued) 

Sampling Date Time Toluene Remark 
(hour) (mg/L) 



Canister #12 

Sampling Date Time Toluene Remark 
(hour) (mgm 



Canister #13 

Sampling Date Time 
(hour) 

0 
14.90 
21.70 
29.67 
38.40 
44.13 
49.78 
53.07 
54.97 
59.17 
63.22 
66.85 
70.93 
75.05 
81.15 
83.08 
85.53 
88.20 
91.17 
93.17 
96.10 
99.03 

102.20 
104.97 
264.48 
28 1.57 
284.08 
286.22 
288.27 
291.12 
305.38 
357.13 
360.97 
378.77 
407.42 
430.55 
452.58 
547.53 

Toluene Remark 
(mgW 



Canister # 13 (continued) 

Sampling Date Time 
(hour) 

58 1.02 
58 1.27 
58 1.68 
590.23 
592.25 
594.18 
600.45 
605.22 

Canister #16 

Toluene Remark 
(mgk) 

Sampling Date Time 
(hour) 

0 
14.98 
18.63 
22.27 
38.48 
44.40 
50.02 
55.13 
63.38 
67.13 
71.13 
75.32 
81.12 
84.85 
88.05 
90.98 
92.68 
95.90 
98.40 

265.20 
281.10 

Toluene Remark 
(mg/L) 



Canister #16 (continued) 
- - - - 

Sampling Date Time 
(hour) 

283.65 
285.67 
287.77 
290.68 
305.18 
356.45 
360.48 
378.35 
407 .OO 
430.13 
452.18 
547.10 
580.62 
580.92 
581.33 
589.90 
59 1.90 
593.83 
600.12 
604.87 

Canister #2 

Toluene Remark 
(mgW 

Sampling Date Time 
(hour) 

Toluene Remark 
(mi+) 



Canister #2 (continued) 

Sampling Date Time 
(hour) 

63.62 
67.28 
71.28 
75.47 
81.03 
82.98 
85.50 
88.10 
90.98 

136.50 
14 1.83 
144.73 
148.98 
161.18 
265.22 
28 1.27 
283.90 
285.97 
288.07 
290.77 
305.12 
305.35 

Canister #3 

Toluene Remark 
(mgm 

Sampling Date Time 
(hour) 

0 
14.48 
21.63 
30.27 
38.38 
44.55 
50.18 

Toluene Remark 
(mgk)  



Canister #3 (continued) 

Sampling Date Time 
(hour) 

59.10 
63.63 
67.32 
71.32 
75.50 
8 1.05 
83.02 
85.53 
88.13 
91.00 

264.85 
28 1.90 
284.47 
286.53 
288.57 
288.63 
290.95 
304.62 
305.37 
356.32 
360.72 
378.60 
407.25 
430.40 
452.42 
547.35 
580.85 
58 1.25 
581.68 
590.23 
590.45 
592.23 
594.15 
600.45 
605.20 

Toluene Remark 
(mg/L) 



Canister #6 

Sampling Date Time 
(hour) 

0 
14.95 
18.60 
22.22 
38.45 
44.35 
49.98 
52.95 
55.10 
59.10 
67.10 
71.12 
75.28 
8 1.08 
84.82 
88.50 
91.17 
93.10 
96.12 
98.68 

101.70 
101.78 
104.67 
265.12 
28 1.03 
283.63 
285.83 
287.88 
290.98 
304.47 
305.88 

Toluene Remark 
(mg/L) 



Canister "c" 

Sampling Date Time 
(hour) 

Toluene Remark 
(mgk)  



Canister "c" (continued) 

Sampling Date Time 
(hour) 

58 1.28 
58 1.68 
589.72 
59 1.77 
593.68 
595.65 
597.80 
599.98 
604.75 
605.33 
605.42 

Toluene Remark 
t mg/L) 



APPENDIX D 

NUMERICAL SOLUTIONS TO 1-D TRANSPORT EQUATIONS 



This appendix contains the development of numerical solutions to 1 -D transport 

equations of a volatile hydrocarbon, O,, and CO,. These compounds move in a multi- 

phase system under influences of liquid- and air-phase diffusion, airlwater partitioning, 

linear sorption, and growth-related biodegradation. The equations were solved through 

the Galerkin finite-element method. Since the transportlbiodegradation equations of all 

three compounds were solved in an anlogous manner, only the discrete formulation of 

hydrocarbon equation will be presented. 



Numerical Solutions for Transportrnegradation Equations 

In a homogeneous hydrogeologic medium, the transport equation of a hydrocarbon 

compound may be simplified to 

where G is the air-phase concentration of hydrocarbons; the supscript k denotes 

hydrocarbon compounds; 0, and 8, are the air- and water- volumetric contents, 

respectively; H,, is the water-air partitioning coefficient; p, is the bulk density of the 

soil; K, is the distribution coefficient between soil and water phases; D,, and Dkw are the 

effective diffusion coefficients in air and water phases, respectively; h, is the maximum 

specific growth rate; X is the aqueous-phase concentration of the contaminant compound 

required in producting a population of density B; t is time and z is the domain axis. 

Equation (D-1) is solved using a Galerkin finite-element method in conjunction with the 

following boundary conditions. 

and 

A quadratic basis function is employed throughout the whole domain. For any element, 

the air-phase concentration at any point within an element was approximated in terms of 

nodal concentrations of that element by 



where G is the approximated solution; Gi are the nodal concentrations of the element; 0, 

are basis functions defined over the element. A weak formulation of weighted residual 

statement is written for equation (D-1) over the entire domain 

where We is the weighted residual statement over each element and the boundary 

conditions were essentially enforced. We can be written as follows 

where p = h,X. In Galerkin method, the same basis functions are used as weighting 

functions. Therefore, by substituting equation (D-4) into equation (D-3), and assembling 

the elements over the domain length (L), the hydrocarbon transport equation becomes 

The time-derivative term is solved by using a variably weighted finite difference 

approximation, and equation (D-7) can be written in the matrix form as 

+ (1 -a)  - { ~ ( t ) ) " - '  [GDD] + I: a 

where a is the time weighting term and [GPP], [GDD], and [GX] are defined as follows. 

d [GDD] = [& 4 (z)' 2 4 (z)  dz  



APPENDIX E 

ONE-DIMENSIONAL NUMERICAL-MODEL CODE 



This appendix contains the Fortran code for the one-dimensional Galerkin 
finite-element diffusion/biodegradation numerical model discussed in Chapter 4. 



CC BIODIFFUSION CC 
CC 
CC A ONE-DIMENSIONAL MULTI-PHASE TRANSIENT 

DIFFUSION/BIODEGRADATION MODEL C C 
USING GALERKIN FINITE-ELEMENT TECHNIQUE C C 

CC 
by Liannha Sa C C 
March 31, 1994 CC 

C--THIS MODEL IS I-D TRANSIENT TRANSPORT THROUGH UNSATURATED 
C HOMOGENEOUS MEDIUM OF ONE HYDROCARBON COMPOUND UNDER THE 
C INFLUENCE OF AIR-WATER PARTITIONING, LINEAR SORPTION, AND 
C BIODEGRADATION 
C--SOURCE IS TREATED AS A BOUNDARY CONDITION 
C--TWO BOUNDARY TYPES: NEWMAN OR DIRICHELT 
C--NO IMMISCIBLE PHASE IS PRESENT INSIDE THE DOMAIN 

C--BIODEGRADATION KINETICS REFLECT MONOD WITH LOGARITHMIC GROWTH 
C RATE = UmaxX 
C Umax is the maximum maximum growth rate 
C X - population concentration which increases with time at 
C logarithmic rate 
C 
C--BIODEGRADATION IS LIMITED BY THE AVAILABILITY OF NUTRIENT 
C AND SUBSTRATE TOXICITY 
C 
C--PHYSICAL & MICROBIAL PROPERTIES OF SOIL ARE SPECIFIED BY NODES 

C--QUADRATIC BASES FUNCTIONS 
C NEN (NUMBER OF NODES PER ELEMENT) = 3 
C--LINEAR MAPPING 
C IT CAN HANDLE NON-UNIFORM ELEMENT SIZE BUT THE MIDDLE NODE 
C NEEDS TO BE IN THE MIDDLE OF THE ELEMENT 
C THE NUMBERING OF ELEMENTAL NODES: 1, 2, 3. 
C 
C--TIME IS DISCRETIZED BY ALPHA METHOD 

C--ARRAY DIMENSIONS CAN BE DEFINED IN THE INCLUDE FILE 
C 'parametr.incf 
C MNN = MAXIMUM NUMBER OF NODES 
C MNE = MAXIMUM NUMBER OF ELEMENTS 



INCLUDE 'parametr.incl 

C--GENERAL INFORMATION 

C..a flag letting the program know if it is working on 
C a brand new task or a sequal 

INTEGER FLAG1 
C..a flag telling the program to write out special output 
C to be used as the input of a sequal run 

INTEGER FLAG2 
C..a flag telling the program to recalculate the concentrations 

INTEGER FLAG3 
C..a flag telling the program to make an xmgr file 

INTEGER FLAG4 
C..a flag telling the program to make an output file 

INTEGER FLAG5 
C..nodal type for HC, oxygen, and co2 

INTEGER ITYPE(MNN,3) 
C..initial and boundary flux vectors for hydrocarbons and oxygen 
C for zero-flux and zero-concentration boundary types, flux = 0 

REAL*8 FLUX(MNN,3), CONSTC(MNN,3) 
C..nodal coordinates, 

REAL*8 Z(MNN) 
C..nodal concentrations 

REAL*8 CONC(MNN,3) 
C..concentrations at previous time step 

REAL * 8 LASTC (MNN) 
REAL * 8 LASTX (MNN) 

C. .time 
REAL*8 TIME 

C--PHYSICOCHEMICAL PROPERTIES 

C..phase-equilibrium constants (water-air and soil-air) of n 
C hydrocarbons and oxygen 

REAL*8 EQUIWA(3), EQUISA(3) 
C..molecular diffusion coefficients for n hydrocarbons and oxygen 

C in water and air phases 
REAL*8 WDIFF (3 ) , ADIFF (3) 

C..volumetric contents of air, water, and porosity 
REAL* 8 VOLAIR (MNN) , VOLWAT (MNN) , POROSITY (MNN) 



C..bulk density of the medium 
REAL*8 DENSITY(MNN) 

C..dummy variables for calculating effective diffusion 
coefficients 
C in water and air phases of any compounds 

REAL*8 WEFFDIFF(MNN), AEFFDIFF(MNN) 
C..retardation factor of any compound 

REALX8 RETARD(MNN,3) 
C..diffusion coefficients of n hydrocarbons, 02 and C02 

REAL*8 DCOEFF(MNN,3) 

C 
C--MICROBIAL PARAMETERS 

C..the equivalent aqueous concentrations of microorganisms 
C expressed in terms of HC concentrations at time t 

REAL*8 X(MNN) 
C..adaptation time for nk hydrocarbon compounds 

REAL * 8 adapt ime 
C..the critical concentration of X to deplete all the N 

REAL*8 Xcrit 
C..the initial nodal concentration of X 

REALf8 Xo(MNN) 
C..the quantity of X increment at every time step 

REAL*8 DELX(MNN) 
C..reaction rates of oxygen consumption and C02 production 

REAL*8 PGRATE(MNN,2) 
C..molecular weights 

REAL*8 WEIGHT (3 ) 
C..stoichiometric ratios of oxygen/HCs and C02/HCs 

REAL*8 RATIO (2) 
C..Umax of hydrocarbon compounds (The nature of Umax is 
C compound-specific) . However, because the nutrient 
C limitation, Umax is assigned to an elementary variable, 
C Rcoeff, for variation in the reaction rate due to nutrient 
C limitation 

REAL*8 Umax, Rcoeff(MNN) 
C..inhibition concentration of nk hydrocarbon compounds 

REAL*8 CINHIB 
C..maintenance energy level 

REAL*8 MAINTENA 

C 
C--FINITE ELEMENT PARAMETERS 
C..nodes that contains in each element 

INTEGER IN(MNE,3), NODE(3) 



C..guass points for numerical integration, number of time step 
INTEGER NG, NSTEP 

C..number of nodes per element, number of element 
INTEGER NEN, NE 

C..totoal number of nodes, types of element length 
INTEGER NN, LENGTH 

C..time interval 
REAL*8 DT, alpha 

C..jacobian operator for each element 
REAL"8 RJACOB(MNE) 

C..dimensions for elemental matrices EBP, EB, and ED 
REAL"8 EBP(3,3), ED(3,3,3), EB(3) 

C..dimensions of global matrices for time-derivative term, GBP, 
C and the diffusion term, GD, 

REAL"8 GBP(MNN,MNN), GD(MNN,MNN,3) 
C..dimension of column vector for zero order term 
C it is used by oxygen and C02 

REAL*8 GB(MNN) 
C..dimension of column vector for zero order with interpolation 
C it is used by all hydrocarbon components 

REAL*8 GBInew(MNN), GBIold(MNN) 

C 
C--INTERPOLATION VARIABLES 
C..a flag to turn on the option of USER'S acquired nodal 
C concentration at user's specified location 

INTEGER iuser 
C..Gauss quadrature points at which the concentrations are 
C interpolated for use in calculating massloss 

REAL*8 r(10) 
C..nodal concentrations of gas phase in each element 

REAL * 8 NODALCON ( 3 ) 
C..return variables of subroutine INTERPOL to interpolate 
C concentrations at distance other than nodes 

REAL*8 INTPC (10) 
C..userls specified points in global scale at which 
concentrations 
C are acquired 

REAL*8 zuser(l0) 

C 
C--COMMENTS & NAMES 

CHARACTER*70 COMMENT 
C..names of hydrocarbon compounds, input and output files 

CHARACTER"25 NAME(3), INFILE, OUTFILE 
C..names of special input and output files 

CHARACTER"25 INFILE2, OUTFILE2 



C 
C--COMMON STATEMENT 

COMMON /smatrixO/GBInew,GB 
COMMON /smatrix/EBP,RETARD,XIVOLWAT,RJACOB,IN,NODE 
COMMON /sprint/FLAG4,FLAG5,NAME 
COMMON /ssolver/GD,GBP,GBIold,DT,alpha,MLIMU,NN 
COMMON ID02,IDC02 

C 
C * * * * * * * * * * * * * * *  READ FILE NAMES AND OPEN FILES: * * * * * * * * * * * * * *  

WRITE ( * ,  5000) 
5000 FORMAT ( '  ','NAME OF DATA INPUT FILE:') 

READ (*,I) INFILE 
WRITE ( * ,  5010) 

5010 FORMAT ( '  ','NAME OF OUTPUT FILE:') 
READ ("'1) OUTFILE 

OPEN (15,FILE=INFILE) 
OPEN (16,FILE=OUTFILE) 

C********************** open -gr files . . . . . . . . . . . . . . . . . . . .  
open (17,file='lian.grf1) 
open (84, file='negf) 

C***************** writ- header for graph file * * * * * * * * * * * * * * * *  

WRITE(17,701) '@with go' 
WRITE(17,701)'@view 0.10, 0.15, 0.35, 0.85' 
WRITE(17,701)'@world 0,-160,20,0' 
WRITE(17,701)'@yaxis tick major 20.' 
WRITE(17,701) '@yaxis LABEL "Elevation relative to land 

& surf. (cm)"' 
WRITE(17,701)'@xaxis LABEL "Toluene (mg/L)"' 
WRITE(17,701)'@xaxis tick major 10' 
WRITE(17,701)'@yaxis tick minor 10.' 
WRITE(17,701)'@xaxis tick minor 5' 
WRITE(17,701)'@xaxis ticklabel prec 0' 
WRITE(17,701)'@with gl' 
WRITE(17,701)'@gl on' 
WRITE(17,701)'@view 0.40, 0.15, 0.65, 0.85' 
WRITE(17,701)'@world 0,-160,10,01 
WRITE(17,701)'@yaxis tick major off' 
WRITE(17,701)'@xaxis tick major 2.' 
WRITE(17,701)'@xaxis LABEL "C02 concentration ( % ) " I  

WRITE(17,701)'@yaxis tick minor off' 
WRITE(17,70l)'@yaxis ticklabel off' 
WRITE(17,701) '@xaxis ticklabel prec 0' 



WRITE(17~701)'Qxaxis tick minor 1.' 
WRITE(17,701)'@with g2' 
WRITE(17,701) 'Qg2 on' 
WRITE(17,701) 'Qview 0.70, 0.15, 0.95, 0.85' 
WRITE(17,701)'Qworld 0,-160,50,0t 
WRITE(17,701)'@yaxis tick major off' 
WRITE(17,701)'Qyaxis ticklabel off' 
WRITE(l7,701)'@xaxis tick major 10' 
WRITE(17,701) 'Qxaxis LABEL "Reaction (mg/L/step)"' 
WRITE(17,701)'Qyaxis tick minor off' 
WRITE(17,701)'@xaxis ticklabel prec 0' 
WRITE(17~701)'Qxaxis tick minor 10' 
WRITE(17t701)'@focus off' 
WRITE(17,7Ol)'@doublebuffer true' 
WRITE(17,701) '@kill SO' 
WRITE(17,701)'@redraw' 

701 FORMAT(A) 
WRITE(17,701)'@with go' 
WRITE(17,701)'@kill SO' 
WRITE(17,701)'QsO symbol 0' 
WRITE(17,701)'Qs0 linestyle 1' 

..................... READ/WRITE DATA INPUT * * * * * * * * * * * * * * * * * * *  
C--FINITE-ELEMENT PARAMETERS 
C..comment 

READ(15'1) COMMENT 
WRITE(16'1) COMMENT 

C..system temperature 
READ(15,*) temp 
WRITE (16,56) temp 

C..no. of compounds (maximum 3) 
READ(15,*) NK 

C..the order of compounds - HC always the first compound, 
C followed by 02 or C02 or both 
C the program needs to know the order of C02 (your 
C choice is 2 or 3 or 0, if C02 is not included) 

READ(15,*) IDC02 
READ(15,*) ITIME 
READ(lS,*) ISTEP 
READ(15, * )  Kmod 
READ(15,") LASTP 

C..compound names 
READ(15,l) (NAME(1) ,I=l,NK) 



C..# of nodes, elements, and elemental nodes 
READ(15,") NN,NE 
NEN = 3 
WRITE(16,3) NN,NE,NEN 

C..element length (l=equal / any other no. = unequal) 
READ(15,*) LENGTH 
if (length .eq. 1) then 
WRITE(16,52) 

52 FORMAT(' EQUAL ELEMENT LENGTH IS BEING USED1/) 
else 
WRITE(16,36) 

36 FORMAT(' NONUNIFORM ELEMENT LENGTH IS BEING USED1/) 
endi f 

C..nodes, nodal coordinates, nodal types for all hydrocarbons 
C and oxygen 

READ(15, * )  (Z (I), (ITYPE(1,K) ,K=l,NK), 
1 (FLUX(1,K) ,K=l,NK), I=l,NN) 
WRITE(16,4) 
WRITE(16,34) (NAME(I),I=l,NK), (NAME(I),I=l,NK) 

if (NK .eq. 2) then 
WRITE(16,7) (I,Z(I),(ITYPE(I,K),K=l,NK),(FLUX(I,K),K=l,NK), 
1 I=1, NN) 

7 FORMAT ( '  ',13,3x,f10.3,5x,15,9xl15110x,f5.2,10x,f5.2) 
else 
WRITE(16,20) (I, Z (I), (ITYPE(1,K) ,K=l,NK) , 
1 (FLTJX(1,K) ,K=l,NK) ,I=l,NN) 

20 FORMAT ( '  ',13,3x1f10.3,5x,15,9x,15,9x,15,12x,f5.2,9x, 
1 f5.2,9x1f5.2) 
endi f 

C . . #  of time steps, time increment 
READ ( 15, * ) NSTEP , DT , alpha 
WRITE(16,8) NSTEP,DT,alpha 

C . . #  of Gauss points 
READ(15,*) NG 
WRITE (16,9) NG 

C..table of elemental data 
READ(15, * )  ( (IN(1, J) , J=l,NEN) , I=l,NE) 
WRITE (16,lO) 
WRITE(16,ll) (I,(IN(I,J),J=1,NEN),I=l,NE) 



C..# of diagonals below and above the main diagonals, ML, and MU. 

C..a flag to request a print out of the coefficients of global 
C matrices (l=Yes / any other no.=No) 

READ ( 15, * ) MATRIX 

C 
C--PHYSICOCHEMICAL PROPERTIES OF HYDROCARBON COMPONENT AND OXYGEN 

C..molecular weights 
READ(15,*) (WEIGHT(I),I=l,NK) 

C..stoichiometric ratios of oxygen/HCs and C02/HCs 
READ(15, * )  (RATIO(1) , I=l,NK-1) 

C..phase-equilibrium constants: water-air and soil-air phases 
READ(15, * )  (EQUIWA(1) ,EQUISA(I) , I=l,NK) 

C..molecular diffusion coefficients in water and air phases 
READ(15, * )  (WDIFF(1) ,ADIFF(I) ,I=l,NK) 

C--MICROBIAL CONSTANTS FOR NK HYDROCARBON COMPONENTS 

C..max specific growth rates 
READ(15,*) Umax 

C..inhibition concentrations of nk hydrocarbon compounds 
READ(15,*) CINHIB 

C..maintenance energy level 
RFAD(15, * )  maintena 

C..the reasonable magnitude of zero 
READ(15, * )  zero 

C the concentration of X that will deplete N-nutrient 
C the lag time for the hydrocarbon compound 

READ(15,*) Xcrit, adaptime 

WRITE(16,14) 
WRITE(16,41) NAME(l),WEIGHT(l) 
WRITE(16,41) (NAME(I),WEIGHT(I),RATIO(I-1),1=2,NK) 
WRITE(16,SO) Umax, adaptime, CINHIB, maintena 



C--SOIL PARAMETERS (VARY WITH ELEMENT) 
C..volumetric contents for air and water phases, bulk density, 
C and total porosity 

READ(15, * )  (VOLAIR(1) ,DENSITY(I) ,POROSITY(I) I I=l,NN) 
DO 48 I = 1, NN 
VOLWAT (I) = POROSITY ( I) - VOLAIR (I) 

48 CONTINUE 
WRITE(16,13) 
WRITE(16,47) (I,VOLAIR(I),DENSITY(I),POROSITY(I),I=l,NN) 

C 
C--BOUNDARY AND CONSTANT NODAL CONCENTRATIONS 
C..for all compounds 

READ(15, * )  ( (CONSTC(J, I), J=l,NN), I=l,NK) 

C 
C--INITIAL NODAL CONCENTRATIONS for HC, oxygen and C02 

C read in the flag telling the program either it's performing 
C a one-step simulation (set FLAGl=O) OR a step-task of a 
C multi-step simulation (set FLAG=any number) 

if (FLAG1 .eq. 0) then 
READ(15, * )  tinit 
READ(15,*) ((CONC(J,I) ,J=l,NN) II=l,NK) 
else 
READ (15,l) infile2 
OPEN (99,file=infile2) 
READ (99,*) tinit 
do 70 i = 1, nk 
READ(99,*) (CONC(J,I),J=l,NN) 

70 continue 
endi f 

C read in the flag telling the program to print m g r  files 
C l=yes, any number = no 

C read in a flag telling the program to print output files 
C l=yes, any other number = no 

READ ( 15, * ) FLAG5 



C for microorganisms 
READ(15, * )  (Xo(1) ,I=l,NN) 

WRITE (16,45) 
CALL PRINT (CONC,MNN,3,Z,X,Xo,DELX,timeINN,NK) 

C 
C--unit conversion for 02 and C02 

DO 58 I = 2, NK 
CALL UNITS (CONSTC(l,I),WEIGHT(I),temp,nn) 
CALL UNITS (CONC(l,I),WEIGHT(I),temp,nn) 

58 CONTINUE 

C 
C************ DETERMINATIONS OF MODEL PARAMETERS * * * * * * * * * * * * * *  
C 
C--CALCULATE DIFFERENTIAL-EQUATION COEFFICIENTS 
C water- and air-phase effective diffusion coefficients, and 
C retardation factors 

DO 19 1 = 1, NK 
DO 46 J = 1, NN 
WEFFDIFF(J) = WDIFF(I)*VOLWAT(J)**(10./3.)/POROSITY(J)**2 
AEFFDIFF(J) = ADIFF(I)*VOLAIR(J)**(l0./3.)/POROSITY(J)**2 

C..retardation factors for nk hydrocarbon compounds and oxygen 
RETARD(J,I) = VOLAIR(J) + EQUIWA(I)*VOLWAT(J) + EQUISA(I)* 

& DENSITY(J) 
C..coefficients of the diffusion term for hydrocarbons and oxygen 

DCOEFF (J, I ) = (WEFFDIFF (J) *EQUIWA ( I ) + 
AEFFDIFF(J))/RETARD(J,I) 
46 CONTINUE 

C..print water- and air- phase effective diffusion coefficients, 
C diffusion coefficient, and retardation factor 

WRITE(16,l) NAME(1) 
WRITE (16,40) 
WRITE(16,42) (J,WEFFDIFF(J),AEFFDIFF(J),DCOEFF(J,I), 

& RETARD(J, I), J=l,NN) 
19 CONTINUE 

C 
C****************** DEFINE ELEMENTAL MATRIX . . . . . . . . . . . . . . . . . . . . .  

C..the elemental xatrix for each element is the same because 
C linear transformation has a jacobian operator that 



C is a constant (not depend on the coordinates of the element). 
C--COMPUTE ELEMENTAL MATRICES: EB(NEN),EBP(NENxNEN),ED(NENXNENx3) 

CALL BASESPRO (NG , EBP ) 
CALL DBDZ (NG, ED) 

C--COMPUTE JACOBIAN OPERATOR OF EACH ELEMENT FOR EBP, EB, AND ED 
C..IJM are nodes containing in each element 

DO 22 I = 1, NE 
DO 23 J = 1, NEN 
IJM = IN(1,J) 

IF (J .EQ. 1) Z1 = Z(1JM) 
IF (J .EQ. 3) 22 = Z(1JM) 

23 CONTINUE 
RJACOB(1) = 0.5 * (22 - 21) 

C..check elemental length! if uniform length is used, then skip 
C the rest of the DO loop 

IF (LENGTH .EQ. 1) GO TO 24 
22 CONTINUE 

GO TO 26 
24 DO 25 J = 1, NE 

RJACOB (J) = RJACOB ( 1 ) 
25 CONTINUE 

C..PRINT OUT JACOBIAN OPERATOR FOR EACH ELEMENT 

C--INITIALIZE GLOBAL MATRIX COEFFICIENTS: 
C GBP (NNxNN) , GD (NNxNN) , GB (NN) 

DO 882 K = 1, NK 
DO 880 I = 1, NN 
DO 490 J = 1, NN 
GBP(1,J) = 0. 

GD(I,J,K) = 0. 
490 CONTINUE 
880 CONTINUE 
882 CONTINUE 



C--ASSEMBLY ELEMENTAL MATRIX ONTO GLOBAL MATRIX 
C. . SBP (NNxNN) and GD (NNxNN) 

DO 320 I = 1, 3 
NODE(1) = IN(L,I) 

320 CONTINUE 

NR = NODE(K) 
C..GBP(NN,NN) 
C the matrix coefficient of the rate accumulation term 

GBP(NR,II) = GBP(NR,II) + EBP(K,l)*RJACOB(L) 
GBP (NR, JJ) = GBP (NR, JJ) + EBP (K, 2) *RJACOB (L) 
GBP(NR,MM) = GBP(NR,MM) + EBP(K13)*RJACOB(L) 

C..GD(NN,NN,NK+l) 
C the matrix coefficient of the diffusion term 

DO 328 J = 1, NK 
GD(NR,II,J) = GD(NR,II,J) + l./RJACOB(L)*(DCOEFF(II,J)* 

& ED(l,l,K)+DCOEFF(JJ,J)*ED(1,2,K)+DCOEFF(MM,J)*ED(l,3,K)) 
GD(NR,JJ,J) = GD(NR,JJ,J) + l./RJACOB(L)*(DCOEFF(II,J)* 

& ED(2,l1K)+DC0EFF(JJ,J)*ED(2,2,K)+DCOEFF(MM,J)*ED(2,3,K)) 
GD(NR,MM, J) = GD(NR,MM, J) + 1. /RJACOB(L) * (DCOEFF(I1, J) * 

& ED (3,1, K )  +DCOEFF (JJ, J) *ED(3,2, K) +DCOEFF(, J) *ED(3,3, K) ) 
328 CONTINUE 

329 CONTINUE 
310 CONTINUE 

C 
C..PRINT OUT THE GLOBAL MATRIX COEFFICIENTS 

IF (MATRIX .EQ. 1) THEN 
WRITE(16,27) 
WRITE(16,28) ((GBP(I,J),J=1,11),I=l,ll) 
DO 32 K = 1, NK 
WRITE (16,l) NAME (K) 
WRITE(16,29) 
WRITE(16,30) ((GD(I,JIK),J=~,~l),I=l,ll) 

32 CONTINUE 



ELSE 
WRITE(16,122) 
ENDIF 

DISCRETIZATION 

C..initialize arrays 
C array Rcoef f (MNN) 
C array GBInew(MNN1 
C array X(MNN) 
C array LASTX(MNN1 

C read the starting time of the run 

if (FLAG1 .eq. 0) then 
DO 38 I = 1, NN 
Rcoeff(1) = 0 .  
GBInew(1) = 0. 
LASTX(1) = 0. 

38 CONTINUE 
else 
DO 69 I = 1, NN 
Rcoeff (I) = 0. 

69 CONTINUE 
READ (99,") (GBInew(I),I=l,NN) 
READ (99,*) (X(I),I=l,NN) 
CLOSE (UNIT=99) 
endi f 

C initialize FLAG3 
FLAG3 = 0 

C..identify the order of OXYGEN 

IF (IDC02 .eq. 2) THEN 
ID02 = 3 
ELSE 
ID02 = 2 
END1 F 
write(*,*) ID02,IDC02 

C--STEPPING THROUGH TIME 

TIME = tinit 



DO 350 K = 1, NSTEP 

TIME = DT*K + tinit 

C--HYDROCARBON COMPOUND 

C..update reaction matrix coefficient at last time step for HC 
C equation 

DO 51 I = 1, NN 
GBIold (I) = GBInew (I) 

51 CONTINUE 

C..biodegradation is zero prior to some lag time 
C the if condition was set as .It. over .le. because .It. works 
C in the case of no adaptation time 

IF (time .It. adaptime) THEN 

DO 43 J = 1, NN 
Rcoeff (J) = 0. 
X(J) = Xo(J) 

4 3 CONTINUE 

C call subroutine RXNMATRX to assemble the reaction matrices 
C for hydrocarbon equation 

CALL RXNMATRX (Rcoeff,l,nn,ne,2) 

C call subroutine SOLVER to solve hydrocarbon equation 

CALL SOLVER 

C initialize X for simulations w/o any adaptation 

IF (tinit .eq. 0. .and. K .eq. 1) THEN 
DO 82 J = 1, NN 
X(J) = Xo(J) 

8 2 CONTINUE 
END1 F 



store X and CONC(J,l) from last time step 

DO 83 J = 1, NN 
LASTC(J) = CONC(J,l) 
LASTX(J) = X(J) 

83 CONTINUE 

.initiate biodegradation 
update reaction coefficients at each node via all kinds 
of conditions 

1) biodegradation is zero when HC concentration is in the 
inhibition range 

IF (CONC(J,l) .ge. CINI-IIB) THEN 
Rcoeff (J) = 0. 
GO TO 53 
ENDI F 

2) biodegradation is at maintenance level when N-nutrients is 
depleted, i.e., if the accumulation of toluene utilized 
from last time step exceeds X critical, the reaction 
ceases for that node 

IF (X(J) .ge. Xcrit) THEN 
Rcoeff(J) = maintena*Umax 
GO TO 53 
ENDI F 

3) biodegradation is zero if hydrocarbon concentration is 
zero or if hydrocarbon concentration is 0 .  at the boundary 
or if the dissolved oxygen concentration is below 2 mg/L 

IF (CONC(J,l) .It. zero 
& .or. ITYPE(J,l) .eq. 1 .and. CONC(J,l) .eq. 0 .  
& .or. CONC(J,2) .le. 55.55) THEN 

Rcoeff (J) = 0. 
ELSE 
Rcoeff (J) = Umax 
END IF 

53 CONTINUE 



C SOLVE the biomass equation at each node analytically 

IF (X(J) .ge. Xcrit .or. CONC(J,l) .ge. CINHIB) THEN 
GO TO 55 
ELSE 
X(J) = LASTX(J)*EXP(Rcoeff(J)*dt) 
If (X(J) .ge. Xcrit) X(J) = Xcrit 
END IF 

55 CONTINUE 

C readjust the concentrations to the original concentrations 

911 IF (FLAG3 .eq. 1) THEN 
DO 73 J = 1, NN 
CONC(J,l) = LASTC(J) 

73 CONTINUE 
END IF 

C 
C call subroutine RXNMATRX to assemble the reaction matrices 
C for hydrocarbon equation 

CALL RXNMATRX (Rcoeff,l,nn,ne,2) 

C call subroutine SOLVER to solve hydrocarbon equation 

CALL SOLVER (ITYPE,FLUX,CONSTC,CONC,l) 

C check if there was enough mass to react 

DO 74 J = 1, NN 
IF (X(J) .gt. LASTX(J) .and. Rcoeff(J) .eq. Umax 

& .and. CONC(J,l) .It. 0.) THEN 
FLAG3 = 1 
Rcoeff(J) = Umax*LASTC(J)/(.003+LASTC(J)) 
X(J) = LASTX(J)*EXP(Rcoeff (J)*dt) 
if (X(J) .ge. Xcrit) X(J) = Xcrit 

If (X(J) .It. LASTX(J)) THEN 
X(J) = LASTX(J) 
Rcoeff (J) = 0. 
Endi f 



GO TO 74 
ENDIF 
IF (Rcoeff (J) .It. Umax .and. Rcoeff (J) .gt. 0. 

& .and. CONC(J,l) .It. 0.) THEN 
X(J) = LASTX(J) 
Rcoeff (J) = 0. 
FLAG3 = 1 
ENDIF 

74 CONTINUE 

C the quantity of HC being degraded 

DO 81 J = 1, NN 
DELX(J) = X(J)-LASTX(J) 

81 CONTINUE 

39 DO 75 J = 1, NN 
if (conc(j,l) .It. 0.) then 
write(84, * )  time, z ( j )  , conc(J,l) 
endi f 
IF (CONC(J,l) .It. 0.) CONC(J, 1) = 0. 

75 CONTINUE 

C..calculate consumption rates of 02 and C02 at each node 

DO 44 I = 2, NK 
DO 49 J = 1, NN 
PGRATE(J,I-1) = VOLWAT(J)/RETARD(J,I)*X(J)*Rcoeff(J)* 

& RATIO(1-l)/weight(l)*weight(I) 
49 CONTINUE 
44 CONTINUE 

IF (IDC02 .ne. 0) THEN 
DO 54 i = 1, NN 
PGRATE ( i , IDC02 - 1 ) = - PGRATE ( i , IDC02 - 1 ) 

54 CONTINUE 
ENDIF 

IF (K .eq. nstep .and. NK .eq. 2) THEN 
write (16,'(a)') 'rxnrates for all compounds' 



write(16,88) (j,Rcoeff(j),(pgrate(j,l)),j=l,nn) 
88 format (lx,i5,2e12.5) 

END IF 
IF (K .eq. nstep .and. NK .eq. 3) THEN 
write (16,'(a)') 'rxnrates for all compounds' 
write(16,89) (j,Rcoeff(j),(pgrate(j,i),i=l,nk-l),j=l,nn) 

89 format (lx,i5,3e12.5) 
END IF 

C..call RXNMATRX to assembly the reaction matrices of oxygen or 
C02 
C..then call SOLVER to solve for its concentrations 

CALL RXNMATRX (PGRATE(l,ID02-1),1D02,NN,NE,O) 
CALL SOLVER (ITYPE(l,ID02),FLUX(1,ID02),CONSTC(1,IDO~~, 

& CONC(l,ID02),ID02) 

c DO 77 J = 1 ,  NN 
c if (CONC(j,ID02) .It. 0) CONC(j,ID02) = 0. 
c 77 CONTINUE 

if (IDC02 .ne. 0) then 
CALL RXNMATRX (PGRATE(1,1DC02-1),IDC021NN,NE,0) 
CALL SOLVER (ITYPE(1,1DC02),FLUX(1,1DC02),CONSTC(1,1DCO~)t 

& CONC(ltIDC02),IDC02) 
endi f 

C 
C--PRINT OUTPUT at intermediate steps 

C..print time and concentrations at each time step OR 

IF (ITIME .EQ. 1 .and. lastp .ne. 1) THEN 
GO TO 444 

C at steps of every ten or multiple of ten 

ELSEIF (ISTEP .eq. 1 .and. mod(K,kmod) .eq. 0) THEN 
GO TO 444 

ELSE 

C..print output at last time step only 



444 WRITE(16,37) TIME 

C convert the units of permgases back to % using the storage of 
C DCOEFF 

DO 57 I = 2' NK 
DO 5 9  J = 1, NN 
DCOEFF(J,I) = CONC(JII)/WEIGHT(I)/l.e6*82.05*temp*100. 

59 CONTINUE 
57 CONTINUE 

C copy concentration of HC into DCOEFF(J,l) 
DO 60 J = 1, NN 
DCOEFF(J,l) = CONC(J,l) 

60 CONTINUE 

CALL PRINT (DCOEFF,MNN,3,Z,X,Xo,DELX,time,NN,NK) 

350 CONTINUE 

if (lastp .eq. 1) then 
WRITE(16,'(a)') 'microbial mass' 
WRITE(16,'(3e12.6)') (X(I),I=l,NN) 
WRITE(16,33) 
WRITE(16'37) TIME 

C convert the units of permgases to % 
DO 62 I = 2, NK 
DO 61 J = 1, NN 
CONC(J,I) = CONC(J,I)/WEIGHT(I)/l.e6*82.05*temp*lOO. 

61 CONTINUE 
62 CONTINUE 

CALL PRINT (CONC,MNN13,Z,X,Xo,DELX,time,NN,NK) 

else 

WRITE(16,'(a)') 'NO OUTPUT IS PRINTED' 
GO TO 123 

endi f 

C--a flag telling program to print out input file to be used 
C next in the case of a multi-step simulation 
C set FLAG2=1 when creating the special input file 



READ(15,") FLAG2 
IF (FLAG2 .eq. 1) THEN 
read (15,l) outfile2 
open (98,file=outfile2) 
write(98, * )  time 
do 71 i = 1, nk 
write(98, * )  (CONC(J,I) ,J=l,NN) 
continue 
write(98, * )  (GBInew(1) , I=l,NN) 
write(98, * )  (X(1) , I=l,NN) 
close (unit=98) 
ENDIF 

C--CONCENTRATIONS AT USER'S SPECIFIED LOCATIONS 

READ (15,") iuser 
IF (iuser .eq. 1) THEN 

read (15,*) nz 
do 65 j = 1, nz 
read(l5,") zuser(j) 

65 continue 

C locate the element that x lies in 

do 64 i = 1, ne 
ii = in(i,l) 
jj = in(i,2) 
kk = in(i,3) 
if (zuser(k) .ge. z(ii) .and. zuser(k) .le. z(kk)) then 
nodalcon(1) = conc(I1,l) 
nodalcon (2 ) = conc (JJ, 1 ) 
nodalcon(3) = conc(KK,l) 
go to 66 
endi f 

6 4 continue 

C calculate the corresponding local coordinates for X 
C 
66 write(l6,*) zuser(k) 

write(l6,*) z(ii) ,z(jj) ,z(kk) 

b = 2. / (Z (kk) -Z  (ii) ) *zuser (k) 
c = 2.*Z(jj)/(Z(kk)-Z(ii)) 



zuser (k) = b-c 

C only one location is being calculated at each call 

call INTPOL (l,zuser(k),nodalcon,intpc(k)) 

6 3 continue 

write(16,68) 
do 67 k = 1, nz 

. write (16, * )  zuser (k) , intpc (k) 
67 continue 

CLOSE (UNIT=15 ) 
CLOSE (UNIT=16) 

123 STOP 

C 
C**X***X************ FORMAT STATEMENTS * * * * * * * * * * * * * * * * * * *  
C 

1 FORMAT (A) 
2 FORMAT ( '  ELEMENT# ',5x,A15,5x,A15) 
56 FORMAT ( ' system temperature (Kelvin) = ' , £ 5 . 1 )  
3 FORMAT (lx,'NUMBER OF NODES = ',I5/' NUMBER OF ELEMENTS', 

& 

4 FORMAT 
1 

34 FORMAT 
8 FORMAT 
1 

50 FORMAT 
1 
2 

9 FORMAT 
10 FORMAT 
11 FORMAT 
12 FORMAT 

1 
2 

I - - ',I5/' NUMBER OF NODES PER ELEMENT = ''15) 
(lxI'NODE',5x,'DISTANCE',15x,'NODAL TYPE FOR', 
28xI1FLUXES FOR') 
(23x, 6A15) 
( / '  NO. OF TIME STEP = ',I10/' TIME INCREMENT = 
',f10.0 / '  alpha = ,f5.2) 

( / ' M A X  GROWTH RATE = ',e12.5/'LAG TIME = ',f12.0/ 
'INHIBITORY CONC. = ',el2.5/'MAINTENANCE ENERGY 
LEVEL = ',f4.3) 

(lx,'NO. OF GUASS POINTS = ',I5) 
(lx,'ELEMENTAL DATA1,/5x,' ELEMENT',lOx,'INCIDENCE1) 
(5x,I4,5x,318) 
( '  NUMBER OF DIAGONALS BELOW THE MAIN DIAGONAL = 
',I5/' NUMBER OF DIAGONALS ABOVE THE MAIN DIAGONAL 
- I - ,15/) 



13 FORMAT ( '  NODAL N0.',3~,' AIR VOLUMETRIC CONTENT ',5x, 
1 ' BULK DENSITY OF MEDIUM ',5x,' TOTAL POROSITY') 

47 FORMAT (lx, 17, llx, f8.5,18~,e12.5~ 15xI £8.5) 
80 FORMAT (6x,'COMPOUND',lOx,'WATER-AIR EQUILr,3x,'SOIL-AIR 

1 EQUIL',3x,'MOL. DIFF COE(L) .',3xtfMOL. DIFF COE(G).') 
18 FORMAT (1x,A21,3x,e12.5,3x,e12.5,6x,e12.5,8x,el2.5) 
14 FORMAT (6x,'COMPOUND',16x,'MOL. WT.',lOx,'STOI. RATIO') 
41 FORMAT (lx,A21,7~,£8.3,9x,e12.5) 
45 FORMAT (/lx,' INITIAL CONCENTRATIONS') 
101 FORMAT ( / '  JACOBIAN OPERATOR FOR EACH ELEMENT') 
102 FORMAT (lx, 15, lox, £8.5) 
27 FORMAT (lx,'GLOBAL COEFFICIENT MATRIX, GBP') 
28 FORMAT (1x,11£8.5) 
29 FORMAT (lx,'GLOBAL COEFFICIENT MATRIX, GD') 
30 FORMAT (lx,llf11.7) 
31 FORMAT (lx,'GLOBAL COEFFICIENT MATRIX, GB') 
3 3 FORMAT ( / ' NODAL CONCENTRATIONS ' ) 
37 FORMAT (lx, /'TIME = ',flO.O, 'sf) 
40 FORMAT ( '  NODAL #',5x,' EFF. DIFF. COEFF(L).',5x, 

1 ' EFF. DIFF. COEFF(G) .',5x,' COMBINED DIFF COEFF.', 
2 2x, ' RETARDATION FACTOR') 

42 FORMAT (lx,i7,4x,e12.5,13x,e~2.5,14x,e12.5,14xte12.5) 
122 FORMAT ( / I  NO COEFFICIENT MATRICES WILL BE PRINTED') 
68 FORMAT (/'CONCENTRATIONS AT LOCATIONS DEFINED BY USER') 

END 

C******* SUBROUTINE FOR PRINT * * * * * * *  

SUBROUTINE PRINT (CONC,NR,NC,Z,X,Xo,DELX,time,NN,NK) 
INTEGER NR,NC,NN,NK,FLAGl,FLAG5 
REAL*8 CONC(NR,NC) ,Z(NR) ,DELX(NR) ,time 
REAL"8 X (NR) , XO (NR) 
CHARACTER"25 NAME(3) 
COMMON /sprint/FLAG4,FLAG5,NAME 

IF (FLAG5 . eq. 1) THEN 
if (NK .eq. 3) then 
WRITE(16,l) (NAME(I),I=l,NK) 

1 FORMAT ( ' DISTANCE ',3A17,'HC utilized/stept) 
else 



WRITE(16'2) (NAME(I),I=l,NK) 
2 FORMAT ( ' DISTANCE ',2A17,'HC utilized/stepf) 

endi f 

DO 3 J = 1, NN 
WRITE(J-6,17) Z(J),(CONC(J,I),I=l,NK),DELX(J) 

3 CONTINUE 
17 FORMAT ( '  ',£8.2,4(5x,e12.5)) 

END1 F 

IF (FLAG4 .eq. 1) THEN 
do 8 j=l,nn 
write (17,181 conc(j,l),z(j)-z(nn) 

18 FORMAT (e12.5,1x1f7.1) 
8 continue 
1009 FORMAT('&') 

WRITE (17,1009) 
WRITE(17,701)'@with gl' 
WRITE(17,701) '@kill SO' 
WRITE(17,701)'@sO symbol 0' 
WRITE(17,701)'@sO linestyle 1' 

701 Format (a) 
do 10 j=l,nn 
write (17,18) conc(j'3) ,z(j)-z(nn) 

10 continue 
WRITE(17,1009) 
WRITE(17,701)'@with 92' 
WRITE(17,701)'@kill SO' 
WRITE(17,701)'@sO symbol 0' 
WRITE(17,701)'@sO linestyle 1' 
do 12 j=l,nn 
write (17,18) delx(j) ,z(j)-z(nn) 

12 continue 
WRITE(17,1009) 
DTIME=time/86400. 
WRITE(17,702) DTIME 

702 FORMAT('@subtitle "Time: ',F7.3,' days" ' )  

WRITE(17,701)'@redraw' 
WRITE(17,701)'@kill SO' 
WRITE(17,7Ol)'@with go' 
WRITE(17,701) '@kill SO' 
WRITE(17,7Ol) '@with g2' 
WRITE(17,701) '@kill SO' 
WRITE(17,701)'@with go' 
ENDIF 



RETURN 
END 

C*****SUBROUTINE TO CONVERT PERMGAS UNITS 

SUBROUTINE UNITS (perm,MW,temp,nn) 
INTEGER NN 
REAL*8 perm(1) 
REAL*8 temp,MW 

DO 1 I = 1, NN 
perm(1) = perm(I)/100./82.05/temp*l.e6*~~ 

1 CONTINUE 

RETURN 
END 

C*****SUBROUTINE FOR GAUSS POINT***** 

SUBROUTINE GAUSS (U,W) 
REAL * 8 u(3), w(3) 

RETURN 
END 

C--SUBROUTINE TO CALCULATE THE INTEGRAL OF A QUADRATIC BASES 
FUNCTION 

SUBROUTINE BASES (N,SUMB) 
IMPLICIT REAL*8 (A-H,O-Z) 
REAL * 8 SUMB(3), RT(3), WGT(3) 

CALL GAUSS (RT,WGT) 
SUM1 = 0. 
SUM2 = 0. 
SUM3 = 0. 
D O l K = l ,  N 



PHEl = WGT (K) "0. 5* (RT (K) **2 - RT (K) ) 
PHE2 = (1.- RT(K)**2)*WGT(K) 
PHE3 = 0.5* (RT(K) **2 + RT(K) ) *WGT(K) 
SUMl = SUMl + PHEl 
SUM2 = SUM2 + PHE2 
SUM3 = SUM3 + PHE3 

1 CONTINUE 
SUMB(1) = SUMl 
SUMB(2) = SUM2 
SUMB(3) = SUM3 
RETURN 
END 

C*****SUBROUTINE TO CALCULATE THE INTEGRAL OF THE PRODUCT OF 
C TWO QUADRATIC BASES FUNCTIONS 

SUBROUTINE BASESPRO (N,SUMBB) 
IMPLICIT REAL*8 (A-H,O-Z) 
REAL * 8 SUMBB(3,3), RT(3), WGT(3) 

CALL GAUSS (RT, WGT) 
SUMll = 0. 
SUM12 = 0. 
SUM13 = 0. 
SUM22 = 0. 
SUM23 = 0. 
SUM33 = 0. 
DO 1 K = 1, N 
PHEll = WGT(K)*(0.5*(RT(K)**2 - RT(K)))**2 
PHE12 = 0.5*(RT(K)**2 - RT(K))*(l.- RT(K)**2)*WGT(K) 
PHE13 = 0.25*(RT(K)**2 - RT(K))*(RT(K)**2 + RT(K))*WGT(K) 
PHE22 = (1.- RT(K)**2)**2*WGT(K) 
PHE23 = (1.-RT(K) **2) "0.5" (RT(K) **2 + RT(K) ) *WGT(K) 
PHE33 = (0.5*(RT(K) + RT(K)**2))**2*WGT(K) 
SUMll = PHEll + SUMll 
SUM12 = PHE12 + SUM12 
SUM13 = PHE13 + SUM13 
SUM22 = PHE22 + SUM22 
SUM23 = PHE23 + SUM23 
SUM33 = PHE33 + SUM33 
CONTINUE 
SUMBB(1,l) = SUMll 
SUMBB(1,2) = SUM12 
SUMBB(1,3) = SUM13 
SUMBB(2,l) = SUM12 
SUMBB(2,2) = SUM22 



SUMBB(2,3) = SUM23 
SUMBB(3,l) = SUM13 
SUMBB(3,2) = SUM23 
SUMBB(3,3) = SUM33 
RETURN 
END 

C*****SUBROUTINE TO CALCULATE THE INTEGRAL OF THE PRODUCT OF 
C TWO DERIVATIVES OF QUADRATIC BASES FUNCTION 

SUBROUTINE DBDZ (N,SUM) 
IMPLICIT REAL*8 (A-H,O-Z) 
REAL * 8 SUM(3,3,3), RT(3), WGT(3) 

CALL GAUSS (RT, WGT) 

D O 2 K = 1 ,  3 
DO 3 J = 1, 3 
D O 4 1 = 1 ,  3 
SUM(I,J,K) = 0. 

4 CONTINUE 
3 CONTINUE 
2 CONTINUE 



SUM(2,2,2) = SUM(2,2,2) + 
1 4.*RT(J)**2*(1.- RT(J)**2)*WGT(J) 
SUM(2,3,2) = SUM(2,3,2) + 
1 2.*RT(J)**2*(RT(J)**2 + RT(J))*WGT(J) 
SUM(3,1,2) = SUM(3,1,2) 
1 -RT(J)*(RT(J) + 0.5)*(RT(J)**2 - RT(J))*WGT(J) 
SUM(3,2,2) = SUM(3,2,2) 
1 -2. *RT(J)*(RT(J) + 0.5)*(1.- RT(J)**2)*WGT(J) 
SUM(3,3,2) = SUM(3'3'2) 
1 -RT(J)*(RT(J) + 0.5)*(RT(J)**2 + RT(J))*WGT(J) 
SUM(3,1,3) = SUM(3,1,3) + 
1 (RT(J) + 0.5)**2*0.5*(RT(J)**2 - RT(J))*WGT(J) 
SUM(3,2,3) = SUM(3,2,3) + 
1 (RT(J) + 0.5)**2*(1.- RT(J)**2)*WGT(J) 
SUM(3,3,3) = SUM(3,3,3) + 
1 (RT(J) + 0.5) **2*0.5* (RT(J) **2 + RT(J) ) *WGT(J) 

10 CONTINUE 

SUM(1,1,2) = SUM(2,1,1) 
SUM(1,2,2) = SUM(2,2,1) 
SUM(1,3,2) = SUM(2,3,1) 
SUM(1,1,3) = SUM(3,l'l) 
SUM(1,2,3) = SUM(3,2,1) 
SUM(1,3,3) = SUM(3,3,1) 
SUM(2,1,3) = SUM(3,1,2) 
SUM(2,2,3) = SUM(3,2,2) 
SUM(2,3,3) = SUM(3,3,2) 
RETURN 
END 

C****SUBROUTINE CALCULATES MATRICES FOR REACTION TERMS***** 

SUBROUTINE RXNMATRX (rxn,NC,nn,ne,index) 
INCLUDE 'parametr.incr 
INTEGER IN(MNE,3) ,NODE(3) ,NN,NE 
R W * 8  RXN(1) 
R W * 8  RETARD(MNN,3),VOLWAT(MNN) 
REAL * 8 x(MNN) 
REAL * 8 EBP(3,3) ,RJACOB(MNE) 
REAL * 8 GBInew(MNN),GB(MNN) 
COMMON /smatrixO/GBInew,GB 
COMMON /smatrix/EBP,RETARD,XIVOLWAT,RJACOB,IN,NODE 
DATA NUM/l/ 
SAVE NUM 



C. .GB(NN) 
C the column vector of the zero order reaction term for 02 & C02 

IF (index . eq. 0) THEN 

C initialize the matrices 
C everytime the subroutine is called 

DO 83 I = 1, NN 
GB(1) = 0. 

83 CONTINUE 

C 
C..ASSEMBLY GLOBAL MATRICES: GB 

GB (NR) = GB (NR) + RJACOB (L) * 
1 (RXN(II)/RETARD(II,NC)*EBP(K,l)+ 
2 RXN(JJ) /RETARD(JJ,NC) *EBP(K, 2) + 
3 RXN(MM)/RETARD(MM,NC)*EBP(K,3)) 

50 CONTINUE 
40 CONTINUE 

C . . GBI (NN) 
C the column vector of the zero order term with interpolation 
C among the elemental nodes 

IF (index .eq. 2) THEN 

C initialize the matrices 
C everytime the subroutine is called 



DO 84 I = 1, NN 
GBInew(1) = 0. 

84 CONTINUE 

C 
C..ASSEMBLY GLOBAL MATRICES: GBI 

DO 70 I = 1, 3 
NODE(1) = IN(L,I) 

70 CONTINUE 

NR = NODE ( K) 

GBInew(NR) = GBInew(NR) + RJACOB(L)* 
1 (RXN(II)/RETARD(II,NC)*VOLWAT(II)*X(II)*EBP(K,I)+ 
2 RXN(JJ)/RETARD(JJ,NC)*VOLWAT(JJ)*X(JJ)*EBP(K,~)+ 
3 R~(MM)/RETARD(MM,NC)*VOLWAT(MM)*X(MM)*EBP(K,~)) 

80 CONTINUE 
60 CONTINUE 

555 RETURN 
END 

C****SUBROUTINE FOR DETERMINING CONCENTRATIONS BETWEEN NODES 
C 
C r is the interpolated point in the local distance 
C FINTER is the function being interpolated at r 
C X is the location of r in the global system 
C N is the no. of interpolated points 

SUBROUTINE INTPOL (N,r,ELEHYDRO,FINTER) 
INTEGER N 
REAL * 8 FINTER(1) ,r (1) ,ELEHYDR0(3) 



C calculate the bases functions in local coordinates 

bases1 = (r (J) **2-r (J) ) /2 
bases2 = (1.-r(J) **2) 
bases3 = (r (J) **2+r (J) ) /2 

C interpolate function "FINTER" at r 

FINTER(J1 = ELEHYDRO(l)*basesl + ELEHYDR0(2)*bases2 + 
& ELEHYDRO ( 3 ) *bases 3 

1 CONTINUE 

RETURN 
END 

C** SUBROUTINE TO SOLVE FOR CONCENTRATIONS AT EACH TIME STEP * *  

SUBROUTINE SOLVER (ITYPE,FLUX,CCON,CONC,KC~ 
INCLUDE 'parametr.incl 
INTEGER I T Y P E ( ~ ) , I P V T ( M N N ) , L D A , ~ ~ ~  
REAL * 8 F(MNN),CCON(~),CONC(~),Z(MNN),FLUX(~) 
REAL * 8 GB (MNN) , f load (MNN) 
REAL * 8 GBInew (MNN) , GBIold(MNN1 
REAL * 8 GBP(MNN,MNN) ,GD(MNN,MNN, 3) 
REAL * 8 COM(MNN,MNN) 
REAL * 8 ABD(7,MNN) 

COMMON /smatrixO/GBInew,GB 
COMMON /ssolver/GD,GBP,GBIoId,DT,alpha,ML,MU,NN 
COMMON ID02,IDC02 

C..initialize load vector with boundary fluxes 

DO 1 I = 1, NN 
F(1) = FLUX(1) 

1 CONTINUE 

C 
C--COMBINE MATRICES: GBP, & GD 



C set fixed boundary concentrations on the matrix 

IF (ITYPE(1) .EQ. 1) THEN 

DO 47 J = 1, NN 
IF (I .EQ. J) THEN 
COM(1,J) = 1. 
ELSE 
COM(1,J) = 0. 
END IF 

4 7 CONTINUE 

ELSE 

C . . LHS matrix coefficient 

DO 13 J = 1, NN 
COM(1,J) = GBP(1,J) + alphafdt*GD(I,J,KC) 

13 CONTINUE 

12 CONTINUE 

C 
C--CONSTRUCT LOAD VECTOR (KNOWN QUANTITIES ON RHS) 

C the reason FLUX is not passed to F because the values of F 
C is being modified in the subroutine, therefore the value of 
C flux boundary will change and this is not desired 

C 
C..for hydrocarbon equations 

IF (KC .eq. ID02 .or. KC .eq. IDC02) THEN 

DO 38 I = 1, NN 
IF (ITYPE(1) .EQ. 1) THEN 
F(i) = CCON(i) 
ELSE 
DO 35 J = 1, NN 
F(i) = F(i) + (GBP(i,j) - 

& (1.-alpha)*dt*GD(i,j,KC))*CONC(j) 
35 CONTINUE 

F(i) = F(i) - dt*GB(i) 



ENDIF 
38 CONTINUE 

ELSE 

DO 39 I = 1, NN 
IF (ITYPE(1) .EQ. 1) THEN 
F(i) = CCON(i) 

ELSE 
DO 37 J = 1, NN 
F(i) = F(i) + (GBP(i,j) - 

& (1.-alpha)*dt*GD(i,j,KC) )*CONC(J) 
37 CONTINUE 

F(i) = F(i) - dt*(GBInew(i)*alpha + 
& (1.-alpha)*GBIold(i)) 

ENDIF 
39 CONTINUE 

END IF 

PROGRAM TO CONVERT THE BANDED MATRIX TO BANDED STORAGE * * *  

IF A IS A BAND MATRIX, FOR EXAMPLE, 

BANDED MATRIX 
C 
C THEN NN=6, ML=l, MU=2, LDA .GE. 5  (LDA = 2*ML+MU+l) 
C AND ABD SHOULD CONTAIN 
C 
C * * * + + + , * = NOT USED 
C * * 13 24 3 5  46 , + = USED FOR PIVOTING 
C * 12 2 3  34 45 5 6  
C 11 22 33 44 55 66 
C 21 32 43 54 6 5  * 
C 
C THE FOLLOWING PROGRAM WILL SET UP THE INPUT (ABD) 
C 
C ML = (BAND WIDTH BELOW THE DIAGONAL) 
C MU = (BAND WIDTH ABOVE THE DIAGONAL) 



M = M L + M U + l  
DO 20 J = 1, NN 
I1 = MAxO(1, J-MU) 
I2 = MINO(NN, J+ML) 
DO 10 I = 11, I2 

K = I - J + M  
ABD(K,J) = COM(1,J) 

10 CONTINUE 
20 CONTINUE 

THIS USES ROWS ML+1 THROUGH 2*ML+MU+1 OF ABD . 
IN ADDITION, THE FIRST ML ROWS IN ABD ARE USED 
FOR ELEMENTS GENERATED DURING THE TRIANGULARIZATION. 
THE TOTAL NUMBER OF ROWS NEEDED IN ABD IS 
2*ML+MU+1 . 
THE ML+MU BY ML+MU UPPER LEFT TRIANGLE AND THE 
ML BY ML LOWER RIGHT TRIANGLE ARE NOT REFERENCED. 

LDA = 2*ML + MU + 1 

C 
C--call subroutines DGBCO to factor the banded matrix, and DBGSL 
C to solve the equations 

CALL DGBCO (ABD,LDA,NN,ML,MU,IPVT,RCOND,Z) 
CALL DGBSL (ABD,LDA,NN,ML,MU,IPVT,F,JOB) 

DO 33 I = 1, NN 
CONC(1) = F(1) 

33 CONTINUE 

RETURN 
END 
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