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ABSTRACT

REMOTE SENSING OF ATMOSPHERIC WINDS BY UTILIZING
SPECKLE-TURBULENCE INTERACTION AND
OPTICAL HETERODYNE DETECTION

Farzin Amzajerdian, Ph.D.

Oregon Graduate Center, 1988

Supervising Professor: J. Fred Holmes

Speckle-turbulence interaction can be utilized in single-ended remote
sensing of path averaged atmospheric crosswinds. If a laser transmitter is
used to illuminate a target, the resultant speckle field generated by the target
is randomly perturbed by atmospheric turbulence as it propagate back to the
transmitter-receiver. When a crosswind is present, this scintillation pattern
will move with time across the field of view of the receiver. As a result, the
averaged vector wind velocity along the path perpendicular to the direction
of propagation can be obtained by using the time-delayed statistics of the

speckle field at the receiver.

The theoretical basis of the speckle propagation through the turbulent
atmosphere is provided along with the analytical formulations of the time-
delayed statistics of the return intensity. Several windsensing techniques

using these statistics are described and their performance evaluated. The

Xi



turbulence-induced correlation between the outgoing and return paths was
considered and the analytical formulations of the dependence effect of the
two paths on the time-delayed statistics and the performance of remote
measurements of atmospheric parameters using optical heterodyne detection

are presented.

A continuous wave laser transmitter of modest power in conjunction
with optical heterodyne detection can exploit the speckle-turbulence interac-
tion to rneasure the crosswinds. Several optical heterodyne transmitter-
receiver systems, using a CO, waveguide laser as the source, were designed
and built. The major difficulty to design an optical heterodyne system is to
obtain sufficient optical isolation between the transmitter and local oscillator
beams. The novel technoiques developed to improve the isolation are
described. It was also shown that an optimum local oscillator level exists

when photoconductors are used as optical heterodyne detectors.

Considerable amount of data were obtained over three different target
ranges of 500m, 1000m and 1300m. The experimental data taken under

different atmospheric conditions are represented and discussed.

An analysis was performed to predict the measurement errors associated
with the statistical parameters required to determine the wind velocity.
Then, the optimum system parameters for which the estimation of wind velo-

city is most accurale were obtained.

xii



CHAPTER 1

INTRODUCTION

The possibility of the remote probing of the atmospheric turbulence and
crosswind by measuring the effects produced by the atmosphere on optical
propagationl’2 was recognized In the late 1960's*~%. The ability to measure
the spatial average turbulence strength (represented by the index of refrac-
tive structure constant C,f ) and wind velocity made optical remote sensing
very attractive to many applications, since widely spaced point measurements
do not represent the true spatial average. The feasibility of an optical sensor
which requires a laser source at one end of the path and a receiver at the
other end had been demonstrated during the early 1970's®~° and has proven
to be reliable over the years. However, the use of these sensors are limited to
applications where both ends of the path are accessible. The objective of this

work is the development of an optical remote sensor with both the

transmitter and the recejver at the same end of the path.

The effect of turbulence on the target generated speckle pattern in con-
junction with the heterodyne detection can be utilized in single-ended optical
remote sensing of atmospheric crosswind. As shown in figure (1.1), a speckle
pattern is generated when the target is illuminated by a laser beamn'®!Y. The

resuitant speckle pattern is perturbed by the atmosphere as it propagates



back to the transmitter end. This creates a scintillation pattern at the
receiver which will move across the field of view of the receiver in the pres-
ence of a crosswind. As a result, the average vector crosswind along a hor-
izonta! path perpendicular to the direction of propagation can be obtained by

using the time-delayed statistics of the speckle field at the receiver.

Turbulence Speckle Field

Transmitter

lal]

Diffuse Target

Receiver

Figure 1.1 Transmitter-Receiver Configuration.



In the past, some work was accomplished in developing a pulsed laser
system that utilizes the speckle-turbulence interaction and direct detec-
tion'?71% The experimental results indicated the potential of the speckle-
turbulence technique. However, such a system is inadequate for the purpose
of windsensing with present pulsed laser technology as limited pulse repeti-
tion rate restricts the processing techniques requiring a priori knowledge of
the strength of turbulence for wind measurements. Furthermore, a pulsed
laser remote sensor requires a complicated and expensive transmitter and a

complex electronic receiver which suffers from the additional problems of

beam alignment, beam jitter and stability.

The single-ended remote sensing of the atmospheric crosswind is also
possible by the application of passive techniques, There had been substantial
effort in developing passive systems for which the scintillation of the visible
light reflected from a target surface or the natural infrared background radi-
ation was used to measure the crosswind!” 2°. Even though a passive system
may benefit from the simplicity of the optics, it suffers from large variations

in the received radiation and poor signal to noise ratic.

Another technique that should be noted is doppler lidar remote wind

2122 This technique uses the aerosols in the atmosphere to scatter

sensing
some of the transmitted energy from a pulsed laser back to a receiver where
the doppler shift is used to measure the magnitude of the wind velocity along
the line of sight. The advantage of the doppler systems is the ability to

easily obtain the wind profile along the path. Furthermore, since the move-

ment of the aerosols is used to measure the wind speed and not the



turbulence eddies, the nonuniformities of the turbulence is of no concern.
For these reasons, the doppler systems are very well suited for global meas-

urements from the earth’s orbit.

The major disadvantage of the doppler technique is the need for ap ela-
borate transmitter-receiver system while many applications require a simple,
compact and inexpensive system. In addition to that, certain applications
require measuring the path averaged vector wind in a plane perpendicular to
the line of sight. This can be accomplished by a speckle-turbulence system
while a doppler system measures the component of the wind along the line of

sight,

The body of the material in this thesis is divided into five chapters. In
chapter 2, first the theory of the speckle propagation through the turbulent
atmosphere is described and the formulations for the statistics required for
wind measurements are provided. Then, several windsensing techniques,
including the ones developed in the course of this work, are described. Some
theoretical work was performed showing the effect of the turbulence-induced
correlation between the outgoing and return paths on the statistics of the
return intensity. In section 2.3, the analytical formulations of the depen-
dence effect of the two paths on the time-delayed statistics and the perfor-

mance of coherent lidars are presented.

A great deal of effort was devoted to the construction and development
of the coherent lidars used in gathering data. In chapter 3, the experimental

procedure is outlined and each experimental set-up is described and their



performance discussed in detail. Experimental set-ups include two novel
techniques developed to improve the local oscillator isolation. In section 3.4,
the use of photoconductors as optical heterodyne detection is described fol-

lowed by the analytical formulation of optimum detection parameters.

The experimental results are presented in chapter 4, including the sta-
tistical parameters required for wind and strength of turbulence measure-
ments. The results of the wind measurements are reported for various
atmospheric conditions over three different path lengths. Comparisons are
made between the wind measurements using different experimental set-ups

and processing techniques followed by some discussion.

In chapter 5, analytical expressions for the estimation errors associated
with the statistical parameters are derived. The effect of these errors on the
wind measurements is shown and optimum system parameters are obtained

for which the measurements are most accurate.

In chapter 6, final conclusions for the analytical and experimental work
in this thesis are given. That chapter summerizes the preceding pages and

provides the future directions in which this work can be extended.

The appendices include the listings of the computer source programs
used for various numerical evaluations and processing the collected data. In
addition, the schematics of the electronic circuits designed and built for this

work are provided.



CHAPTER 2

SPECKLE-TURBULENCE INTERACTION
AND ITS APPLICATION IN REMOTE WIND SENSING

Heterodyne detection is most efficient when the transmitter beam is
focused on the target and the receiving aperture is of the order of the speckle

*3, As a result, the speckle effect cannot be averaged at the detector and

size
its statistics must be included along with that of the turbulence. In order to
establish sufficient background, the statistics of the speckle propagation
through the turbulent atmosphere is first reviewed in this chapter and the
region of validity of the simplified formulation is described. Then, several

windsensing techniques that utilize these statistics are described and their

reliabilities evaluated.

Some work was accomplished on the bistatic heterodyne lidars which
included the dependence effect of the turbulence on the outgoing and return-
ing paths“. Analytical expressions have been derived describing the time-
delayed statistics of the lidar return and the heterodyne signal power as a
function of the separation between the transmitter and the receiver. 1t is
shown that the correlation between the two paths can have a significant
effect on the the performance of coherent lidars in general and the wind and

strength of turbulence measurements in particular.



2.1  Statistics Of The Returned Intensity

Analytical formulations for the first and second order statistics of the
returned intensity bave been derived when a diffuse target is illuminated by a

2528 The exact formulations of the statistics are quite complex

laser beam
and difficult to interpret. However, Lee et al. ** by applying the jointly
gaussian assumption obtained simple, closed form expressions describing the

second order, time-delayed statistics. Both exact and simplified formulations

are described here and the region of validity of the later is discussed.

Referring to figure (1.1) and by applying the extended Huygen-Fresnel

rinciple?”, the field at the tarset is written as
princip g

ikL :

K~ farU(rlexp | £ (p—r) 0 (p,r) (2.1)

2mil

U{p)=

where U,;{p,r) is the complex phase factor describing the effect of the refrac-
tive turbulence on a spherical wave traveling from r to p , L is the path
length and U(r) is the source amplitude distribution which, for a single-mode

laser beam, is given by
U(r)=Ugexp(—r/20d—ikr®/2F) (2.2)
where o, ,F and k are the transmitter beam radius, focal length and wave

number, respectively. Denoting the turbulence effect from the target to the

receiver by U,(p,p) , the field at the receiver is

kei_kL -
=5 J3PT(p)U(p)exp

U(p) (P—p)*+¥y(p,p) (2.3)

ik
.



where T(p) is the complex reflectivity function of the target. If the
transverse coherence length of the incident wave is much greater than the

surface correlation distance °2 then

<T<91)T’<p2>>=1—Zféa(pl—pz) (2.4)

where < > denotes an ensemble average over the target statistics and T¢ is

the target reflectivity coefficient.

The mutual intensity function is then given by

I'(py.py)= <U(91)U*(P2)>

= (51 [dpsdoy < T(p)T (p2)> <U(p))U'(p2)

exp[% ((pl—pl)l(pfpz)?)+¢2(p1,p1)+¢§(p2>pz) > (2.5)

Using equations (2.1), (2.2) and (2.4), the expression above reduces to

TIUS |, g (piopd)
F(plsp2)=7‘nL2 (—Q‘HL) e fffdpdrldr2
)= (o e
- +i—(1— —14)—— [p.(r,— :
exp 20d oL Ty —Ty L p.(ry—ry)+p.p

<exp (n(p.r) 405 (p.ra) | > <exp (a(p1,0) 5 (p2p) | > (26)

It should be noted that the incident and reflected waves have been assumed



to be independent. The ensemble averages can be written in terms of the

wave structure functions defined as

+ —%D.s(l't—":)
<exp (Wi(pro)+i (pira) ) > = (2.7)

The integrations of Eq. (2.8) can be performed, giving

TV 0l Eipiopy
F(Pbpz)=Teﬂ“

2|2y (2.8)

28

the wave  structure function ,

Where Dd,(p)=2(p/p0)5-'!3 is

1 -3/5

Po= [0.546Lk2fC3(w)dw is the turbulence coherence length, CZ2 is the
0

structure constant of the index of refraction and p,—p, is defined as p .

The time-delayed mutual intensity function is defined by

F(pl’p2J7)=<U(pl!t‘l}U*(p2!t’2)> (29)

where T7=t,—t, . Including the time-delay 1 in Eq. (2.6), the last term must

be replaced by

<exp [4’1(D;l'l»tl)"”ll’l.(Pﬂ‘z;tz)] > <exp [¢2(P1>P»t1)+¢;(P2)P,t2)] >

=exp [—%le(o,r.VT)—%Dm:(p,O,VT)J (2.10)
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where the time-delayed wave structure function is given by

)
D, (p,0,V1)=2.91Lk% [C2(w) | (1~ w)p— V71 dw (2.11)
0

where w is the normalized path length from the transmitter-receiver to the
target and V is the vector wind velocity. Applying the principle of recipro-
city?® which implies D, (0.r,V1)=D, (—r,0,V1) and performing the integra-

tions the time-delayed mutual intensity function can be obtained

1 Kef oL,
(I_F)

ik, .
TeUgod 5 (pi-pd) "
T exp |—p

I(py,pyr)= e +
(Pypam}=—"1 4ol 4L

1
~2.91LKk* [dwC2(w) | (1~w)p—V7 | ®/3 (2.12)
0 .

The only restriction on Eq. (2.12) is that the transverse coherence length of
the incident wave ( p, ) is much greater than the correlation distance of the
target surface. This condition easily holds in the real world in the infrared

region and is usuvally true in the visible region.

The fields are gaussian and incoherent after scattering from the target
and in the absence of turbulence, the fields are jointly gaussian at the

3'"3 | 1t has been shown in the past that for most atmospheric

receiver en
conditions operating at longer wavelengths, the fields at the receiver can be
assumed to be jointly gaussian?>?! for which the time-delayed (T-D) covari-

ance function can be written as
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Clpy,p2,m)= <I(p),t) )(Pasta) > — <1(py,ty) > <Py, ts) >
=<U(p, :tl)U’(pl ,tl)U(Pz‘tz)U4(P2!t2) >—<I(py,t)> <Ifpy,ty) >
= <U(P1>t1)U*(P2:t2)> <U‘(P1)t1)U(P2,t2)> =T (py,py7) ! #(2.13)

Using Egs. (2.12) and (2.13), the T-D covariance function normalized by the

mean intensity squared for the focused beam case can simply be written as

1

2
Cn(py=exp |~ 2=~ 2 fawi (1=w)p-Vr| ¥ (2.14)
2(10 3p0/ 0

It can be seen from Eq. (2.14) that the normalized variance is unity by set-

ting p and T equal to zero.

The simplicity of Eq. (2.14) makes it very attractive for remote sensing
purposes. To derive exact formulations of the statistics, the time-delayed

correlation function needs to be initially developed.

Bi(py,P27)=<U(By1,t,)U (P14 )U{Pa,ta)U (P, ty) >

(o) f [dp1dpsdpsde,

<U'(P1xt1)U't(Pmt1)U/(Pss%)U' (P«tz)>H(Pl,92,93»94ip1,P2;T)

ik
exp [E [pf—p3+p§—pf—2p1-(pl—pz)—sz-(ps—m)]] (2.15)

where the fields after scattering from the target are denoted by U’(p) and
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H= <exp l:d"(plspl)tl)+d’*(pl’p‘2;tl)+‘I’(p2!03!t2)+¢'(p2)p45t2)] >
=exp [— 1/2(D12—D13+D14+D23—D24+D34)+2CX13+QCXH ] (2 1 6)

The generalized wave structure and the log-amplitude covariance functions

are given by?®3?

Dn=2-91Lk2fdth(t)f L(Pi—Pj)-l-(l—t)(pi—pj)—v(tj—tj)| 53 (2.17)
o

and

1 x 2
C,,=0.132m 2Lk [ C2(t) [ dKK~*/sin? (M ]
' 0 0 2k

Jo [K| t(Ii‘i—Pj)'*'(l*t)(ﬂi—Pj)—V(ti“tj)| 5/3] (2.18)

where p,=p|, P3=P3, Ps=P,; t;=1,=0, t;=t, =71 and t is the normalized
path length from the source to the field point. For the problem considered

here, t represents the path from the target to the receiver ( r.e., t=1-w).

The fields, after scattering from the diffuse target, are jointly gaussian

and delta correlated. For such a case, the following relationship holds?®

<U'(pptl)U'i(letl)U'(pg,tz)U'*(P4>t2)> =
4 , ,
(k—f)zd (Party)> <F(py,ta)>8(py—p2)B(Pa—py)

4‘ 7 ,' 't ,
+(k—§)2<U (Past U (pasta)> <U" (py,to)U’ (py, ) >

3(py—P4)3(P3—P2) (2.19)
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The T-D covariance function is related to the T-D correlation function by

CI(Pl’pQ»T)zBI(PpPQ»T)—<I(P1vt1)> <I{pg,ty)> (2.20)

Using Eq. (2.19) in Eq. (2.15) and performing the integrations over dp, and

dp, . the T-D covariance function becomes

1
mL?
1
w2t

Cilpy1,py7)= ffdpzdp‘a(ew“p’pﬂ)“l) <I(py)> <I(pyg)>

i‘fp-p
+ [ fdpydpse ™ H(pysps.P2Ps;Py,P2iT)

¥

<U’(P4xt1)U)*(P4;t2)> <U'{py,t)U" (pg,ty)> (2.21)

The ensemble averages over the fields can be obtained by using Eq. (2.1)

’ l* k
<U'(pg,t))U" (pyste)> =T02U02(m)2ffdr1drz

<exp [‘1’1(Purl:tl)"“l’;(Pvrwtz)] >

2, 2
n+ry ik ik
2o+ or WA =)= Tealni—rs) | (222)

exp |—

After some mathematical manipulation, the expression above reduces to

r? ik

’* Mfdrexp —————=p,r
ol .

<U'(pg4,ty)U o) > =
(P4t )U" (pysta) 4mL? o
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Holmes et al ?® performed some of the integration of Eq. (2.21) analyti-
cally and the rest numerically for the zero time-delayed case. Their result
for the normalized variance, obtaired from Eq. (2.21) by setting p and =
equal to zero, is shown in figure (2.1) as a function of log-amplitude variance
(Rytov variance’, 03=0.124C3k7/8L”/6 ). Figure (2.1) shows that for
03<0.02 the normalized variance is very close to unity which results from
the jointly gausssian fields. The covariance function has also been shown in

excellent agreement with the jointlv gaussian assumption under the same

condition.

T R e an g | a =TTy YT - v TTTYIT T T rTrY

L=%00m

L2106y —
e, *3.795¢cm -1
A= 106 =——

E OF INTENSITY
&
T

125 - -
e}
« — S
S0 ==
>
o
B L
" 7
£
o
Zo L L 2aaql Lot ol 324 1 2 L 41123 " L 4 A da
10-3 10-¢ 10-1 t 10

Figure 2.1 Normalized variance of the received intensity versus

the log-amplitude variance for the focused beam (F=L).
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The formulation of Eq. (2.21) can be somewhat simplified by neglecting
the log-amplitude covariance function {(C,) as shown by Lee et al 3,
Nevertheless, the formulations that follow are still too complex for useful
interpretation and only the normalized variance can be evaluated analyti-
cally, giving a numerical value of one.

The validity of the jointly gaussian assumption was later verified experi-
mentally®'. The measured normalized variance and spatial covariance func-
tion have been shown to be in excellent agreement with the jointly gaussian

predictions when 03<0.02 and py> 0y , respectively.

These conditions are not difficult to satisfy especially in the infrared
region of operation and path lengths of the order of kilometers. This is one
of the reasons for using a CO, laser operating at 10.6pm for this work. As
an example, consider an intermediate turbulence strength of
C,f:lo_“ m~2/® | a path length of 1 km and a transmitter beam radius of 3
cm. Operating at 10.6 pm, the log-amplitude variance and the coherence

Jength are equal to

0 2=2.13X10"° <0.02
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2.2 Wind Sensing Techniques

There are several techniques that utilize the T-D covariance function
given by Eq. (2.14) to measure the crosswind velocity. Most processing tech-

33 are applicable to the speckle-

niques developed for the line of sight case
turbulence interaction, possibly with some modifications. In addition to
these techniques, 2 new method was developed®! which proved to be most

suitable for processing the quantity of Eq. (2.14). Each method is described

in this section and evaluated individually.

Some of the windsensing techniques are illustrated in figure (2.2).
Perhaps the most comnmon method in the line of sight case is the slope of the
T-D covariance function at the zero time delay® . The T-D covariance func-

tion is rewritten in a form that is more convenient for our intentions.

9 1
Cilp,7)=<I>%exp |- 2" ——5.82Lk% [dwC(w)
o 0

5/8
((1—w)2p2—2(1—w)pV(w)7cosG+(V(w)T)2) (2.24)
where 68 is the angle between p and V . The slope of the Eq. {2.24) is given
by

BCI(p,‘r) |
Sp=——" | =0

1
=Cy(p,0)(5/3)5.82Lk*p?/* [dwC L (w)V(w)(1—w)*/3cosb (2.25)
0
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It can be seen from Eq. (2.25) that the wind weighting function is equal to
(l—w)z/3 and the slope is sensitive only to the component of wind alopg p .
When the wind and the turbulence are uniform along the path, Eq. (2.25)

reduces to

2/3

81=(32/3)Ci(p.0) 5V, (2.26)
05

0

where V is the wind component along p and can be obtained when pj is

known. This implies that the slope method must be used in conjunction

with one of the other methods in order to be useful.

Autocovarlance

Time Lagged
27 Covariance

Time Delay T

Figure 2.2 Wind Sensing Techniques.
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Some numerical analysis has been performed to demonstrate the sensi-
tivity of the various methods to nopuniformities of the wind and the tur-
bulence. This is done by using a 609 sinusoidzlly modulated wind and
structure constant of the index of refraction C,f in Eq. (2.24). As illustrated
in figures (2.3) and (2.4), the slope method is insensitive to the nonuniformi-
ties of the wind and the turbulence along the path. However, the use of a
different method with a different weighting function to eliminate p; can cause
considerable error in the wind measurement.

The method that is usually vsed in conjunction with the slope method is
the width of the autocovariance. In this method, the time delay, 74, at
which the autocovariance falls to 67% of its peak value is measured®. The
slope of the autocovariance curve is 2 maximum at this time delay. Letting

Eq. (2.24) be equal to 0.67 with p=0 and 1=1, , we have

1
5.82Lk2 [dwCHw) I V(w)r, |*/® =0.4 (2.27)
0

For uniform wind and turbulence, Eq. (2.27) reduces to

0.1395
Ve Po

T

(2.28)

w

This method is best utilized with the slope method in determination of both
the wind velocity and turbulence coherence length (py) which is related to the

strength of the turbulence.
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V=V, (1+asin(107w))

20 b

V=5 m/sec
Cn2=10—13 m-2/3
p=2.5 cm

L )
Y .3 1.0

Normslised Path Length

? 2
e /%3¢ (p,rp)

~

.0 1.0 2.0 3.0 4.0 5.0

Time delay MSEC

Figure 2.3 The effect of nonuniform wind on processing techniques.
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Figure 2.4 The effect of nonuniform turbulence on

processing techniques.



21

It should be poted that, this method has no sensitivity to the direction of the
wind. From Eq. (2.27), the relative sensitivity functions of the wind are
obtained to be uniform. Figures (2.3) and (2.4) illustrate the sensitivity of

this method to the nonuniformities along the path

It is also possible to obtain py from the covariance function. From Eq.

(2.24), we can obtain

5/3
5/3__ 4p™’

P T Ty (p 0) 40 20

(2.29)

This has the advantage of determining p, independent of the wind velocity.

However, it is relatively sensitive to the nonuniformities of the turbulence.

Another method of interest is the delay to peak for which the time
delay, 7, corresponding with the peak of the T-D covariance curve is meas-
ured®® (see figure (2.2)). This requires the estimation of several points of the
T-D covariance curve in order to determine 7,. The accuracy of this method
is very much limited to the number of T-D covariance points estimated, the
sampling period and the spacing between the detectors. Therefore, it may
require a great deal of processing time to obtain reasonable accuracy. The

major advantage of this method is that it does not require any knowledge of

the strength of turbulence.

The time delay corresponding to the peak is obtained by differentiating

Eq. (2.24) with respect to 7 and setting the result equal to zero. That is
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1
{dwa(w)V(w) [( 1 —w)pcosﬂ—V(w)Tp]

[(1—w)2p2—2(1 —w)pV(w)r,cosb+ (V(w)-rp)2 ] _1/6=0 (2.30)

For the case where V and p are colinear and V is uniform along the path,

Eq. (2.30) can be solved analytically, giving 7, =2 ov=""

2V’ 27

For the case where V and p are orthogonal, the soluticn to Eq. (2.30) is
Tp=0 . This means that there is no shift of the peak of the T-D covariance
function from the component of wind along the direction of propagation and

no sensitivity to that component of the wind.

The relative weighting function on T, can be found by letting

p

V(w)=V(w')3(w—w’) in Eq. (2.30) giving 1, !l_w(w . Consequently,

the relative sensitivity function on the measured wind velocity along p is
1/{1—w’). The distinction between the relative wing sensitivity function and
the conventional wind weighting function should be noted here. Because Eq.
(2.30) is not a linear function of the wind, a linear wind weighting function
cannot be defined. However, the relative sensitivity function does give the

relative contribution of each part of the path.

The delay to peak method js quite sensitive to the nonuniformities of
the wind along the path® (see figure (2.3)). However, as can be seen in figure

(2.4), it is not sensitive in any form to the nonuniformities of the turbulence.
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The other method that is often used in the line of sight case for wind
measurements is the Briggs method®® that measures the time delay at which
the autocovariance and T-D covariance curves cross. A slight modification is

made for the speckle-turbulence interaction as illustrated by the following
p?/2a8
e Cy(p,78)=C1(0,75) (2.31)
Using Egs. (2.24) and (2.31), we have

1
fdwc,f(w) [(l -W)2p2L2(1 ~w)pVrpcosf +(VTB)2
0

5/8

1
= [dwCl(w)I V(w)rg!®/® (2.32)
0

Solving Eq. (2.32) numerically for V, gives the component of the wind velo-
city along p as

V== (2.33)
31056TB

The Briggs method like the delay to peak method does not require
knowledge of the turbulence strength but it suffers from long processing time.
The relative sensitivity function of the wind using the Briggs method is not
known, however, numerical analysis of figures (2.3) and {2.4) shows that the

effect of the nonuniformities along the path is insignificant.

All the methods described above were used to process the collected data

by the experimental apparatus with less than acceptable results. The major
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reason for the poor performance of these methods was concluded to be the
rather small effect of the turbulence on the T-D covariance curve at the
10.6pm wavelength. As an example, at 10.6pum for 2 1000 meter path and
C§=10_13m_2/3, the peak of the T-D covariance curve rises only 2.5% above
the value at zero time delay. These small changes coupled with having to
find them in a fully developed speckle patterns makes processing difficult.
However, it should be noted that these techniques should be usable at shorter
wavelengths where the specklie-turbulence interaction is stronger. The result
of the work accomplished in the past using a pulsed laser and direct detec-

tion in the near infrared region tends to confirm that conclusion®®.

To overcome these difficulties, an effort was made to develop a2 new pro-
cessing technique. Considerable success was gained using the new technique
which is referred to as the Z-Log Ratio (ZLR) method®*. The ZLR method
uses the measured values of the covariance and the autocovariance of an
arbitrary time delay. The quantity to be estimated is the parameter 27
defined as

_ In(Cy(0,7)/07)
In(Cy(p.0)/o()+p* /24

(2.34)

Using Eq. (2.24) in Eq. (2.34), gives

[AwC2(w) I V(w)r 5/3
7=— (2.35)
[fdwCEHw)I (1—w)p| /3
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For uniform atmospheric conditions, the wind velocity is obtained from Eq.
(2.33) to be

V=(3/8)3/5LZ3/5 (2.36)

{7l

The only system parameters needed to obtain the wind velocity are the
spacing between the detectors and the transmitter beam radius. The ZLR
method does not provide the direction of the wind for which the sign of the
measured slope of the T-D covariance can be used. From Eq. (2.35) the wind
sensitivity function is obtained to be uniform and the numerical simulation
showed some sensitivity to nonuniform winds. The structure constant of the
index of refraction cancels out by taking the ratio in Eq. (2.35). The
numerator and the denominator have different weighting functions for C_,
however, the numerical analysis showed little effect on this method due to

nonuniformities of the turbulence.

In order to reduce the measurements error, Z is measured at several

time delays. That is

3/5P N ZDB/S
V=(3/8)"° (2.37)
N;\E] 1y, |

where Z, is the measured value at time delay 7,. Eq. (2.37) was used to pro-
cess most of the wind data presented in ch. 4 where the results are usually

averaged over five terms.

The mean square error associated with this measurement is given by
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2

V22 5/8
(2.38)

—(8/3)[ T
P

1 N 7
=3 2
N.=
In an attempt to further improve the ZLR method, the error given by Eq.
(2.38) was minimized by modifying Eq. (2.37). Taking the derivative of Eq.
(2.38) with respect to V and setting it equal to zero, we obtain

2 (50
OMSE (8/3)[\ ] ]:0 (2.39)
P

—2
EAAR

N 72 °/8
2 —(40/9) [ ] (V9212
=1 P

Now, solving for the wind velocity

VMMSE_
n=1

/
(3/8)EZ i1, r5/3/2 (1 110/3]3 5 (2.40)

Using Eq. (2.40) in Eq. (2.38), the minimum mean square error is obtained.

n=1 =1 n=1

N N !N
MMSE:% [ S 22— [E zn|7D55/3] /S f-rnll°"3} (2.41)
n

The results of the experimental measurements obtained using Eq. (2.40)
showed slight improvement over that of the Eq. (2.37). It is proposed that

Egs. (2.38) and (2.41) might be used as a measure of reliability of the data.

The preprocessing of the samples showed some improvement in reducing
the statistical fluctuation in the measurements. This is accomplished by gen-
erating one bit per sample which is equal to zero or one depending on
whether the received intensity is greater than or less than the received mean

intensity, respectively. This technique is referred to as Binary-Z Log Ratio
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(B-ZLR) method. B-ZLR method reduces the processing time and allows for

much less complex processing instrumentation.

It should be noted that the component of the wind aligned with p has
been considered here. Ib order to determine the vector wind, the use of three
or more detectors have been proposed where the two vector spacings p, and

p, are not colinear.

2.3 Statistics Of The Bistatic Lidar Returns

The analysis of section 2.1 included the assumption of independent
effects of the turbulence on the outgoing and return paths. However, it has
been shown that the statistical dependence of the two paths can significantly

influence time-delayed statistics of the lidar returns?? .

The effect of correlation between incident and reflected waves has been
considered by Aksenov et al %® for the two asymptotic cases of spherical and
plane waves reflected from a diffuse target. This showed that an increase in
intensity Buctuations occurs with decreasing separation between the source
and the receiver. However, their results cannot directly be applied to lidar

returns where the source is of finite size.

In this section, the general bistatic case is considered by including the
time-delayed statistical dependence of the outgoing and return paths.
Analytical expressions have been obtained describing the time-delayed statis-

tics as a function of the separation between the transmitter and receiver,
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Discarding the independence assumption of the incident and reflected
waves, the two ensemble averages of Eq. (2.6) are replaced by a single aver-

age given by

< exp (\pl(ﬁ;H)‘*"-b;(D;rz)"'\bz(PL’D)‘Hl’;(pz!p)] >

Making use of the principle of reciprocity { Wo(p,p)=W;(p,p) ) and the equal-
ity of Eq. (2.16), the ensemble average above can be written in terms of the

wave structure function.

< >=exp [—% (Du-(r1—T2)+Dw(P1—P2)+D¢(1‘1—P2)+Dw(“2—91)
_Dw(rl_Pl)—D\b(l‘Q_Pz)] } (2.42)

where the wave structure function is defined as Dw(x)=2(x/p0)5/s. The log-
amplitude covariance function C, has not been included in Eq. (2.42), since
its effects are negligible for low path integrated turbulence as discussed ear-
lier. Making the following change of variables

r=rl-‘r2 2R=1‘1+r2

P=P,— P, 2q=p;+p,

and using Eq. (2.42) in Eq. (2.6), we can write

K
TeUs  x , ipPg

[(pypo)=——-(———)%e " [ [drdR K(r,p.R.q)

'n'L2 2L
k
2 2 —i=p.(r+p)
exp _I_Q_R_z_ﬁi(l_L/F)r_R [dpe ¥ (2.43)
4(10 ao L
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where H is defined as

1
H(r,p,R,q)=exp |~ |Dy(r)+Dy(p)+Dy (R4 —q+)+Dy(R———a- )
2 2 2 2 2

(e

)—DaR—g—qﬁ)H (2.44)

The vector p specifies the spacing between the receivers and q the spacing
between the transmitter and receivers. The integration over p and r can be

performed by making use of the identity

—iTp.(r+p)
Jape T =P e(r )

Hence, the mutual intensity function reduces to

0 20 e L e-P2/4doJ‘dRexp _R‘_Q_]L(l_L/F)pR]
'ITL (e 7 L

I'(p,,py)=

exp [‘ :/3 (2p5/3+2 IR—q!**~|R—q—p!%*~ IR—q+p| 5/3] ] (2.45)
Po

It can be seen {rom the expression above that as the transmitter-receiver
spacing increases, the correlation between the two paths becomes less
significant compared to the correlation between any two points along each
path. Consequently, Eq. (2.45) reduces to the one with independent paths
assumption when the spacing between the transmitter and the receiver (q) is
much greater than oy and p, regardless of the turbulence coherence length
pg- This might be easier to see by letting q be much larger than R and p in

Eq. (2.45) for which the quantity involving the last three terms in the
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exponent tends to zero.

Now, including the time-delay 1 in Eq. (2.6), the ensemble average must

be replaced by

<exp (W4 (,01 )+, (. rg ko) +a(Byp )+ (Po.p ta) | > (2.46)

However, the atmospheric eddies along one path drift through the other path

with the crosswind (see figure (2.5)).

| Turbulence

Figure 2.5 The turbulent eddies drift with the wind

through both outgoing and return paths.
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From figure {2.5) and the application of the principle of reciprocity, the

ensemble average of Eq. (2.46) can be written as
exp _‘;_ (D.;.-(—Y,O)VT)+D.;,{P10>VT)+D@{")_Pzzova)"‘Dm(Q—P1;0;_V")

—Dd,(rl—pl,0,0)—Dd,(rz-—pg,0,0)] l (2.47)

The first two terms of Eq. (2.47) describe the individual paths and the
remaining terms describe the dependency of the two paths. Following the
same steps as before and integrating over dp and dr, the time delayed

mutual intensity can be written as

T2U2 ikp-q Cnlian2 2
[(pypyt)=—te b e P7498 [(qRexp [—R—Q—i—k—(l—L/F)p.R]
L @ L
exp ps/a (I q—R+pl 5134 a-R-pl 5/3]

0

1
—2.91Lk* [awC }(w) [| (1-w)p—=Vrl 5/3+% | (1—w)(q—R)- V7 15/
0

+% {{(1-w)(q—R)+Vr! 5/3] ] (2.48)

Applying the jointly gaussian assumption, the normalized time-delayed

covariance function for the focused beam case can be written as
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a2 2
C — e_P/fi Re R/%S 1 (| —R4p !534 | q—R—p|5/3
n(p,7)= > fd e exp | —73 (lga—R+p +lq P
g Po

1
—2.91Lk? [dwC2(w) [ | (1—w)p—V7|5/3
0

2

+% [{(1—w)(q—R)-Vr! 5/3+% I {1—w)(q—R)+ V! 5/3j ] (2.49)

Eq. (2.49) has been numerically evaluated (see appendix A) and the result is
plotted in figures (2.6) and (2.7) assuming uniform atmospheric turbulence
and wind velocity for two cases: coaxial paths (q=0) and finite transmitter-
receiver spacing. The independent paths case, described by Eq. (2.14), is also
shown for comparison. It can be seen that as the spacing between the
transmitter and receiver increases, Eq. (2.49) approaches the T-D covariance

function obtained with the independent paths assumption.
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Figure 2.6 The Time-Delayed Covariance for three cases of
independent paths (solid line), bistatic (dotted line)

and monostatic (dot-dashed line).
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Figure 2.7 The Autocovariance for three cases of

independent paths (solid line), bistatic (dotted line)

and monostatic (dot-dashed line).



1t should be noted that the turbulence outer scale size has not been con-
sidered here and has been taken to be infinite?®. Therefore, the time-dejayed
statistics may approach its asymptotic form of independent paths more
rapidly with q than shown in figures (2.6) and (2.7) when q is larger than the

outer scale size.

The increase in covariance (t=0) with decreasing q (see figure (2.6)),
reflects the fact of higher correlation between the two paths with smaller
separation. As can be seen from figure (2.6), the peak of T-D covariance
function moves toward zero time delay and figure (2.7) shows that the auto-
covariance falls faster with time as the transmitter-receiver spacing decreases.
These effects can be quite significant for many applications including the

remote sensing of the atmospheric turbulence and crosswinds.

The extent of the error that can result by applying the processing tech-
niques described previously is obvious from figures {2.6) and (2.7), when the
transmitter and receiver are not spaced far enough from each other. The
higher covariance implies weaker turbulence while faster decorrelation means
stronger turbulence or higher wind velocity than the true quantities. The
shift of the peak of the T-D covariance curve also gives rise to higher wind

velocity.

The other application that is worth noting is the coherent DIAL
(differential-absorption lidar) measurements which can be affected by the
time-delayed statistical dependence of the outgoing and return paths. The

DIAL systems deduce the concentration of the molecular species by measur-
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ing the returned radiation at two distinct frequencies®’. The frequencies are
chosen such that the corresponding absorption coefficients of the molecule
being monitored are substantially different. However, in many practical cases
the level of the concentration is very low. For this reason, the measurements
accuracy is of great importance which improves with higher temporal correla-

88-10 of the returned intensity. The faster decorrelation resulting from

tion
smaller transmitter-receiver spacing can increase the error associated with

coherent DIAL measurements®! .

2.4 Heterodyne Signal Power

It is clear from the analysis above that the spacing between the
transmitter and receiver can play a significant role on the performance of a
heterodyne detection system. The work by Clifford and Wandzura*? takes
the dependence eflect of the turbulence on both paths into account and
analyzes the performance of a monostatic heterodyne lidar where the paths
are coaxial. They have demonstrated that the signal degradation due to the
presence of atmospheric turbulence is Jess severe for the monostatic lidar

than previously predicted by independent paths assumption.

The analytical formulation describing the heterodyne signal power for
the general bistatic case as a function of the transmitter-receiver spacing is
presented here. It has been shown that the results approach those of the

monostatic and the independent paths cases in the limit?.



The heterodyne signal power is given by

<iZ>=< | [U(p)Uio(p)dp ! *> (2.50)

where Uy g(p) is the local oscillator field distribution. The signal power can

be written in terms of the mutual intensity function as

<iZ>={{dp,dp,Uio(p,)ULo(P2)(Py1,p2) (2.51)

where I'(p,,p,) is given by Eq. (2.45). It can be assumed that the local oscil-

lator is an untruncated gaussian beam centered at a, as expressed below
Upo(p)=e (P~#) /20eikpe (2.52)

where the phasefront angle is specified by the aiming vector 8. Using Eq.

(2.45) with F=L and Eq. (2.52) in (2.51), the signal power can be expressed

as
.2 TgUs —(q—n)?/B¢ i%p'q -p*/4B4-p?/4al —R%/a?
<ig>= e ffdpdqe °e e ©17P0 "dee 0
1Y

eXp [— psl/s [2p5/3+2 IR—q)%*~ |R—q—p/| /3 R—q+p! 5/3] ] (2.53)
0

where the integration variables are thanged to p and q. The vector a
specifies the location of the center of the receiver aperture and the

transmitter is centered at the origin of the coordinate system.

Once again, making the change of variables £=R—q , 2n=R+q and

setting cg=R; for simplicity reasons, gives
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T2U2 - T T T P
<1 >= 020fdpe_p/gc"’ffdgdneLp11 2" e 2 e (E+2)" /200
L
exp [— :/3 [2p5/3+2g5/3— 1 E—p 33— {E+p | 5/3]] (2.54)
Po

The complex phase factor in the expression above can be simplified, since
L> >}(0L02 which is the far field assumption and true for most practical appli-

cations?®, therefore

It should be noted that, the usual case of heterodyne detection has been con-
sidered here, for which the transmitter beam is focused on the target and the
receiving aperture is of the order of the speckle size. The integration over m

can easily be performed resulting in

TZU a p2 2 ik .(i“s) _ a)2 2
<i? 0vo Ofp /QqUePL fdge(€+)/2txo

exp [—

95/3 [2p5/3+2£5/3 | g—p18/3— |§+p|5/3]] (2.55)

For the wavefronts of the signal and the local oscillator to be superim-
posed, the aiming vector s must lineup with the vector connecting point a to
the origin of the coordinate system in the target plane (i.e., to make an angle
equal to a/L with respect to the transmitter plane), in which case the com-

plex phase factor in Eq. (2.55) cancels out.

Expressing the integrand in terms of new variables p'=p/a; 2nd
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E:ﬁ/ao, the resultant signal power can be written in a more convenient

form

22772 6
2t T Uyaq

2
<)y >= 12

Fo(ag,To) {(2.56)

o
where a.0=i, r0=—0 and F is the SNR reduction factor due to the atmos-
o Po

pheric turbulence, given by

1 ; _—p* , —(E A02
Fo(ao,ro):wfdp e P [y o TE RN

exp [_ros/a [Qprs/s_!_%,s/s_ & —p' 153 | E'4p’ r5/3] ] (2.57)

The integration is performed numerically and the result is shown in
figures (2.8) for different values of a; as a function of ry. The reduction fac-
tor for aq=0 corresponds with Clifford’s result*? for the monostatic case. It
is shown that the reduction factor approaches the independent paths assump-

tion as a, increases.

The effect of the misalignment on the SNR can be quite significant.
This effect can be examined by including the complex phase factor in Eq.
(2.55) which depends on the laser wavenumber, path length and the receiver
aperture size as well as the angle between the return and local oscillator

wavefronts.
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Figure 2.8 The heterodyne SNR reduction factor versus receiving
aperture radius for various transmitter-receiver spacings

compared with the independent paths assumption.



41

CHAPTER 3

EXPERIMENTAL PROCEDURE

Several optical heterodyne transmitter-receiver systems were constructed
to exploit the speckle-turbulence interaction. The heterodyne detection®*~*
allowed for the use of a continuous wave (cw) CO, waveguide laser of
moderate power operating at 10.6 um which has many advantages over
pulsed visible or near infrared transmitters. The longer wavelength allows
for better penetration of smoke, dust and fog; and the continuous transmis-
sion translates into stable output, low beam pointing jitter'” and reduced

34

complexity of the receiver electronics®™®. In addition, such a laser has the

advantage of being compact, inexpensive, reliable and eye safe.

The major challenge in devising the optical heterodyne system was to
acquire adequate isolation between the local oscillator and the transmitter
beams. The original experimental layout is first described in this chapter,
with the problem of insufficient isolation discussed in detail. Next, the syn-
chronous heterodyne detection and the dual acoustooptic modulators systems
are described, these improved the local oscillator isolation by about 27 db
and 100 db respectively. In the last section, the use of photoconductive (PC)
in place of photovoltaic (PV) detectors is described. The PC detectors were

used because of availability in larger sizes (with lower cost) which is required
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in conjunction with lower optical magnification to suppress the possible
effects of the angle of arrival fluctuations. An attempt was made to maxim-
ize the SNR, interesting findings were obtained regarding the photoconduc-
tors when used as optical heterodyne detectors. The theoretical analysis

leading to expressions for the SNR are presented.

The selected experimental results are presented for each system for vari-

ous atmospheric parameters and path lengths in the next chapter.

3.1 Optical Heterodyne System

The transmitter-receiver optics are shown in figure (3.1). The CO,
waveguide laser used as the source radiates about 6.0 watts of power continu-
ously and has a beam radius of about 1.2 mm. Part of the laser radiation is
split from the main beam to be used as an optical local oscillator and the
remaining part of the beam is transmitted. A half-wave plate rotates the
polarization of the beam to be transmitted from vertical to borizontal to
match the acoustooptic (AO) modulator which shifts the optical frequency by
37.5 MHz. The output of the AO modulator is circularly polarized by a
quarter-wave plate and then passed through a 40X beam expander (giving

@g=34 mm) that is focused on the target.

The local oscillator portion of the laser beam is circularly polarized by a
quarter-wave plate and collimated by a 5X beam expander to prevent the

beam from diverging.
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The circular polarization of the local oscillator eliminates any depolarization
effect caused by the target. The collimated beam is then split into two
beams to be focused onto two photovoltaic HgCdTe detectors operating in

the reverse biased mode,

The transmitter beam, after propagating through the atmosphere, is
scattered off a diffuse target of sandblasted aluminum. The returned radia-
tion is directed by two one-inch mirrors set at 45 degrees onto lenses that
focus it on the detectors. The wavefronts of the signals and the local oscilla-
tors are superimposed by two 85% beam splitters. The frequency of the
heterodyne signal is equal to the difference in the transmitted and the local

oscillator frequencies (37.5 MHz).

The focal length of the lenses and the area of the detectors are 12.7 em
and 4x10™* em? respectively, giving a field of  view of
4x107%/(12.7)*==2.48x107° steradian. The transmitted power is about one
watt and the local oscillator power is about 2.5%x107* watt per channel. The
average received power from the target is of the order of 107'® watt. The
detectors are placed in separate dewars giving some freedom in selecting the

transverse spacing between them and simplifying the optical design.

The laser is a product of Laakmann Electro-Optic Inc., model RF 44
and the detectors are made by New England Research Center, Inc. with a
responsivity of about 5 A/W. The AO modulator is Isomet model 1207B-06
made of Germanium crystal; it is designed for 10.6 pum wavelength and has a

deflection efficiency of about 80% when driven with full power at the center
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frequency (40 MHz). The RF and video bandwidths of the AO modulator
are 20 MHz and 500 KHz, respectively.

A block diagram of the receiver is shown in figure {3.2). The output of
each detector is amplified and band pass filtered before being mixed by the
37.4 MHz local oscillator to obtain a 100 KHz intermediate frequency (IF)
signal. An envelope detector demodulates the signal and its amplified output
is recorded. The received intensities are recovered by squaring the measured
amplitudes in a computer. The receivers have stable outputs with linearities
of better than 0.195. These are required because of the small interaction
with the turbulence in the infrared region. The complete schematic of the

receiver electronics is given in appendix B.

The main problem of this optical heterodyne system was insufficient opt-
ical isolation between the transmitter and the local oscillator beams. The
back-scattering of the {requency-shifted light by the AO modulator crystal,

48.49

due to its imperfection, contaminates the local oscillator Even though,

c

the leve] of contamination (i.e., 10log ) was measured to be about -70

LO

db, it was sufficient to aflect the heterodyne signal making the processing for
the statistics difficult. The presence of the frequency-shifted light on the
local oscillator path creates a DC offset when it is detected, it also mixes with
the actual signal from the target which generates large amplitude homodyne

beats.
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It was possible to reduce the amount of the optical feedback (contami-
nation) by using quarter-wave plates and Brewster angle polarizers at the
output of the laser. However, the polarization of the optical feedback was
not stable resulting in a variable degree of isolation with time. By frequent
readjustment of the quarter-wave and Brewster plates some useful but still

contaminated data was obtained (see chapter 4).

It should be noted that proper alignment is crucial to the performance
of this set-up as well as the ones to be described in the later sections.
Heterodyne detection requires precision alignment of the local oscillator and

4344 The precise alignment of the transmitter beam that must

receiver optics
be focused on the target is also important. The invisibility of the light made
the problem even more involved, making the use of certain novel techniques
necessary. The description of these techniques are not in the scope of this

text. However, some of these techniques can be found in the literture®®?'.

3.2 Synchronous Heterodyne Detection System

In order to overcome the optical feedback problem, a gated transmitter-
receiver scheme was proposed®>. In such a system, the transmitter and
receiver are synchronously turned on and off out of phase so that the optical
feedback is not present on the receiver at the same time as the signal from

the target.



48

The gating of the transmitter is performed by the acoustooptic modula-
tor so the laser can be run continuously for the reason of stability. The
receiver is gated by switching the local oscillator input to the mixer. Figures
(3.3) 2nd (3.4) summarize the principle of this system. While transmitting,
the receiver is turned off allowing sufficient time for the beam to travel to the
target and back., At this time the transmitter is turned off and the receiver
turned on to receive the signal. It should be noted that, the time required
for the acoustic waves to travel across the AO modulator crystal must be
taken into account for the proper timing of the transmitter-receiver switch-
ing. This time delay is not included in figure (3.3), for reasons of simplicity.
The schematics of the logic and switching circuits can be found in appendix

B along with the receiver electronics.

[deally, there should be no optical feedback when the receiver is on and
infinite isolation between the local oscillator and the transmitter beams

should have been achieved. Unfortunately, this was not the case.

An improvement of only 27 db was achieved due to the existence of
echoes in the acoustooptic modulator. Even when the RF drive to the AO
modulator is turned off, the acoustic waves travel between the faces of the

crystal for a relatively long time generating frequency-shifted light®?.
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The relative amount of optical feedback during ON and OFF periods is
shown in figure (3.5). The velocity of acoustic waves traveling in the crystal

is 5.5 mm/psec and the interactive acoustic path length is 49 mm . This

mm
5.5 mm/psec

gives a total traveling time of 2x49 =17.82 psec which is in

agreement with the experimental result of figure (3.5).
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Figure 3.5 Relative optical feedback power during
ON and OFF periods of the AO modulator.
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3.3 Dual Acoustooptic Modulators System

A heterodyne system using two acoustooptic modulators was devised®?
which resulted in a degree of isolation of over 200 db. The basic difference
between the dual AO modulators system and the system described in section
3.1, is the addition of the second modulator on the local oscillator (LO) path

(see figure (3.6)).

As shown in figure (3.6), a 3X beam expander is now placed at the out-
put of the laser to expand both the transmitter and the LO beams followed
by the half-wave plate to change the polarization of them to match the
requirements of the AO modulators. A 10X beam expander focuses the
transmitter beam on the target giving a total of 30X expansion of the laser

beam and a beam radius ¢, of about 25 mm.

The optical frequencies of the transmitter and LO beams are up-shifted
by 37.5 MHz (f1) and 42.5 MHz (2) by the AO modulators. The frequency
of the detectable signal is equal to the difference in the transmitter and LO
frequencies ( r.e., 5 MHz). The electronic receiver shown in figure (3.2) was

used by setting {, equal to 5 MHz.

The scattering of light by AO modulators contaminates the local oscilla-
tor as described jn section 3.1. Consequently, besides the optical frequency of
the Jocal oscillator (i.e., {;+42.5 MHz), there would be other frequency com-

ponents present from which f; and f;+37.5 MHz are significant.
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These components mix at the detector resulting in signals at 37.5, 42.5 and 5
MHz. The first two components are removed by the electronic filter and the

following shows the last component to be insignificant.

An experimental procedure was devised to measure the level of contami-
nation and to verify the improved isolation®®. The system shown in figure
(3.6) was utilized in conjunction with the electronic set-up illustrated in

figure (3.7). The output voltage is related to the input current and in turp

to the optical power by the the following expressions

Vout=K(f)iiD (31)

where K(f) is the actual gain of the set-up that was determined for each fre-
quency present at the output of the detector and p is the responsivity of the
detector. The quantities of interest are the local oscillator signal, the real
signal, contamination other than at the signal frequency and contamination

at the signal frequency

iLo=pPLo  (DC) (3.3)
is=2p\/PL0P5 (fQ—fl or f2+fl) (34)

ig=2pVPLoP; =12 (f.0y) (3.5)

iCS=2p v PCIPC2 (f‘z_fl or f2+f1) (36)
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Experimental data was obtained for each of the two modulators
operated in both the transmitter path and local osciliator path, one at a
time; the results are summarized in table (3.1). The transmitter modulator
was driven at full power resulting in an actual transmitted power of about
one watt. The local oscillator modulator was driven at about 60% of its full
power vielding 2.5%x107* watt of eflective LO power incident on each detector.
The best result was obtained when modulator A is used on the LO path and

modulator B on the transmitter path.

The minimum detectable signa) power to the LO power ratio given by

101 [P“”i" ] ol [ P
og =]10log | —
Pro Pro

P,
+10log [—2] (3.7)
PLO

was found to be -170 db for channe) one with both modulators in their best
location. This is equivalent to an isolation of 206 db between the transmitter
and the Jocal oscillator and minimum detectable signal power of 2.5x107 2
watt, which is significantly below the measured noise equivalent power of

7.9x107'® watt. Similar results were obtained for channel two as indicated in

table (3.1).



Acoustooptic
Modulstor A only

Acountooptlc
Modulator B only

Both Modulators

P
10Log——"
Pro
In LO Leg In Tranemit Leg InLO Leg In Tranemit Leg | LO= f, +42.6 MHs | LO= f,-42.6 MH3s
f2=42.5 MHs f1=3a7.5 MHs f1=42.6 MHs f1=237.6 MH: Difference (6 MH3s) Sum (80 MHs)
CH. 1 -76 db -89 db -86 db -04 db < -136 db < -119 db
CH.12 -78 db -89 db -78 db -92 db < -136 db < -117 db

Table 3.1 Local \oacillabor isolation measurements.

LS
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One other advantage of the dual modulator system is the ability to
extend the operational range of signal frequency. Depending on the orienta-
tion of AO modulators, the optical frequency can be either up-shifted (fy+1)
or down-shifted (fp—f). If both modulators have the same orientation, the
signal frequency is equal to f,—f, (figure (3.82)) and with different orientation
the signal frequency would be f,4+f, (figure (3.8b)). For modulators with 40
MHz center frequency and 20 MHz bandwidth, the signal frequency range
can be extended from 0 to 20 MHz and from 60 MHz to 100 MHz.

The optical feedback is independent of the orientation of the modulators
resulting in the same amount of isolation for the sum of the frequency case.
This was experimentally verified where the noise equivalent power was meas-
ured to be 3.15x107'® watt at the sum frequency (see table (3.1)) and no opt-

ical feedback could be detected.

Even though there was no experimental data obtained for verification, it
is expected to gain the same level of isolation by placing the modulators in
series on the transmitter (or the local oscillator) leg as shown in figure

(3.8¢,d).
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3.4 Heterodyne Detection Using Photoconductors

The possible eflect of the angle of arrival fluctuations on the accuracy of
the wind measurements was of some concern. These fluctuations are the
result of the continuous deflection of the phasefront of the propagating wave

caused by the moving turbulent eddjes®®*.

The optical receiver of the dual modulator system of section 3.3 was
modified to eliminate any possible effect that may result from the angle of
arrival fluctuations. Figure (3.9) shows the optical design of the receiver. A
two-inch mirror is used to direct the returning radiation through an afocal
telescope onto a pair of detectors. The telescope consists of two lenses of
focal lengths 25.4 and 8.2 centimeters giving a magnification of 4.1. The low
optical magnification is necessary to suppress the angle of arrival fluctua-

'* which in return demands larger size detectors. The detectors are

tions
positioned close to the focal plane of the imaging lens where the irn-age is
least dependent on the incident angle. The detectors are HgCdTe photocon-
ductors which have the advantage of larger size and lower cost. They are 2

mmX 2 mm in dimension placed side by side 0.1 mm apart in a single dewar.

This gives an effective spacing of 8.6 mm between the detectors.

The drive frequency of the LO modulator was changed from 42.5 Mhz to
37.6 MHz to reduce the heterodyne signal frequency from 5 MHz to 100 KHz.
This accommodates the bandwidth requirements of the detectors and makes
the receiver's electronics much simpler. Each receiver simply consists of a

preamplifier followed by an enveldpe detector and an amplifier (see App. B).
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The addition of a 5X beam expander on the LO path provides a col-
limated beam that is several times larger than the detectors, resembling a
plane wave over the surface of the detectors. A pinhole is placed at the com-
mon focus of the lenses to limit the field of view of the detectors and at the
same time to cancel the spherical aberration. The 83% beam splitter com-
bines the LO and the returned signa! to produce the heterodyne signal at the

detectors.
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Hg Cd Te Signal
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Ch. 83% B.S. x 1/4.1 |

|
|
|
T ) ____: - ——
R:celver 3 F_y
Ch. 2
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——
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Oscillator
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Figure 3.9 Receiver optics using photoconductive detectors.
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The theoretical analysis that follows, helped specify the optimum detec-
tion parameters in accordance with the photoconductors parameters. A con-
stant bias current of 40 mA is applied to each detector that is large enough
to make the detector generation-recombination (g-r) noise dominate. In this
case, the best SNR can be obtained with a preamplifier input impedance
much greater than the detector dark impedance. The preamplifier input
impedance was chosen to be about 1 k{} as opposed to the detector dark
impedance of about 40 (). Each detector is illuminated by about I mW of

local oscillator power providing the optimum SNR.

In optimizing the SNR, the change in the conductance of a photocon-
ductor with the application of the local oscillator is of major concern. This
is due to the considerable effect the conductance has on the effective respon-
sivity of the detector and its interaction with the external circuit. Most
literature considers the ideal case where the circuit connected to the detector

14,5588 por direct detection

has no effect on the response of the detector
when the signal is very small and the external circuit is designed for
minimum interaction, these results are satisfactory. The work by Penin ef af
7 includes the LO induced interaction with the circuit in the derivation of
the noise factor of a PC detector as a function of LO power for a constant
voltage bias. Their result is nevertheless incorrect, since the problem is non-

linear in nature and the equivalent source term is also modified by the local

oscillator.

Consequently, an analytical approach was made including both effects to

formulate the SNR®®. The results are presented here in terms of the device
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parameters that can be easily measured for both constant voltage bias and
constant current bias cases. First, the linear region of the photoconductor
operation is considered and then the more exact results are obtained by

including the second order term to express the conductance of a detector.

In the linear region, the conductance can be writlen as

Gde(ector=G+G’Pi_n (38)

where G is the dark conductance, G’ is a constant (at a given frequency) and

P;n is the optical power applied to the detector.

G and G’ can be easily obtained by applying a known voltage across the
detector and measuring the current, or vice versa, for at least two different
known optical powers. However, that should not be necessary because G and
Py, the detector voltage responsivity at a specific bias current, are usually
supplied by the manufacturer; and G’ can be elxpressed in terms of G and p,,.
When a bias current Iz and an optical power P;, are applied to the detector

and there is no Joading by an external circuit, the voltage generated is given

by
I

Ve ———mm 3.9
G+G'Pyy (3.9)

The voltage responsivity is defined by

oV

=" | p = 3.10
P 3P, P;,=0 ( )

Using Eq. (3.9) in the definition above, the responsivity is equal to
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[gG’
which can be solved for G’ in terms of the device parameters as
G*p.
G'= (3.12)
I

The other parameter of interest is the photoconductive gain g that is
obtained as follows. If a bias voltage Vg is applied across the detector, the

photo current that flows is given by

T|egp‘m

i=VgG'Py,= (3.13)
hv
and consequently,
VgG'hy
g=— (3.14)
ne

where h is Planck’s constant, v is the optical frequency, e is the electric

charge and 7 is the quantum efficiency of the detector.

3.4.1 Voltage Bias Case

Figure (3.10) shows the configuration of the bias voliage case, where the
direct current bias voltage Vg is applied only across the detector, because of
the inductor. Even though the circuit is nonlinear, it can be solved by
linearizing the problem about an operating point established by the local
oscillator. This will yield correct results, since the local oscillator is much

Jarger than the signal or the noise sources.
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(@

Detector

Figure 3.10 Constant Voltage Bias Circuit

The current that lows through the detector is given by

i=VpGr(w,P)=Ipc+ip+i,+ higher order terms (3.15)
where

Pis=Pro+Pnet+Poo=PLo+2 VP oPs+a(w)PLo (3.16)

Gr=G+G'Pro for w=0 (3.17)

GL{(G+G'Pyp) ; 318

iy is the noise current and iy, is the current at the heterodyne frequency.
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Pyo is the applied local oscillator power that establishes the DC operating
point about which there will be small fluctuations due to the signal power
P,. a(w)Pyo represents the local oscillator noise which is also small com-
pared to Py . It is assumed that L and C are chosen such that Egs. (3.17)
and (3.18) are substantially correct. Making use of the Taylor series expan-
sion established by P as indicated by Eq. (3.15) and neglecting the higher

order terms, we obtain

Gf
Ipc+ine=Vp(G+G'PLo)+2VaG VP 5P , 3.19
pctines=Vg( Lo) B LO S(G+GL+G'PLO)2 (3-19)
where use was made of
dGr(w,P: oP:
het=Vp Gl Pi) Phet (3.20)
0P, P.—P.., 9Phet

The first term in Eq. (3.19) is the DC bias current that flows through the
detector and the second term is the heterodvne signal current that flows
through both the detector and the AC coupled Joad. From Eq. (3.19), the
small signal equivalent circuit can be constructed as shown in figure (3.11),

where

i,=2VG VP (3.21)

P
LOTS G+ GL+G PLo)

The heterodyne signal current can be displayed graphically in a more con-

venient form when it is normalized as follows
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ihet
2V VGG'Pg

lhet =™

1/2 2
=) (3.22)
(14+x+y)

where x=G'P/G and y=G /G . iy, is plotted versus x, the normalized
local oscillator power, for several values of the normalized load conductance
in figure (3.12). As can be seen, the loading has a significant effect on the
heterodyne signal current. The LO power yielding maximum signal can be

easily obtained from Eq. (3.22) to be

G+Gp

Piro=—— 3.23
Lo="3g (3.23)

(o

Figure 3.11 Small Signal Equivalent Circuit.
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The noise sources are generation-recombination (g-r) noise due to the
bias, local oscillator noise, and Johnson noise from the conductances. The
equivalent circuit for the noise is the same as for the signal. The g-r noise

power 1s given by
g—r noise=4egly B
=4BV3(G+G'Pyo)hvG’ /m (3.24)

where g and Ipc are given by Egs. {3.14) and (3.19), respectively, and B is
the bandwidth.

The LO noise current can be found using the same technique that was

used for the heterodyne signal current.

aGT((.D ,Pm)
JP,

n

iaLo=Vp

G
(G+G+G'Py o)’

=VBG(LO)G‘PLO (325)

The same equivalent circuit used for the signal applies to the LO noise

current source.

G
(G+GL+G’PLO)

isno=Vga(0)G'PLo (3.26)

Using Eqgs. (3.24) and (3.26), and incorporating the Johnson noise the total

mean square noise current through the load is given by
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BVEG *GEP o <o’ (w)>
(G+G1+G'Pp)’

hvG’

<iP>= +4BVE(G+G'Pro)

G
(G+GL+G'PL0)2

+4BKTp(G+G'Ppo)+4BKT,Gy (3.27)

where Ty is the temperature of the detector, T, is the equivalent noise tem-
perature of the terminating conductance and any amplifier that follows, and
K is Boltzmann’s constant. The SNR can readily be obtained from Egs.
(3.22) and (3.27). For the usual case where the g-r noise is dominant, the
SNR is given by

S G'GEPLoPs

S - (3.28)
N (G+G'PLO)(G+GL+G,PLO) Bhv/n

The SNR can be expressed more conveniently when it js normalized by

mPg/Bhv and written in terms of x and y

g

The expression above is plotted in figure (3.13) as a function of x for various

= xy” 3.29
N (14x)(1+x+y)? (3.29)

values of y. It can be seen that the SNR increases with Gy and there is an

optimum P that produces 2 maximum SNR, given by

PLO=4%, (Vo+8G,/G-1] (3.30)

A family of curves describing the optimum Py 4 is shown in figure (3.14).
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It should be remembered that G’ is a function of frequency givern by

G’@):% (3.31)
wT

where 1 is the carrier lifetime.

3.4.2 Current Bias Case

The biasing of the detector can be accomplished by use of a constant
current source as shown in figure (3.15). The SNR for this method of biasing

can be obtained in a similar fashion as for the voltage bias case.

Iel c

» O

Detector GL Vs

0 =

Figure 3.15 Constant Current Bias Circuit.
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The voltage across the detector is given by

Ip
v=—————=Vpc+V,.+V,+ higher order terms (3.32)
Gr(w.Py) e

Using the Taylor series expansion

Iy 215G’ VP oPs
- +
G+G P]_,O (G+GL+G‘PL0)2

Vpotvhet= (3.33)

It is obvious from the expression above that the small signal equivalent cir-

cuit for the current bias case is identical to that of the voltage bias case

shown in figure (3.11). The equivalent current source is given by
215G VP oPs

| = 3.34
T (G+GL+G PLo) (3.34)

and the normalized vy, is given by

Vhet

2l V G'P, /G

VhetN=

L1/
— X (3.35)
(1+x+y)

where x and y are defined earlier. As shown in figure (3.16), the heterodyne
voltage in addition to being greatly effected by the terminating load, is

highly non-uniform with a sharply peaked maximum occurring at

(G+Gy)
LO™ 3G
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The noise sources are the same as for the voltage bias case. Using the

same approach, the total voltage noise variance is given by

BIfG'’Plo<a}(w)>  4BIZG’hv
+
(G+GL+G‘PL0)2 T!(G"‘GIPLO)

<vis=

i
(G+GL+G'Pyp)?

+4BKTp(G+G'Pyo)+4BKT,Gy (3.36)

Once again, considering the case where the g-r noise is dominant, using Eqgs.

(3.33) and (3.36), the SNR can be written as

N (G+GL+G'PL0)2Bhv/~q

Normalizing the SNR by the same faclor as before and rewritting in terms of

x and y, we have

*

Figure (3.17) shows a family of curves of the SNR for several values of y.

_ S Bhv _ x(1+x)
N N Pg (1+x+y)

(3.38)

As can be seen from figure (3.17), the SNR increases as x increases and y
decreases. The SNR is a monotonic increasing function of x as it approaches
a saturation level. This is due to the fact that the noise falls off faster than

the signal past its peak value as P} 5 increases.
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3.4.3 Quadratic Region

The preceding formulations of the SNR’s were restricted to the linear
region of the photoconductor operation. However, as the local oscillator
power increases, the detector response will become nonlinear. In this section,
the operation region is extended to the guadratic region where the conduc-

tance can be modeled as

Gdetector=G+G’Pjn+G”an (339)

The previous results are still valid if the following substitutions are made
C+G'PLo -~ G+G'P o+G ' Pl, (3.40)
G - G'+2G""P1o (3.41)

For the voltage bias case, the heterodyne signal current and SNR for the

usual case of the g-r noise limited are given by

inet=2Vp(G'+2G" 'PLo) VP oP G (3.42)
Iyet= + ' S .
het B LO LO' S (G+GL+G,PLO+G”P60)2

_S__ (G+2G”PLO)GL2,PLOPS (3 43)
N (G+G'Pyo+G ' 'Pio)G+GL+G Pro+G' ' Pio)’Bhu/m '

For the current bias case, we get
21p(G'+G""Pro) VPLoPs
Vhet= (344)

(G+GL+G'PLo+G'Plo)?
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s (G'+2G""PLo)(G+G 'PLo+G' 'Pio)PLoPy (3.45)
N (G+CL+G'Pro+G 'Plp) Bhu/n |

3.4.4 Results

The conductance of the PC detectors described earlier were measured
versus Py . Figure (3.18) shows these results and a least squares fit made to

the data for one of the detectors. From figure (3.18), the detector conduc-

tance is given by

G getector=0.0276+0.0175P; 5 —0.003P o (3.46)

where P g is expressed in milliwatts. The SNR’s provided by Egs. (3.43) and
(3.45) are plotted in figures {3.19) and (3.20) using the actual conductance
giver by Eq. {3.46). It can be seen that for both biasing techniques, the
SNR’s have a true maximum for a finite value PLO . It can be inferred from
these figures that for this particular device, the current biasing gives the
better SNR for realistic values of Gy . The results of figure (3.20) were used

to determine the detection parameters previously given.
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CHAPTER 4

EXPERIMENTAL RESULTS

Each of the systems described in the previous chapter was first tested
over a propagation path of about 200 meters in the vicinity of the Oregon
Graduate Center (OGC). Then, the measurements were made at the OGC
laser propagation field site where horizontal paths up to several kilometers
over featureless farm land are available for which the turbulence is expected

to be gquite uniform.

Considerable amounts of data were collected over path lengths of 500 m,
1000 m and 1300 m at about two meters above the ground and a variety of
atmospheric conditions. The locations of the targets were chosen to be acces-
sible so that the in situ measurement over the same path coutd be made. It
should be noted that the systems described in sections 3.3 and 3.4 have
demonstrated the capability of operating over longer path lengths, with a

possibility of up to 10 Km.

An example of the wind measurements is shown in figure (4.1) where the
dual modulators system of section 3.4 is used over a 1000 m path. The
results of figure (4.1) was obtained by using the B-ZLR technique of process-
ing with an averaging time of 2.5 seconds. The in situ data was obtained by

using a Campbell Scientific CA-9 path averaging scintillometer and crosswind
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3ensor.

The Campbell unit is a double ended unit with a 5 mW HeNe laser as
transmitter at one end and a receiver at the other. The Campbell unit
operates on the principle that the slope of the time-delayed covariance func-
tion for the log-intensity from a point source in a turbulent atmosphere is
proportional to the path averaged crosswind. This type of sensor has been
extensively tested using propeller anenometers®® and found to be accurate to

around 0.5 m/s.

The turbulence level measured by the Campbell unit during this meas-

~2/3  The mean wind velo-

urement was intermediate at C2=2.37x107**m
city averaged over the forty measurements is 2.01 m/s which is in good
agreement with the in situ measurement of 2.09 m/s. The RMS error is 0.33

m/s which has been computed by using the following expression

| N 1/2
RMS error = ‘I:I" E (Vheq,i_V]_usitu,)‘2 (4'1)

i=1

where Vy . and Vg, are the individual heterodyne system and in situ
measurements and N is the total number of measurements. Additional
results of the wind measurements using different heterodyne systems and pro-

cessing techniques will be presented in section 4.2.

The remote windsensing utilizing the speckle-turbulence interaction
requires the measurements of certain statistical parameters. These statistical
parameters include the variance, time delayed covariance and autocovariance

of the received intensity.



ID# T14F181-40, 8/25/87

6 i | ] ]
- P=8.68mm
< Chl=237x I0°14
~ L=[000m
n 2.5 Second Averages _
S 4 RMS Emor=0.33m/s
o B-ZLR Processed
- 2\
bt
- "‘
I /’ LY -
..c... 2 ‘.,“\
o
c
; — Insitu=2.09

---l--- Hotorodynlo =2 .01
1
00 20 40 60 80 100

Time in Seconds

g8

Figure 4.1 Wind Measurement.



86

In the next section some of the results of these measurements are presented
and compared with the theoretical predictions. The processing program used

to generate the results presented ip this chapter is listed in appendix C.

4.1 Measurements Of The Statistical Parameters

The wind sensing techniques utilize the theoretical formulations
obtained by the application of the independent paths and jointly gaussian
assumptions. Therefore, any deviation of the measured parameters from
these formulations can result in inaccurate wind measurements. Samples of

measured statistical parameters are presented and discussed in this section.

The analytical formulations of the estimation errors associated with the
statistics have been derived and will be presented in the next chapter as a

function of the number of samples and the sampling period.

The normalized variance of the received intensity was measured over a
wide range of atmospheric conditions and different path lengths. The results
of these measurements are represented in tables (4.1), (4.2) and (4.3) for
which the dual modulators systems were used over a 1000 m target range.
The dual modulators system with the focusing receiver optics (see figure
(3.6)) was utilized to obtain the data of tables (4.1) and (4.2), 2and the system
with the imaging receiver optics (see figure (3.9)) was used for the data of
table (4.3). The measurements are averaged over 5000 samples with a 0.5

millisecond period, and separated in time by about 4 seconds.
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Normalized Variance Wind In Situ Data
Normalized Velocity
Set Channel Chabnel Covariance | Using ZLR o, at Wind
# #1 #2 . (m/s) A=8§2.8nm (m/s)
1 1.281 1.181 0.504 4.82 0.313 5.2¢
2 1.152 1112 0.449 5.40 0.327 4,85
3 1.085 1.085 0.484 5.82 0.327 4,87
4 1.234 1.181 0.485 5.82 0.338 4.78
) 1.207 1.275 0.459 4.89 0.322 4,87
8 1.400 1.233 0.537 5.51 0.327 4.96
7 1.214 1.146 0.475 5.82 0.328 5.08
8 1.225 1.192 0.499 8.47 0.329 5.02
8 1.102 0.973 0.428 4.08 0.310 5.01
10 1.132 1.130 0.474 5.70 0.322 4.96
11 1.139 1.061 0.424 4.50 0.325 5.11
12 1.058 1.174 0.395 3.88 0.326 5.23
13 1.128 1.074 0.437 4.99 0.328 4 88
14 1.141 1.198 0.518 5.20 0.323 4,94
15 1.110 1.086 0.521 5.77 0.315 4.96
18 1.155 1.198 0.513 6.55 0.313 4,78
17 1.387 1.185 0.521 2.95 0.319 5.04
18 1.408 1.120 0.464 2.93 0.320 4.64
19 1,148 1.041 0.428 2.55 0.321 4.74
20 1.105 1.040 0.443 5.37 0.309 4.51
21 1.131 1.070 0.441 5.29 0.328 5.16
22 1.122 1.121 0.455 6.08 0.320 4.57
23 1.231 1.158 0.479 3.72 0.314 4.57
24 1.447 1.178 0.540 4.26 0.331 481
25 1.151 1.094 0.454 5.58 0.323 4.86
26 1.390 1.212 0.483 5.10 0.300 4.76
27 1.320 1.138 0.481 6.35 0.310 4.50
28 1.081 1.148 0.356 3.65 0.322 4,37
29 1.199 1.274 0.478 4.51 0.308 4.70
30 1.480 1.249 0.462 3.3¢ 0.311 4.61
31 1.355 1.291 0.455 5.12 0.311 4.69
32 1.287 1.251 0.274 3.82 0.328 441
33 1.363 1.243 0.402 5.79 0.321 4.64
34 1.409 1.328 0.371 3.74 0.332 4.58
35 1.269 1.185 0.369 4.52 0.330 4.40
36 1.280 1.307 0.372 2.85 0.311 4.49
37 1.8612 1.218 0.437 4.21 0.321 4.67
38 1.418 1.291 0.380 4.45 0.328 4.41
39 1.275 1.316 0.336 3.27 0.326 4.31
40 1.488 1.478 0.378 4.19 0.317 4.69
Mean 1.252 1.180 0.446 4.72 0.321 4,76
S.D. 0.135 0.098 0.058

Table 4.1 Experimental Results; 2.5 second averages;

a,=25mm , p=16mm, L=1000m.
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Normalized Variance Wind In Situ Date
Normaslized Velocity
Set Channel | Channel | Covariance | Using ZLR o, at Wind
# #1 #2 {m/s) A=632.80m (m/s)
1 1.042 1.108 0.127 1.37 0.063 1.92
2 0.861 1.008 0.059 1.05 0.082 1.83
3 1.318 1.671 0.075 1.31 0.054 1.85
4 1.327 0.083 0.148 1.15 0.065 2.02
S 1.211 1.024 0.030 2.78 0.066 1.87
8 1.137 1.360 0.077 1.58 0.083 1.91
7 1.020 1.023 0.153 2.48 0.061 1.94
8 1.107 1.087 0.130 1.23 0.054 2.06
'] 1.300 1.207 0.030 0.85 0.054 1.81
10 1.135 1.237 0.005 1.25 0.055 1.87
11 1.080 1.228 0.134 1.76 0.080 1.74
12 1.179 1.113 0.070 0.59 0.064 2.26
13 0.987 1.117 0.068 1.43 0.061 2.35
14 1.152 0.854 0.117 0.85 0.060 2.25
15 1.064 1.035 0.055 1.59 0.061 2.03
16 1.080 1.026 0.108 1.40 0.065 2.08
17 1.264 1.052 0.120 2.58 0.063 1.71
18 1.077 1.110 0.100 1.88 0.058 1.89
19 1.034 1.018 0.042 2.98 0.055 2.14
20 0.994 1.069 0.013 2.67 0.058 2.07
21 1.044 1.021 0.136 1.53 0.062 2.08
22 1.013 1.110 0.100 2.71 0.058 2.02
23 1.034 0.951 0.051 1.28 0.058 1.84
24 1.145 1.008 0.087 1.18 0.068 2.17
25 0.941 1.323 0.115 1.09 0.063 2.36
26 1.134 1.328 0.083 2.32 0.069 2.42
27 1.096 1.178 0.045 1.84 0.071 1.77
28 1.062 1.278 0.042 1.00 0.064 2.19
29 1.088 1.071 0.052 1.50 0.056 1.86
30 1.240 1.328 0.098 1.57 0.047 1.89
31 1.169 1.024 0.035 1.52 0.058 2.04
32 0.954 1.057 0.148 0.89 0.081 2.18
33 0.866 1.461 0.033 1.26 0.060 2.16
34 0.776 0.809 0.074 0.85 0.058 1.89
35 0.923 1.475 0.074 0.95 0.059 2.00
36 0.984 1.214 0.135 0.88 0.057 2.04
a7 1.012 1.068 0.040 1.00 0.058 1.82
38 0.775 0.835 0.062 0.54 0.061 1.86
39 1.117 0.865 0.050 0.88 0.070 2.11
40 1.013 1.428 0.014 0.99 0.065 2.11
Mean 1.071 1.129 0.078 1.84 0.061 1.96
S.D. 0.134 0.185 0.041

Table 4.2 Experimental Results; 2.5 second averages;

a;=25mm , p=25mm, L=1000m.
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Normalized Variance Wind 1n Situ Data
Normalized Velocity
Set Chanoel Channel Covariance | Using ZLR o, at Wind
# #1 #2 (m/a) A=632.8nm | (m/s)
1 0.900 0.780 0.885 1.80 0.353 2.89
2 1.283 1.274 0.748 2.80 0.339 2.71
3 1.0G8 1.056 0.842 3.28 0.335 2.65
4 1.018 1.085 0.664 3.91 0.339 2.69
5 1.063 1.119 0.722 461 0.333 2.86
8 0.974 1.053 0.647 3.62 0.325 2.75
7 1.082 1.028 0.730 2.04 0.344 2.69
8 1.050 1.016 0.698 3.08 0.349 2.37
9 1.0t7 0.986 0.747 3.13 0.343 2.45
10 1.290 1.234 0.784 1.97 0.339 2.53
11 1.289 1.115 0.788 1.61 0.352 2.47
12 1.025 1.138 0.883 1.74 0.334 2.32
13 0.807 1.083 0.689 1.87 0.324 2.28
14 0.930 0.825 0.707 1.56 0.347 2.36
15 1.007 1.010 0.715 1.01 0.355 2.22
18 1.051 1.030 0.723 3.31 0.351 1.88
17 1.111 1.244 0.703 2.17 0.349 2.04
18 1.086 1.142 0.642 1.74 0.375 2.06
10 1.282 1.28¢ 0.748 2.09 0.359 1.97
20 1.610 1.532 0.852 2.18 0.369 2.20
21 1.331 1.210 0.713 2.33 0.348 2.18
22 1311 1.138 0.747 2.02 0.369 2.13
23 1.378 1.123 0.706 3.24 0.350 2.08
24 0.921 0.934 0.622 2.17 0.374 2.05
25 1.015 0.958 0.678 1.41 0.382 2.12
26 0.980 1.075 0.685 1.83 0.368 1.85
27 0.834 1.078 0.579 1.34 0.350 1.82
28 1.121 1.217 0.679 1.73 0.408 1.76
29 0.783 0.892 0.858 2.13 0.351 1.88
30 1.004 1.118 0.67¢9 2.01 0.386 1.70
31 0.902 0.930 0.727 2.82 0.371 1.85
32 0.878 0.854 0.749 1.48 0.363 1.72
33 0.954 0.815 0.695 1.66 0.392 1.58
34 1.104 1.053 0.678 1.81 0.383 1.68
35 1.023 1.128 0.727 1.85 0.371 1.42
38 1.148 1.032 0.752 1.59 0.411 1.42
37 1.008 1.078 0.644 1.25 0.361 1.56
38 1.182 1.275 0.732 1.68 0.367 1.51
39 0.981 0.977 0.686 1.40 0.380 1.47
40 1.021 0.949 0.692 1.70 0.374 1.81
Mean 1.070 1.073 0.705 2.19 0.359 2.08
S.D. 0.164 0.142 0.051

Table 4.3 Experimental Results; 2.5 second averages;

a,=25mm , p=8.6mm, L=1000m.
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The mean values of the quantities averaged over forty measurements are
shown in these tables. The standard deviation defined by <(S—5)*> have
also been computed, where S represents the measured normalized variances
and covariances. The wind measurements corresponding to these tables are

shown in figures (4.11), (4.16) and (4.13) respectively.

The data of table (4.1) was collected at an intermedijate turbulence level
measured by the Campbell unit to be C,f--*l.8x10_14 m~2/3. This is obtained
from the measured log-amplitude variance of (0.321)% at the HeNe laser
wavelength of 632.8 nm. The equivalent log-amplitude variance at 10.6 pm
wavelength )s then simply obtained to be 0.0038. It can be seen that the
mean values of the normalized variance are larger than unity predicted by
the jointly gaussian assumption. This is believed to be caused by the com-
bined effects of the angle of arrival fluctuations (see sec. 3.4), log-amplitude
covariance of the turbulence C, (see sec. 2.2) and nonuniform diffuse
reflectivity of the target surface. These effects tend to raise the variance as

the turbulence becomes stronger.

The measurements of table (4.2) were made at much jower turbulence
strength (C2=6.5x107"° m'2/3) show that the means of the normalized vari-
ance for both channels are closer to one than those of table (4.1). At such a
low turbulence level, the effect of the angle of arrival fluctuations and C)< are
negligible.  The eflect of the nonuniform diffuse reflectivity is also

insignificant, since the beam does not wander much over the target surface.

The data presented in table (4.3) were obtained using the low
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magnification receiver optics explained in sec. 3.4 which would suppress the
effect of the angle of arrival fluctuations. These results show a lower normal-
ized variance as compared to table (4.1), even though the strengths of tur-
bulence are compatible in both cases. The mean values of the normalized
variance obtained from the data of table (4.3) agree extremely well with the
complete theory predictions shown in figure (2.1). The normalized variance
using the complete theory gives a numerical value of about 1.02 which is

within the measurement error (see ch. 5) of the estimated value at 1.07.

A great deal of effort was devoted to obtaining consistent T-D covari-
ance curves from the received signals that would agree with the theoretical
predictions. However, the success was limited and as a result, the windsens-
ing techniques utilizing the T-D covariance did not produce satisfactory

results.

As discussed eatlier, the effect of the turbulence on the T-D covariance
function is rather small at the 10.6 pm wavelength. Having to find this
small effect in a fully developed speckle pattern makes the estimation of the

time delayed covariance difficult.

The covariances (zero time delay) of the received intensities are listed in
tables (4.1)-(4.3) which are consistently smaller than the theoretical values
for the given spacings between the detectors. The results of table (4.2) show
an unusual low covarjance due to the very low turbulence level and high
humidity of the air at the time of measurements. Figures (4.2) and (4.3)

show two T-D covariance curves obtained with two different wind speeds and
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opposite directions. Each curve consists of eighty measurements over 2.5
seconds. These figures clearly show the shift of the peak of the T-D curves

with the wind.

Unfortunately, obtaining such curves with clear shift of the peaks and
proper slopes in a consistent manner was not always accomplished. The
overall results indicated that about 70% of the time, the correct direction of
the wind velocity could be obtained using the slope of the T-D covariance

curve at zero time delay.

For much of the experimental data, the time delay to the peak was
smaller than 'rp:p/QV obtained by the independent paths jointly gaussian
assumption. For others, the peak was found to be on the wrong side of the
zero time delay axis. The low magnification imaging receiver optics did not
appear to improve the results, indicating that the angle of arrival fuctua-

tions was not the cause.

The shift of the peak of the T-D covariance curve toward the zero time
delay axis may be attributed to the dependent effect of the turbulence on the
outgoing and return paths. This effect is discussed in detail in section 2.3
where the time delayed statistics are formulated as a function of

transmitter-receiver spacing.

For the results presented here, the separation between the transmitter
and receiver is about 15 cm. Figures (2.6) and (2.7} show the extent of the

dependence effect on the time delayed statistics for such spacing.
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A sample of shift of the peak from one side to the other is demonstrated
in figure (4.4) where two consecutive sets of data of 2.5 second duration are
shown. It appears that the peaks in both cases occur at almost the same

time delay with opposite signs.

Time delayed covariance curves with double peaks were also occasionally
encountered with the peaks almost symmetrical with respect to the zero time
delay axis. It is interesting that the double peak occurs consistently when
the transmitter beam expander adjusted to either focus the beam closer to
the transmitter-receiver end than the target or diverge the beam consider-
ably. An example of this is shown in figure (4.5) where the beam expander
lenses were moved further away from each other by 0.5 millimeters from
their original positions. The transmitter beam expander consists of two
lenses with 38.0 mm and 375.7 mm focal lengths. Simple calculations show
that by increasing the lenses separation by 0.5 mm, the focal point of the
beam can move from 1000 m to 250 m. Similar results were obtained by
decreasing the spacing between the lenses to diverge the transmitter beam.
It should be noted that the dual modulators system with the focusing

receiver optics was utilized for the data of figures (4.2)-(4.5).

Based on these observations, the author believes that the focusing of the
transmitter beam as well as the fields of view and lines of sight of the detec-
tors can significantly influence the behavior of the T-D covariance curve.
However, more theoretical and experimental works are required to fully
understand the effects of such alignment factors on the statistics of the

received signals.
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The results of the autocovariance measurements were quite satisfactory
when used in conjunction with the ZLR techniques to determine the wind
velocity. A typical autocovariance measurement with the usual sampling
time of 2.5 seconds is shown in figure (4.5). Also shown for comparison rea-
sons, are the plots of the apalytical expressions obtained using the jointly
gaussian assumption for both dependent and independent paths cases. The
curve corresponding with dependent paths uses the actual spacing of ten cen-

timeters between the transmitter and receiver in Eq. (2.49).

As can be seen [rom figure (4.6), the measured autocovariance drops fas-
ter with time than the theoretical curves. Nonuniform winds along the path
(see figure (2.3)) and target vibrations can contribute to faster decorrelation.
It should also be noted that the calibration of the Campbell unit performed
in the past had shown that C? is under estimated by a factor of about 0.64.
Considering all these factors, the measured autocovariance may satisfactorily
agree with the dependent paths theoretical curve. Similar results were
obtained using the low magnification receiver optics indicating that the angle
of arrival fluctuations had not contributed to the faster decorrelation of the

data obtained using the focusing receiver optics.

Despite this deviation from the joint gaussian theory, when used with
the measured covariance in the ZLR methods, good results were obtained for
the wind velocity. As noted earlier, the magnitude of the measured covari-
ance is also smaller than the theoretical value which seems to be somewhat

correlated with the autocovariance.
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Figure (4.7) shows how well the measured autocovariance are indicative
of the wind velocity and the strength of turbulence. Two experimental auto-
covariance curves are shown in figure (4.7) which were obtained at different

turbulence levels and wind velocities.

4.2 Results Of The Wind Measurements

A representative set of wind measurement results using the systems
described in the previous chapter with different parameters at various atmos-
pheric conditions are presented in this section. As discussed earlier, the con-
ventional windsensing techniques were not adequate for our purpose, leading
to the development of new techniques. The wind measurements using these
techniques namely ZLR, MMSE-ZLR and B-ZLR are presented and compared

with each other.

Attempts have been made to avoid presenting an excess number of wind
data while representing these results as completely as possible. Some of the
data obtained by different heterodyne systems were processed using the ZLR
method and the results shown in figures (4.8)-(4.13). As previously stated,
the transmitter beam radius oy is 25 mm for the dual AO modulators sys-
tems and 34 mm for the other two systems.

Figure (4.8) was obtained using the optical heterodyne system described

in section 3.1 over a 500 m path length. The problem of insufficient optical

isolation between the Jocal oscillator and transmitter beams limited the
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performance of this system considerably (see page 46). A limited amount of
data could be collected using this system at the shorter target range of 300
m. This was accomplished by frequent adjustment of quarter wave plates
and a Brewster window placed at the output of the laser to minimize the
optical feedback. When averaged over the fifty measurements shown in
figure (4.8), the wind velocity differs from that of the Campbell unit by
22.4% (0.8 m/s). This is mostly attributed to the optical feedback which
produces random amplitude homodyne beats at the detectors. The RMS

error obtained using the definition of Eq. (4.1) is 1.18 m/s.

Figure (4.9) shows a set of measurements obtained by the synchronous
heterodyne detection system (sec. 3.2) also at the 500 m target range. The
synchronous detection scheme increased the optical isolation by a factor of
25. By comparing figures (4.8) and (4.9), the extent of this improvement

becomes obvious, where the systems and atmospheric parameters are similar.

Figure (4.10) shows another set of measurements with the same system
but a longer path length of 1000 m. The RMS errors associated with the
data of figures (4.9) and (4.10) are 0.46 m/s and 1.56 m/s, and the average
values of the in situ measurements are about 2.0 m/s and 4.5 m/s, respec-
tively.

Figures (4.11) and (4.12) show the results of two sets of data taken over
1000 m and 1300 m path lengths using the dual AO modulators system of

section 3.3.
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Figure 4.8 Wind measurement using the set-up of sec. 3.1, 500m target.
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This system was found to be very reliable with extremely high optical
isolation of over 200 db. Because of the use of a single laser to provide both
the transmitter and LO beams and the high isolation between the two, the

dua) AO modulators systems are very stable,

Figure (4.13) is a set of wind measurements using the dual AO modula-
tors system with low magnification imaging receiver optics (see sec. 3.4) over
the 1000 m path. Such receiver optics would eliminate any possible effect of
the angle of arrival fluctuations. However, no noticeable change could be
observed between the wind results of this system and the one with focusing
receiver optics. This can be seen by comparing figure (4.13) with figures
{(4.11) and (4.12). The rate for which the correct direction of the wind could
be predicted is the same for both systems. The level of the fluctuations of
the measured wind about the mean is also more or less the same. However,
these statistical Buctuations are essentially due to the speckle and short
averaging time. Figures (4.14)-(4.16) clarify this point where the same set of
data collected by using the system of section 3.3 is processed over 1.25, 2.5
and 10 seconds, respectively. The fluctuations about the mean ( V (V=V)? )
for the example shown in these figures are about 1.24 m/s, 1.03 m/s and 0.39
m/s, respectively; showing that the statistical fluctuation is reduced by
increasing the averaging time. The averaging times of ten seconds or even
one minute are quite realistic for most applications, since the atmospheric

winds do not vary much over such time intervals.
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Figure 4.14 Wind measurement, ZLR processed, 1.25 second averages.
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Figure 4.15 Wind measurement, ZLR processed, 2.5 second averages.
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The fluctuations can also be reduced by using additional detectors and/or
spatial averaging. Moreover, as will be demonstrated later in this section.
the use of MMSE-ZLR and B-ZLR methods reduce the fluctuation due to
speckle.

Some of the differences between the heterodyne measurements and the
in situ data may be attributed to the difference in their wind weighting func-
tions (WWF’s). The Campbell unit which is a double ended sensor has a
cosine-like WWEF, while the heterodyne system utilizing the ZLR method of
processing has a uniform WWF. Therefore, the nonuniform wind along the
path is averaged differently by the two systems and results in a discrepancy

between the two measurements.

An important consideration in using speckle-turbulence interaction for
measuring crosswinds is operation at low turbulence levels. An estimate of
the lower limit of the turbulence strength at which this type of system should
operate can be made by considering Eq. (2.26). The slope of the T-D covari-
ance curve at zero time delay given by Eq. (2.26) is directly proportional to
C2. Therefore as Cn2 decreases the slope decreases and eventually a limit will
be reached below which the system will not respond. Also, there are deter-
ministic (as opposed to random) errors such as gain drifts for the two optical
channels that do not average to zero. Consequently, it is doubtful that the
system can measure the received intensity normalized by the mean to better
than one-tenth of one percent. This translates to no more than four-tenths
of one percent on the normalized slope. Using this lower [imit for the slope

in Eq. (2.26), it is found that
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o 1.741x107°)\2
Co= 2/3ys
CI(p,O)Lp V D

(4.2)

It can be seen that as the wavelength decreases and the path length
increases, the sensitivity improves. For the experimental systems under con-

sideration with p=25 mm, with L=1000 m and V,=1 m/s , Eq. (4.2) gives

C2=3x107Y m~?%/3 (4.3)

The condition above covers all typical turbulence conditions. It is expected
then, that the heterodyne system utilizing the speckle-turbulence interaction
should provide good measurements at Cz levels around ten times the level

predicted by Eq. (4.3), t.e., 3x107'8 /3

Figure (4.17) demonstrates the sensitivity of the dual AO modulators
experimental gystem, where a set of data corresponding to
C2=6.5x10""® m~%/* is shown. The mean value of 1.64 m/s averaged over
100 seconds of data processed with the ZLR method is less than the mean
value of 1.96 m/s measured by the Campbell unit. This reduction in mean
value is believed to be indicative of the system just beginning to lose sensi-

tivity.
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As noted earlier, the statistical fluctuation is reduced when MMSE-ZLR
and B-ZLR methods are used to process the data. The RMS error of the
results shown in figure (4.17) is 0.79 m/s and when the same set of data is
processed using MMSE-ZLR method, the RMS error is reduced to 0.56 m/s.
This is shown in figure (4.18) and it can be seen that the error in the mean is

only slightly larger than that of the ZLR method (figure (4.17)).

The results of processing this data using B-ZLR method are shown in
figure (4.19). There is a substantial reduction in error and fuctuation as
compared to the results obtained by the ZLR technique. The mean error was
only 0.15 m/s and the RMS error only 0.35 m/s. The reason why the B-ZLR
method produces less fluctuation is not completely understood. However,
SNR is unity due to the speckle, and consequently, the one bit resolution
does not substantially affect the accuracy. Since the B-ZLR method only
processes the mean crossings, it is effectively an FM processing method. This
being the case, the amplitude fluctuations are ignored, and this may possibly

be why the fluctuations of the measured wind about the mean are reduced.

The MMSE-ZLR method required more processing than the other two
methods and its overall results were not any better. Also, processing the
data using the binary data and the MMSE method did not show any
improvement over the B-ZLR method. In addition, the B-ZLR method
reduces the processing time and requires less complex processing instrumenta-

tion making it the most attractive method.
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CHAPTER 5

ERROR ANALYSIS

The accuracy of the crosswind measurements is limited to the estimation
error of the statistical parameters used. This is usually the case for the
remote measurements of atmospheric parameters such as the turbulence
strength and the concentration of molecular species, using the statistical and
temporal properties of the return intensities. The reason is the temporal
correlation of the returns induced by the turbulence®® 41980 The other
sources of error are the detectors or the receivers noise, digitization error and

finite dynamic range of the signals.

The statistical parameters required for the remote sensing of crosswinds
must be estimated by a finite number of samples. The accuracy of these esti-
mations are limited by the constraints on the duration of the measurements

and the number of samples.

The Root-Mean-Square (RMS) error associated with the statistical
parameters have been derived using the independent paths jointly gaussian
formulations. The analytical results are presented for various atmospheric,
system and processing parameters. The effect of the estimation errors on the
wind measurements is demonstrated and shown that the measurements can

be optimized by selecting proper spacing between the detectors and time
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delay between the samples of intensity. The most general versions of the

computer source programs used to generate the results presented in this

chapter are listed in appendix D.

5.1 Mean Intensity

The mean of the return intensity js the normalizing factor of the other

statistical parameters. The sample mean intensity is simply obtained by

averaging individual intensity samples

I.—

=§ S 10T

|| Mz

(5.1)

where 1 denotes the return intensity and T is the sampling period. The mean

square (MS) error is given by

=<I>-<>?
1 N N 2
=37 > = <HoT(mT)>— 15 2 <I(nT)> (5.2)
m=)ln=1 o=1

The MS error can be written in terms of the autocovariance of the intensity

as

si=i 3 S O0b-m=ty 3 (N-1kIGOKT) (53

k=—(N-1)

Making use of the jointly gaussian formulation given by Eq. (2.14), the nor-
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malized RMS error is obtained.

O'L i N—1 5

— S (N—=lIkl)exp |-
<> N )=o) 3pg/*

1/2
1\/'}ch5/3” (5.4)

The expression above is plotted in figure (5.1) for different turbulence
strengths as a function of the total number of samples. It should be remem-
bered that the complete theory must be applied for higher path integrated
turbulence’® (see section 2.1). However, in this case the error analysis of

second order statistics of intensity is probably impossible.

The results of figure (5.1) is shown for a sampling period of 0.5 msec
and uniform wind velocity of 5 m/s over 1000 m path. As can be seen, due
to correlation between the samples the RMS error deviates from 1/\/13
behavior and the error decreases as the total averaging time increases. It
should be noted that, for sampling periods much Jonger than the turbulence
coherence time (1.), the samples become independent from each other and
the RMS error decreases as I/VITI . This is demonstrated in figure (5.2),
where the RMS errors corresponding with different sampling periods are com-

pared to 1/\6 .
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5.2 Variance

The sample variance of intensity can be formulated as

o1 N0 N ’
oi== 3 PET)- | I 1) (5.5
n=1 p=1
Its corresponding normalized mean square error is defined by
<fol-of)>  <(odP> 2<0l>
o2 MS error = o, =o7) = (©,) - =~ 13 (5.6)

(0'12)2 (012)2 012
Using the properties of the jointly gaussian fields in Eq. (5.5), the first and

second moments of sample variance can be obtained. The mean of the sam-

ple variance is given by

2 1 X 2 1 2{ N
<o, >=E S <1 (nT)>—F S 3 <InT)(mT)>
p=1 m=Ilp=1
—ers L S N k)0 (0kT 5.7
=<I> - S (N=1k!)Cy(0,kT) (5.7)
Ny =(N-1)

The mean square of sample variance can be written as follows

949 1 N N 5 g 9 N N N 5 .
<(o)>==7F 3 I <D (mT)>-—3 T 3 <IeT)(mT)I{[T)>
N m=lp=1 N j=lm=lp=1
1 N N N N .
t WSS 3 S <ITI(mTIGTIET) > (5.8)
i=lj=Im=]n=]

The following equality for the fourth order moment of intensity exists when

the fields are jointly gaussian.
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<LLLIL>=<I>% <I>? (F122+I‘223+F§4+F31+T§4+1“123]
+2<I> [rl2r23r31+r12r41r24+r23r34r24+r31r41r34]
S LV LW VRS O¥% 90 S NS P P )
+IP T3 4+T LT +TET (5.9)

where I"U=<UiU;> i3 the mutual intensity function. Using Eq. (5.9) in Eq.
(5.8), and substituting its result along with Eq. (5.7) in Eq. (5.6) and per-
forming the algebra, the normalized MS error of the sample variance is

obtained.

a2 MS error =i+(—4-+i3) NE—I (N— Ik 1)[4(0,kT)
NN NP ey
AN s rsoxTe S | S (Ne kTR0 kT
+ 2 E ( - ) N( ! )+ N4 2 ( - ) N( : )
k=—(N~1) k=—(N-1)

8 N N
£33 3 [Tu0a-m)TI(0,(m=5)TIN(0,-0)T)

N j=lm=ln=1
6 N N

N
E DY

4
N i=lj=lm=1n=1

+r§<o,<n—m)T)r§(o,(m—j)T)] +

Ir(0,(n—m)T) (0, (m—j) T)I'n(0,(j—1)T)Tn(0, (i-n)T) (5.10)

where the normalized mutual intensity I'y is defined as [/ <I> .

The numerical evaluation of the expression above can be quite time con-

suming for large values of N, because of the triple and quadruple

2



126

summations. However, considerable simplification can be achieved when the

number of samples i1s very large. Let N’ be the number of samples for which

['N(0,nT) << 1 for n=z= N (3.11)

Then the order of magnitude of each term as appear in Eq. {5.10) can be

listed as

N? N N

N

NS S

Neglecting the terms with (N'/N)? and (N’/N)* orders of magnitude, in addi-

tion to 1/N? and N'/N? terms, Eq. (5.10) simplifies to

2 4 N 2
ol MSerror =~ S (N—1ki) (C1,(0KT)+CE(0.kT)]

P
k=—(N-1)

for N >> N’ (5.12)

where I'%(0,kT) is replaced by C; (0.kT) . The normalized RMS error for
the sample variance have been numerically evaluated using Eqs. (5.10) and
(5.12) and the result is plotted in figure {5.2) versus number of samples. It

should be noted that the inequality of Eq. (5.11) holds when N’ >> 7./T .
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5.3 Time-Delayed Covariance

The formulations of the previous section is now extended to derive the

RMS error for the sample T-D covariance for which the variance is a special
case. The sample T-D covariance and its associated mean square error are

given by the following expressions

Az

Cs(p)‘r)= I(pl,DT)I(pQ‘nT_Q_‘r)_L

N N
NE Y T pynT)l(pymT+r) (5.13)
!

m=Iln=1

L
N

n

I

and

2
< (Cdp -Gl >
Cip,7) MS error =

B Ci(p.1)
_<Cpm)> 2<Cypm)> :
B Ci(p,7) - Ci(p,7) * 530

From Eq. (5.13), the mean of the sample T-D covariance can be obtained.

1 N—13
< Cs(p !T) > =Cl{p:7)— Ty

S (N=1k1)Cy(p kT+1) (5.15)
k=—(N-1)

The mean square of the sample T-D covariance is equal to

< CSQ(p)T)> =

A=

ln

<Ip, nD(psnT+7)(p,,mT)(p, mT+1)>
1

> Az

Il b4z

14
Z|to
(1)

It

—-

<I{p,, e T){py,nT+7)(p,,mT)(py,jT+1)>
1

A
ﬁ'Mz
Mz
bz

<I(p;,nT)(py,mT+7)I(p,,i T)(py,iT+7)> (5.16)
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Using the equality of Eq. (5.9), Eq. (5.16) can be evaluated in terms of the

mutual intensity function.

N-1
<CApm)>=Cipait—; 3 (N-IkI)
Ny = (N-y)

[ (r(p T+ (p,—kT+1)+T2(0,kT) ] 2+21"2(p,1’)
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2 [ Nt 2 ?
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N | k=—(N-1) N j=1lm=1n=1

2
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N N N N

+ 235 S s

N i=lj=lm=1n=]

[ (e (m=n)T+2)0(p (m—i) T+0)T(p (- T)(p.(i—n)T)+

I'(0,(m—1)T)I'(0,(n—3)T){p,(i—))T+7)'(p,(m—n)T+1)+

r(o,(n-i)r)r(p,(m—i)T)r(p,(i—n)Tw)r(p,(m—j)TH)] (5.17)
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Substituting Eqgs. (5.15) and {5.17) in Eq. (5.14) gives the normalized MS
error for the sample T-D covariance. However, a great deal of simplification
can be achieved for large number of samples as described in previous section.

The simplified result is given below.

N-1
C.p,r) MS error =-1—2 S (N~iki{)(A?+2A) for N >> N'(5.18)
N y="(n-1)
where
A= |Tn(p,kT+7)n(p,~kT+1)+TA(0XT) [ /T4(p,7) (5.19)

It should be noted that the time-delay v is assumed to be much smaller
than the measurement time, t.e., T<<NT . Eq. (5.18) reduces to MS error of
sample variance given by Eq. (5.12) by setting p=1=0. The normalized MS
error for the sample covariance and autocovariance can be obtained from Eq.

(5.18) by setting 7 and p equal to zero, respectively.

The results of Eq. (5.18) are shown in figures (5.3)-(5.6). Figure (5.3)
shows the normalized RMS error of the sample covariance for various tur-
bulence strengths versus the number of samples. As can be seen, the error
can be quite substantial for weaker turbulence levels. The error of the sam-
ple autocovariance is plotted in figure (5.4), showing an increase in error with

the time delay.
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Figure (5.5) shows the normalized RMS error for the sample T-D covari-
ance as a function of time delay for three different averaging times. A
moderate turbulence level of C4=5x10"* m™?/% is used with a wind velocity
of 5 m/s for the results of figure (5.5). It can be seen that the error is
minimum at the time delay for which T-D covariance curve peaks, re., at

T,=p/2V.

It is obvious that longer averaging times produces smaller estimation
errors. However, given the averaging time, fewer number of samples can be
used to achieve the same level of accuracy as long as the sampling period is
smaller than the turbulence coherence time. This is shown in figure (5.6)
where the error associated with the sample covariance is plotted as a function
of sampling period for several averaging times. For the atmospheric parame-
ters used in figure (5.6), the turbulence coherence time 7. (e”! point) is

about 12 msec.

Figure (5.6) shows that the error remains almost constant for sampling
periods smaller than 1, and as the sampling period increases beyond 7., the
normalized RMS error increases approaching 1/\/—1\'.T behavior for the longer
averaging times. The use of fewer number of samples can reduce the pro-

cessing time and simplify the processing instrumentation.
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5.4 Slope Of The Time-Delayed Covariance Curve

The determination of the slope of the T-D covariance curve at zero time
delay is of great importance for remote sensing of the atmospheric crosswinds
and turbulence strength (see sec. 2.2). Let us write the sample slope of the

T-D covariance as

Ss= Cs(psT)_QTCs(pJ_T) {520)

The normalized MS error of the sample slope is equal to

<(S=8))*> _ <S2>  2<S,> "

S. MS error = =
8 812 SIZ SI

(5.21)

Using Eq. (5.15) in Eq. (5.20), the mean sample slope can simply be written

as

<s,>=sl—$ 3! (N—Ikl)(CI(P,}(T+7)~—CI(p,kT-T)]/27 (5.22)

The mean square of the sample slope can be written in terms of the sample

T-D covariance function as

<8I> =4—12 [< Cl(p,71)>+<Cl(p,—7)>—2<C(p,7)C(p,—1)> ] (5.23)
T

In the expression above, the mean square of the sample T-D covariances
have already been evaluated and given by Eq. (5.17) and the cross correlation

term can be obtained similarly. Using the large number of samples
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approximation, the normalized MS error can be written as

1 N-1
Sg MS error = S {(N—tki)

N? (Ph(p,7)-T(p,—m) ) k=05

(A%+B2-2C*+ 2T} (p,7)A+2Tf(p,~7)B
—4FN(p,T)rN(p,—T)C] for N >> N’

where A is given by Eq. (5.19),

B= [FN(p,kT—T)FN(p,—kT—T)+r§(o,kT)]/Fﬁ(p,—T)

and

(5.24)

(5.25)

C= [FN(p,kT)FN(p,—kT)+TN(O,kT—T)rN(O,kT+T)]/FN(p,'r)rN(P,—‘r)

(5.26)

The square root of Eq. (5.24) is plotted as a function of the number of

samples in figure (5.7) for three different time delays and typical atmospheric

and system parameters. Because of the correlation between the sample T-D

covariances, the RMS error for the slope is considerably smaller than that of

the T-D covariances and as 1 decreases the corresponding error decreases.
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The normalized RMS error of the slope is shown in figure (5.8) for vari-
ous turbulence strengths as a function of the detectors spacing. Figure (5.8)
shows that the error decreases with the detectors spacing before starting to
level off at about 40 mm. It will be shown in the next section that further
increase in the spacing between the detectors makes the estimation of the

wind velocity more difficult.

5.5 Wind Velocity

The primary technique used for determining the magnitude of the wind
velocity is the ZLR method of processing. The sample wind velocity using

this method can be written as

InCy (0.7) 3/%

Vy=(3/8)"/* L —
In [ep ’2a°CN‘(p,O)]

{11

(5.27)

The normalized RMS error associated with the sample wind is given by

cwvps < (XYY >
V2 = fQ(X,Y) (5.28)

X

3/5 . .
, X=Cp(0,7) 2and Y=¢® /2*Cy(p,0) .
InY

where f(X,Y)= [

Using Taylor series, f(X;,Y,) can be expanded about X,=X and Y,=Y,

giving
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X Yo =106 Y (= X) 2 )2 L [, 2
) X, % 'Yy 2 oX2
+2{X~X)(Y —Y)a—zf+(Y —Y)Qa—Qf + .... (5.29)
o leXay, ¢ Y2
Neglecting the higher order terms, we get
<I(Xe,Ye) > =1(X,,Y) (5.30)
2
< [f(XS,YS)_f(XlY)] > 2[ 0%?\) CXNYN U%N ]
=(3/5 -2 + 5.31
f2(X,Y) (3/5) (InX)? ~ (oX)(InY) ~ (InY)? (5.31)
where
<(X=X)*>
0§N=—X2 (5.32)
<(Y,=Y)*>
o%FT (5.33)
< (X=X Y —Y)> _
Cx, v, = v (5.34)

Eqs. (5.32) and (5.33) have already been evaluated and are given by Eg.
(5.18) for large values of N and Eq. {5.34) can be derived in a similar fashion,
giving

1 N-1

CXNYN=$ S (N=1kI)(D!+2D) for N >> 1 (5.35)
N x=—(N—))
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where

D= [FN(O,kT)l"N(p,kT—T)+TN(p,kT)FN(0,kT—T) /T(0,7) w(p,0)
(5.36)

It should be noted that only the first order term of the infinite series is
included in Egs. (5.30) and (5.31). Using Eq. (5.29), it can be shown that the

40,41

truncation error associated with these expressions is negligible when the

following inequalities hold

0%, << (InX)?
(7\2(N<<(]11Y)2

CXNYN <L (lnX)(]nY)

In order for JJ?[N and U%N to be small, the number of samples or the
measurement time must be sufficiently large. In addition to that, for InX
and InY to be large, p and T must be sufficiently large for a given turbulence

strength and wind velocity.

The normalized RMS error of the sample wind is plotted in figure (5.9)
for 10 second averaging time versus spacing between the detectors. The tur-

—2/3 {5 ensure that InX and InY are

bulence strength is set to C§1=10_13 m
large enough and the time delay is chosen to be 5 msec. As can be seen from
figure (5.9) the best result is obtained for detector spacings between 20 and

40 millimeters. The optimum spacing can be made smaller by decreasing the

time delay which in turn increases the error.
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Smaller values of p and T make it more difficult to deduce informations
about V and py; other words, the magnitudes of InX and InY become smaller.
At the same time, larger values of p and 7 reduce the correlation between the
numerator and denominator, producing larger errors. The analysis of Eq.
(5.31) has shown that the best results for typical wind speeds (from 1 to 10

m/s) are obtained when

2 msec < 7 = 10 msec
20 mm = p < 40 mm

As previously shown, the estimation of the slope of the T-D covariance does
not improve for spacings larger than 40 mm. Therefore, it can be concluded

that an optimum spacing would be about 40 mm.

For the results of the wind measurements presented in previous chapter,
each measurement is an average of several sample wind velocities obtained at
different time delays between two and ten milliseconds. This would reduce

the error, even though the samples are not independent.
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5.6 Independent Samples Approximation

The expression derived for the RMS error of the sample T-D covariance
can be greatly simplified if the samples are independent. As a result, the
error analysjs of the quantities of interest such as the slope and wind velocity
also become simpler. As can be seen from figure (5.6), over long enough
measurement times, the estimation of the T-D covariance function can be
accomplished using sampling periods longer than the turbulence coherence
time to provide the same level of accuracy. In this case, t]:wT samples can be
assumed to be independent from each other. Even for actual sampling
periods shorter than the coherence time, the results presented here can be
quite useful for error analysis of various quantities due to their simple {forms,

given a long total measurement time.

For a sampling period T much longer than the turbulence coherence

time 7., we can write

[(p,7) for n=m .
T(p,(n—m)T+1)= 0 for n%m (5.37)

Using the relationship above, Egs. (5.15) and (5.17) can be greatly simplified.

<Cy(p,m)> =(1_§)CI(P;T) (5.38)
and
<Cpm)>=(l4 =5+ 5 M)

4_8 4 o2 1_ 1
+(N NZ+N )<I>T*(p,7)+(

3 E-—;\-};)(I){ (5.39)
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Substituting Eqs. (5.38) and (5.39) in Eq. (5.14), the normalized MS error can

be written as

3 4 2 4 8 4 2
C¢(p;7) MS error =(§—§+§;)+(§—§+ﬁ)/FN(P~T)

+H-—5)/Ti(p ) (5.40)

NN2

For large numbers of samples (N> >1), Eq. (5.40) reduces to Eq. {5.18) with

non zero k terms neglected.

The following correlation of the sample T-D covariance functions has

been derived in a similar manner as Eq. (5.39).

2 i 9
(p1)Cp=1)>=(1= -+ =P 1) *(p.—7)
+(%—%+%)rz(p,O)r2(0,7)+(§—$) (F“(p,0)+F “(On)]
Hg =4 el (p, =) (P2 01410, (5.41)

Substituting Egs. (5.39) and (5.41) in Eq. (5.23), the MS error for the sample

slope can be obtained.

Using the independent samples assumption, the quantity of Eq. (5.34)

has been evaluated, giving

O =l =1+ g M~ + 7 TP =)/ T(ROT )
+(E = )M (p,~7)/T%(p,0)r(0;1) (5.42)

NN2



Eqgs. (5.39) and (5.42) can be used in Eq. (5.31) to obtain the MS error associ-

ated with the sample wind velocity.
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CHAPTER 6

CONCLUSION

The primary goal of this research project was the use of speckle-
turbulence interaction in conjunction with optical heterodyne detection for
single-ended remote sensing of the atmospheric winds. This was accom-
plished by using a2 continuous wave (cw) CO, waveguide laser of moderate
power operating at 10.6 um wavelength as the source. Using the experimen-
tal apparatus, wind measurements were made in the atmosphere over a flat
and featureless terrain. The analysis of the experimental data demonstrated
the potentials of a coherent speckle-turbulence system for real world applica-

tions.

A great deal of eflort was devoted to the development of a coherent
lidar system that can fully exploit the speckle-turbulence interaction. In
achieving this task, two major advances were made that can benefit other
applications as well. One was the achievement of ultrahigh optical isolation
between the transmitter and local oscillator beams. Obtaining an adequate
level of isolation is the major difficulty in designing c¢w optical heterodyne
systems that use a single laser source. A technique was devised, using multi-
ple acoustooptic modulators and frequency diversity, to obtain a degree of

isolation which was sufficient to prevent degradation of the extreme sensi-
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tivity of optical heterodyne detection. The other advancement was the reali-
zation of an optimum local oscillator power for which the SNR is maximum
when using photoconductors as opﬁcal heterodyne detectors. The applica-
tion of an optical local oscillator to a photoconductor can modify its condue-
tance sufficiently to have a considerable effect on both the eflective respon-
sivity of the detector and its interactjon with the external circuitry. Taking
this effect into account and realizing the nonlinear nature of problem, an
analytical approach was taken to formulating the SNR as a function of the
detector parameters, local oscillator power and terminating load conductance,
It was found that for both constant voltage bias and current bias cases, the

SNR peaks at a finite local oscillator power.

Various techniques were used to process the experimental windsensing
data gathered over a wide range of atmospheric conditions and different tar-
get ranges. The conventional processing methods developed in the past for
the line of sight case did not produce satisfactory results. This was because
of the small effect of the turbulence on the fully developed speckle pattern at
10.6 pm wavelength which makes the processing for wind velocity quite
difficult. However, the use of the ZLR method that was developed for the
speckle-turbulence measurements showed a significant improvement. As
described in chapter 2, the ZLR method uses the measured values of the
autocovariance of ap arbitrary time delay to determine the wind velocity. In
this method, the error can be reduced by measuring the autocovariance at
several time delays and averaging the results. It was shown that averaging

over five to ten terms is sufficient to produce good results. In an attempt to
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further improve the results, the B-ZLR and MMSE-ZLR methods were
developed by modifying the ZLR method. The use of these methods resulted
in a reduction in error and statistical fluctuations as compared with the
results obtained by ZLR processing method. However, the B-ZLR method is

favored, since it requires less processing than the MMSE-ZLR method.

By comparing the experimental results obtained using the set-ups of sec-
tions 3.3 and 3.4, it was concluded that the effect of the angle of arrival
fluctuations on the wind measurements is insignificant. The experimental
set-up described in section 3.4 uses imaging receiving optics with low
magnification required for suppressing the angle of arrival fluctuations, while
the set-up of section 3.3 uses focusing Jenses with high optical magnification.
Considering that the angle of arrival is of no concern, the set-up of section
3.3 is preferable for the speckle-turbulence measurements, since it has a
simpler optical design and more flexibility in selecting the spacing between

the detectors.

The accuracy of the wind measurements is limited to the estimation
error due to turbulence-induced temporal correlation between the samples of
returns and finite averaging time rather than the detectors or the amplifiers
noise. For this reason, an analysis was performed to predict the error associ-
ated with the statistical parameters required to determine the wind velocity.
The error associated with the wind measurements was then estimated and
shown that there is an optimum spacing between the detectors for which the

error 1S minimum.
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An analytical investigation of the effect of the turbulence-induced corre-
Jation between the outgoing and return paths on the measurements was per-
formed. Analytical expressions were obtained describing the time delayed
statistics as a function of separation between the transmitter and receiver. It
was shown that the eflect of this correlation on the wind measurements can
be significant and should be taken into account when designing a coherent

lidar system.

As discussed in chapter 4, there were deviations between the measured
statistical parameters and the theoretical predictions that created some
difficulty in determining the wind velocity and the strength of turbulence.
Additional theoretical and experimental work is necessary to explain these
deviations and further improve the measurements. Such a work can include
the effects of the target vibrations and atmospheric constituents such as
water vapor on the time delayed statistics of the return intensity. The
author believes that the effects of the focusing of the transmitter beam, the
fields of view and lines of sight of the detectors on the time delayed covari-

ance curve are also worth further investigations.

As mentioned earlier, part of the deviation from the theory can be attri-
buted to the small effect of turbulence at 10.6 pum wavelength. For this rea-
son, the use of a laser source operating at a shorter wavelength in the near
infrared region is recommended that will increase the speckle-turbulence

interaction making the processing easier.

In the future work, the use of diode lasers must be considered. By using
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optical heterodyne detection, only a watt or two of optical power is needed,
and consequently, diode lasers could be used as the transmitter source. This

can improve the portability and reliability of the sensor.

The other areas of this work that can be extended, include topics such
as the effects of partially developed speckle pattern, aperture averaging, mov-
ing target and/or source. It will also be beneficial to conduct 2 feasibility
study on potential methods, such as crossed beams and multiple detectors,
for achieving path resolved wind measurements using a speckle-turbulence

system.
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APPENDIX A

This appendix lists the computer source programs used to evaluate the
time-delayed covariance and SNR reduction factor for the bistatic coherent
lidars. The NAG library routines (installed on a Digital Equipment Corp.’s
Micro Vax II computer) were used to perform the integrations. Brief descrip-
tions of these routines and the related references can be found in the NAG
library manual published by Numerical Algorithms Group Inc., Downers

Grove, Illinois, 1984.
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c __________________________________________________________
Cmm e e e e — bigtl.f ——---mmmmmm -
c __________________________________________________________
C-——————== The T-D Covariance function is evaluated
C-—me——— for the dependent outgoing and returning paths
Cm——————- as a function of transmitter-receiver spacing.
C __________________________________________________________

external pl,p2,fun,fh

double precision t2i,t22,covl, 24

common alpha,p,v,rh,g,tau

open(2,file=’vrl’)

write(5,%)’enter turb. coh. length and wind velocity’

read(5,*)rho,v

write{5,*)'enter beam radius, detectors spacing and

+ transmitter-receiver spacings’

read(5,*)alpha,p,q

rh=rho**(5./3,)

t2leexp(-(p/{2.%*alpha))*«2.)

wijte(2, %) —~emem e !

write(2,*)’alpha=‘,alpha,’cho=’,ctho,'Ve’ ,v,’'p=",p,’q=",q

write(2,%)

ifailed

nlimit=0

tau=-10.0e-3

do 10 k=1,40
tau=tau+5,0e-4

C——
c--—- A NAG library integration routine
c—-- is called to evaluate the wave structure function.
c—_

t22=d01ahf(0.0,2.0,1.0e-4,in,abserr,fun,nlimit,ifail)
t24=16./3.*t22/rh

ifaill=0
abs=1.0e-3
py1=0.0
py2=6.283185

c-~- The following NAG library routine performes the double
c--- integration over vector R.

call 40ldaf(pyl,py2,pl,p2,fh,abs,ans,npts, ifaill)
covim(t2lvexp(-t24))**2.
cov=(ans/3.341593)x22 wecovl
C~——
c-- covl s the TD-COV for the independent paths case and cov
c-~- is the corresponding dependent paths case.
c——
write(2,*)tau,cov,covl

10 continue

stop
end
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double precigion function fh(x,y)
external funl

common alpha,p,v,rh,qg,tau

common /aAs/xx,yy

double precision t11,t12,t13
1fail2=0

nlimit=0

xx=alpha+*x

yy=y

c--- A NAG library integration routine
c--- {5 called to evaluate the wave structure function.

t1i1=4012ahf(0.0,1.0,1.0e-5,1inl,absel,funl,nlimit,if21i12)
t12=(abE((Q+p)2¥2. . +¢xX*xXx-2.%xX*(g+p)rcos(y)))**(5./6.)
ti3=(abs((g-p}*r2.+xx*xx-2.*xx%(Q-p)*cos({y)))«*(5./6.)
fh=xtexp(-8.,/3.*t11/rh+{t12+t13)/rh-x*x)

return
end
C m e e e e e e
double preci{sion function fun(w)
commecn alphs,p,v,rh,qg,tau
fun=(abs((l.~wirp-vetau))a«{5, /3,)
return
end
c ________________________________________________
double precision function funl(w)
common alpha,p,v,rh,q,tau
COMMON /a38/%XX,Yyy
double precision ttl,tt2,ttel, tet2
ttlmgrgexxrxx-2.*g*xx*cos(yy)
tt2=vrtau*{g~xx*rcos{yy))
tttl=(abs((1l.-w)*s2 . 2ttdl+2.*(1 . —w)ett2+(vitau)ev2, ))ex(5 /6.)
ttt2e(abs((1l.~w)ws2, «tt]1-2. #{]1.-w)rtt2+(vetau)**2.))}~*(5. /6.)
funl=tttlettt2
return
end
C __________________________________________
double precision function pl(y)
pl=0.04d0
return
end
C __________________________________________
double precision function p2(y)
p2=3.0d0
return
end
G o o e e e e e e e e e e
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Cmmmm e m e m e e bist2.f «rceerm e
e e e e e e e e e e e e = e
C==——==== Beterodyne SNR reduction factor is evaluated
C———=m~—~~ as a function of the receiving aperture size
C——————— given a transmitter-receiver Epacing.
c _______________________________________________________
double precision ans,d0lfbf,q,al,alpha
double precision abc(32),wrk(32)
dimension npt(4)
external fh,d0lbaz,d0ilbaw
common al,g
open(2,file=~'htl")
write(6,*)’ enter the transmitter-receiver gpacing’
read(5,*)gq
write(2,*)’ alpha ',’ reduction factor’
write(2,¢)/—===————m s ’
write(2,*)'q=",qg
npt(l)=8
npt(2)=8
npt{3)=8
npt(4)=8
itp=1
if1=0
C—_

c-- The NAG library rouvtine is called that returns the weights and
c-- abscissae for use in the Gauss-Hermite quadrature.
c--
call dOibbf(d0lbaw, 0.040, 0.5d0, itp, npt(l),
* wrk(1l), abec(l), ifl)
call d0l1bbf(d0lbaw, 0.0d0, 0.520, itp, npt(2},
* wrk(9), abec(9), ifl)
call 401bbf(d0lbaw, 0.040, 0.5d0, itp, npt{(3),
* wrk(17), abe(17), ifl)
call dO0ibbf{d0lbaw, 0.0d0, 0.5d0, itp, npt(4),
* wrk(25), abe(25), ifl)

do 10 ia=1,20
alpha=10.0d40**(1.0-float(ia)/10.0)
al=alpha**{5./3.)

if2=0

ndimed

lwam32
C_—
c-- The following NAG library routine uses the Gaussian weights
¢c-- to evaluate the four-folded integral.

c——
ans=d01fbf(ndim,npt,lwa,wrk,abc,fh,if2)
Eig=2ns/(39.48)
write(2,*jalpha,sig,if

10 continue
stop
end
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double precision function fh(ndim,x)
double precision x(ndim)

double precision x1l,x2,x3,x4,q,2al
double precision tl,t2,t3,dexp,£fhl
common al,g

xlex (1)
x2=x(2)
x3=x{3)
x4d=x(4)

fhl=dexp(-0.5d0* (x1ex14+x2*x2+x3*x3+x§*x4))

tl=((x3~x1-g)}**2.04(x2-x4)**»2.0)**(5./6.)

B2=((x34x2-g)*¢2.0+(x2¢x4)**2_0)2%(5,/6.)

£3=2.0d0* ((x1%ex1+x2%x2)*¢(5,/6.)4((x3-q)**2.0+x4*x4)%*(5./6.))
60 fh=fhirdexp(-al«(t3-ti-t2))

return
end
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APPENDIX B

The schematic of the electronics designed and built for the experimental
set-ups are provided in this appendix. The first schematic is the receiver
used in the systems described in sections 3.1 and 3.3. The second schematic
is the receiver utilized in the system of section 3.2 followed by the logic and
switching circuits that achieved the gating of the transmitter and receiver.
The last schematic is the receiver used in conjunction with the PC detectors

in the set-up of section 3.4.
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APPENDIX C

A DEC PDP11/73 computer with a ADVI1I1-A a/d board and a
KWV11-C pacer clock board was used to digitalize, store and process the
data. Data were stored on magnetic tapes using a DEC TKS50 tape drive for

processing and future reference.

Data were collected from four a/d channels in blocks of 2048 bytes
(1024 words). Each block holds eight words of parameters specifying the
number of data sets, number of blocks per set, sampling period and time.
The next eight words are the in situ data (o) from channel 2 followed by
eight words of channel 3 in situ data (V). Then 1000 words of data that are
read from channels 0 and 1 alternately, starting with channel 0. Over a data
set (usually consists of ten blocks), the channels O and 1 data are collected

continuously from one block to another.

The source program listed in this appendix reads the data from a mag-
netic tape (one set at a time) to be processed for the statistical parameters
required for wind measurement. Then the wind velocity and turbulence
strength are determined using different processing techniques. In the follow-
ing program the array [IBUFF contains a block of data and IDATA is the

array containing a set of channels 0 and 1 data.
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#——-~ The following segment is used to scan the magnetic tape and to

#———— locate the desired data for processing. It then reads and stores
#———— the data in appropriate arrays, set by set, for procecgsing.
DIMENSION ISX(8),IWIND(8)
dimension isb(2), iprl(6) , itime(8)
dimension ibuf (2048}, 1ibuf(8)

byte temp(l16)
byte text(16)
equivalence (iibuf,temp)

INCLUDE ‘COMMON.FTN’

10 inumrel
ihead=0
write(5,«) ’'enter 1 for help, 2 reagd’
12 write(5,*) 'S ptatus, 6 rewind, 7 space blocks, 8 gpace files’
write(5,%*) '9 process’
15 read(6,1010, err=10)icmd

if (iecmd .eg. 1l)goto 100
if (icmd .eg. 2)goto 200
if (icmd@ .eq. S)goto 500
if (icmd .eq. 6)goto 600
if (iemd .=qg. 7)goto 700
if (icmd .eq. B)goto 800
{f (icmd .eq. S)goto B850
goto 10

1010 format(i5)

| AR R ARSI R R AR A AR I RS R PR PP AR AP A SRR NI RF R REA RN RN RN

100 write(5,%)’tk50 function code conmands:’
write(5,%)'1360 get tk50 status (returned in ids(2) )’
write(5,%)’1536 write end-of-file gap’

write(5,*)’note: 2 end-of-file gaps = end of wvolume’

goto 10

200 {head=1
write(5,*)’0 for summary, 1 for full display’
read(6,1010)ircmd
go to 230

850 write(5,*)’'type 1 to store the results in data file,0 otherwise’
read(6,1010)isto
if(isto.eg.l)go to 851

{spc=5
isto=0
go to 852
851 write(5,%) aumber of data sets to PROCESS’
read(6,1010,err=10)knum
ispc=2
OPEN(2,FILE="DATA'’ ,STATUS='NEW')
BS2 write(5,«) ' number of data blocks to PROCESS’

read(6,1010,err=10)inumr
KCON=1l
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230 ifnc = 512
N=inumr
258 do 290 jnum=1,inumr
call getadr(iprl{1),ibuf(l))
iprl(2) = 2048 | read 2048 byte blocks
goto 900 ! read the block from tk50
260 iend = 1017 ! last line for summary
WRITE(6,1015)IBUF(2),IBUF(1)
1015 format (' reading biock',id,’' of’, i14)

IF(INUM.EQ.1.AND.IHEAD.EQ.1)GO TO 265
IF(JNUM.EQ.1)GO TO 286
GO TO 287
286 SHPRT=IBUF(3)*1l,0E-06§
IROUR=IBUF{4)
MIN=IBUF(5)
DO 288 I=1,8
ISX{I)=IBUF(1+8)
IWIND(I)=IBUF(I+16)

288 CONTINUE
287 DO 285 I=1,1000
IDATA{I+(JNUM-1)#1000)=IBUF(1+24}-2048
285 CONTINUE
GO TO 290
265 do 280 j=1, iend, 8 ! index into ibuf
if (3 .lt. 33)goto 270 | print 3 lines
if (5 .eg. iend)goto 270 ! print last line
if (ircmd .eq. O)goto 280 ! skip print if summary
270 jj - | get next B words to print
do 272 k=1,8
iibuf(k) = ibuf(3j)
3i=3j+1
272 continue
! temp(l16) 1s equivalent to iibuf
do 274 k=1,16
text(k) = temp(k)
274 continue
{ set any unprintable ascii codes to ascii .
do 278 k=1,16
if(text(k) ,lt. 32)goto 276
if(text(k) .gt. 128)goto 276
goto 278
276 text(k) = 46 1 ascii .
278 continue
279 write(6,1300)iibuf, text |l integer display
280 continue
280 continue

IF(ICMD.EQ.9.AND.KCON.EQ.1}GO TO 1060
IF(ICMD.EQ.9)GO TO 13
GO TO 10

1300 format (lb ,4(16,31x), 2x, 4(ié,1x), 3x, 8al,2x,B8al )
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500 f§fnc = 1360 ! read tk50 status
goto S00

€00 {fnc = 1280 )} rewind
goto 900

700 ifnc = 1296 !t space blocks

write(5,%*)’enter number of blocks to space (-32000 to 32000)°
read(6,1010, err=700)ipri(l)
goto 900

800 ifnc = 1312 ! space files
write(5,*)'enter number of files to space (-32000 to 32000)’

read(6,1010, err=700}iprl(1)
goto S00

RS A SRR RASARARE RS E SRR

300 call wtgio(ifnc,1,1,0,1isb,iprl,ids)

if(ids .eq. 1) goto 960 | good directive status {(gqio call ok)
§50 write(6,1020})ids

i020 format(’ problem in wtgio call for tape: 1ids= ',1i6)
960 write(6,1030)isb(1)
1030 format(’ isb(l)’', i6)

if(isb{1l) .eq. 240)goto 10240

if(isb(1) .eq. 243)goto 10243

if(isb{(1l) .eq. 245)goto 10245

1f(isb(l) .eqg. 246)goto 1D246

if(isbh{(l) .eg. 252)goto 10252

if(isb{(1) .eg. 253)goto 10253
goto 20000

102490 write(5,*)'privilege violation (probably need to mount tape)’
goto 20000

10243 write(S,*)’data overrun (tape block bytes > requested bytes)’
goto 20000

10245 write(5,*)’end of volume (2 tape marks) encountered’
goto 20000

10246 write(5,%)’end of file (tape mark) encountered’
goto 20000

10252 write(5,*)/parity error on tape’
write(5,*) ' (probably due to nothing recorded in this block)’
goto 20000

10253 write{(5,*)’'tk50 drive not ready’
goto 20000

20000 write(6,1040)isb(2)
1040 format(’ i{sb(2)’, 16)

if (icmd.eg.2.0or.icmd.eg.9) goto 260
goto 10
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*—- The system parameters are read and the gubroutines are called
“«—- to determine the statistical parameters and determine the turbulence
¢_— coherence length and the wind velocity using different techniques,

1060 WRITE(S5,*)"ENTER THE BACKGROUND NOISE (VOLTS}, WITH 2F5.3 FORMAT’
READ{6,97)DC},DC2

WRITE(S5,*)"ENTER THE BEAM RADUIS AT THE TRANS. END IN METERS’
READ{ 6,98 )ALPEO
WRITE(5,*)”ALPHO= ,ALPHO

WRITE(S,*)’ENTER THE RECEIVERS SPACING IN METERS’
READ(6,98)P
WRITE(S,*)'P=',P

37 FORMAT(2F5.3)
88 FORMAT(F7.4)
DC1l=DCl*2047/5.1175
DC2~DC2+2047/5.1175
IF(ISTO.NE.1)GO TO 13
WRITE(ISPC,*)’ALPHO=' , ALPBO, ’SPACING=',P
WRITE(ISPC,*) ' —————mmmmmmmmmmmemas e ——————— '
WRITE(ISPC,17)
WRITE(ISPC,18)

17 FORMAT(1X, "VARN1',1X, "VARN2’,2X,’'COV’,3X,5X,'RHO’ ,4x, 'slope’)
18 FORMAT(1X, 2X,'CAMPBELL wind [543 cn2’,’ het ¢cn2‘)

WRITE( ISPC , * ) R EmcEarE P RS RS IR RO R A S I N IS R TN PR TSP E e |
13 CALL STAT1

WRITE(S5,%*)’varnl=’',varnl, ‘varn2=',varn2,’cov.=’',cov
*—— SX and WIND are the log-amplitude variance and wind velocity insitu data.

SX=0.0

WIND=0.0

DO 14 JD=1,8

8§X=S5X+ (FLOAT(15X(JD))-2048.0)*5.1175/2047.0/8.0

WIND=WIND+ (FLOAT(IWIND(JD)}-2048.0)=25.6,/2047.0/8.0
14 CONTINUE

WRITE(5,*)'CAMPBELL READINGS SXa! ,SX, ‘WIND=' ,WIND
IF(ISTO.EQ.1)GO TO 21

19 WRITE(S5,®*)’TYPE 1 TO COMPUTE WIND VELOCITY, OTBERWISE TYPE 0
READ(6,99,ERR=10)K1
IF(RK1.EQ.1)GO TO 21
GO TO 31

21 CALL BTAT2
CALL STAT3
CALL SLOPE
CALL WINDI
CALL WIND2
CALL WIND3
CALL WIND{
CALL WINDS
CALL WINDG

*#-- The turbulence coherence length and strength are obtained using
¢-~ the width of the autocovariance method and the ZLR method.
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*-—— ¢cn2 {s the calculated value and CCN is the insitv value.

CL=WINS*taul/0.1365
cn2=1./(1.91Beld*CL**(5./3.))
CCN= (5X/2.3BBEG)*+2.
WRITE(ISPC,*)'SET4#’,IBUF(1)
WRITE(ISPC,22)VARN]1,VARN2,COV,CL,SLP

22 FORMAT{1X,3(F5.3,1X),5X,F7.3,£6.2)
WRITE{1SPC,23)WIND, SX,CCN, CN2
WRITE(XISPC,*)WINL]l,WIN12 WIN2,WIN3, WIN4
WRITE(ISPC,*)WINS,WING, ERRS

23 PORMAT(1X,3X,F5.3,3X,F5,.3,5X,E9.2,3X,E9.2)
WRITE(15PC,)

KCON=RCON+1
IF(KCON.LE.KNUM.AND.ISTO.EQ.1)GO TO 230
JF(ISTO.EQ.1)GO TO 43

31 WRITE(S5,*)'TYPE 1 FOR FURTHER PROCESSING OPTIONS,OTHERWISE TYPE 0°
READ( 6,99 K4
IF(K4.EQ.0) GO TO 38
WRITE(S5,*)'ENTER 1 FOR LISTING OF AUTO-COV.'
WRITE(S,%)’ " 2 " " TIME-DELAYED COV.'
WRITE(5,«)' " 3 ® " SLOPE AND COHERENCE LENGTR’
READ(6,99)KS

IF(KS.EQ.0) GO TO 38
CALL STAT2
CALL STAT3
CALL SLOPE
IF(K1,EQ.1)GO TO 35

35 IT=ID1+ID2
IF(K5.EQ.1)GO TO 32
IF(K5.EQ.2)GO TO 33
IF(K5.EQ.3)G0 TO 34
GO TO 31

32 WRITE(S5,*)"TIME DELAY AUTO-COV.1 AUTO-COV.2’
DO 41! 1A=1,99% -
IF(AUTOL(IA).EQ.0.0)GO TO 31

41 WRITE{S,*)ATD(1A),AUTOL1(1A),AUTO2(IA)
GO TO 31
33 WRITE(5,*)‘TIXE DELAY TIME-DELAYED COV.'
DO 42 IA=1,IT
42 WRITE(S,*)CTD(1A),TDCOV(IA)
GO TO 31
34 WRITE(S,*)‘SLOPE=’ ,SLP,'RHOl="',CL1,'RHO2=",CL2
g WRITE(S5,#)’TYPE 1 TO CONTINUE, 2 TO TRY ANOTHER SET,0 IF DONE’

READ(6,99)KD

IF(K0.EQ.0)GO TO 39
IF(XK0.£Q.1)G0O TO 31
IF¥(R0.EQ.2)G0O TO 10

89 PORMAT(15)
43 CLOSE(2,DISPOSE~'SAVE')
39 STOP

9999 end
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INPUTS
IDATA{I)= ARRAY CONTAINING THE DATA
N= NUMBER OF BLOCRS OF DATA
DC1 AND DC2 = BACRGROUNDS OF CH.1 AND CH.2

OUTPUTS
AVGl= AVERAGE VALUE OF CH.l1 SAMPLES
AVG2= AVERAGE VALUE OF CH.2 SAMPLES
VAR1 AND VAR2 ARE THE CH.l1 AND CH.2 VARIANCES
VARN]1 AND VARN2 ARE THE CH.l AND CH.2 NORMALIZED VARIANCES

COV= COVARIANCE

220

SUBROUTINE STATI
INCLUDE ’COMMON.FTN’

T=0.0
SUM1=0.0
SUM2=0.0
SUMil=0.0
8UM22=0.0
JBl=N*1000

DO 220 1=1,JB1,2
Xl=(FLOAT(IDATA(I))-DCl)2*2.0
X2« (FLORT(IDATA(I+1))-DC2)**2.0D
SUMl=SUK1+X1

SUM2=5UM2+X2

SUM11=SUM1l+X1+*Xx1
SUM22=5UM22+X2*X2

T=T+1.0

CONTINUE

AVGl=5UM1/T
AVG2a5UM2/T

VAR1=5UM11/T-AVG1*AVG1
VAR2=SUM22/T~AVG2*AVG2
VARN1aVARL/({AVG1#*#%2,0)
VARN2=VAR2/(AVG2*%2.0)

* TH1S SEGMENT COMPUTES THE COVARIANCE

230

SUM=0.0

T=0.0

JB2=JB1-3

X=SQRT(VAR]1*VAR2)

DO 230 I=1,J82,2

Xle ({FLOAT(IDATA(I+2))-DCl)*%*2, 0+(PLOAT(IDATA(I))-DC1)*#*2.0)/2.0
X2=(FLOAT(IDATA(1+41))-DC2)*22.0

SUM=SUM+ (X1~AVG1l)*(X2-AVG2)

T=T+1.0

CONTINUE

COVesSUN/(T*X)

RETURN
END
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INPUTS
IDATA(I)= ARRAY CONTAINING THE DATA.
AVGl ,AVG2~ KEAN OF CH.l1 and CH.2 .
VAR] ,VAR2= VARIANCES OF CH.l1 AND CH.2
DC1 AND DC2 = BACKGROUND NOISE.
N= NUMBER OF DATA BLOCKS.
SMPRT= SAMPLING PERIOD.

OUTPUTS
AUTOl(I)= ARRAY CONTAINING THE AUTO-COV. OF CH.1
AUTO2(1)= CH.2
ATD(I)= CONTAINS THE CORRESPONDING TIME DELAYS

SUBROUTINE STAT2
INCLUDE 'COMMON.FTN'

ID=1

235 Jm2*ID
S8UMl=0.0
SUM2=0.0
JBl=eN=*1000-1
T=0.0 -

DO 240 I=1,JB1,2
IF(I+J.GE.JBl) GO TO 241
X11=(IDATA(I)-~-DCl)**2.0
X12=(IDATA(14J)-DC1l)**2_ 0
Il=J+1
X21={IDATA(I1)-DC2)%*2.0
X22=(IDATA(I1l+J)-DC2)*x*2,0
SUM1=SUM1+X11#X12
SUM2=SUM2+X21%X22
T-T+1.0

240 CONTINUE

241 AUTOLl(ID)=(SUM1/T-AVG1*%2,0)/VAR]L
AUTO2({ID)={SUM2/T-AVG2**2.0)/VAR2
ATD(ID)=J*SMPRT
if(autol(id).1t.0.01,0r.auto2{id).1t.0.01)go to 245

IF(ID.GE.80) GO TO 245
ID=1ID+1

GO TO 235

245 RETURN
END
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INPUTS
IDATA(1)= ARRAY CONTAINING THE DATA
AVGl ,AVG2= MEAN VALUES OF INDIVIDUAL CRANNELS
VARl ,VARZ= VARIANCES
COV= COVARIANCE
DC1 AND DC2 = BACKGROUND NOISE
N= NUMBER OF DATAR BLOCKS
SMPRTa SAMPLING PERIOD

OUTPUTS
TDCOV1(I) AND TDCOV2(I})= POSITIVE AND NEGATIVE TIME DELAYS COV.
TDCOV(I) = TIME-DELAYED COVARIANCE
CTD(I) « CORRESPONDING TIME DELAYS
ID} , ID2 = NUMBER OF ELEMENTS IN TDCOV1 AND TDCOV2

e e e e Av b T e S A T B B e W A e e A Bk e o o o S

NEGATIVE TIME DELAYS
IN THE FOLLOWING SEGMENT THE COV. 1S COMPUTED FOR
NEG. TIME DELAYS.

SUBROUTINE STAT3
DIMENSION CTD1(100),CTD2(100)
INCLUDE 'COMMON.FTN’

IDl=1
JBlaN*1000

246 Ja2=(ID1l-1)
SUM=0.0
T=0.0

DO 250 1~«1,9B1,2
Yl=I+1}
IF(Il+J.GE.JB)) GO TO 251
X1l=({IDATA(I)-DCl)#*¢2_ 0
X2= (IDATA(L14J3)-DC2)%x2.0
SUM=SUM+X1+X2
T=T+1.0

250 CONTINUE

251 TDCOV1(ID1l)=(SUM/T-AVG1*AVG2)/(SQRT(ABS(VAR12VAR2)))
CTD1(ID1l)=-{2.0*ID1-1,.0)*SHPRT
IF(ID1.GE.20) GO TO 255
ID1l=IDi+1
GO TO 246

POSITIVE TIME DELAYS
IN THE POLLOWING SEGMENT THEHE TIME-DELAY COVARIANCE IS COMPUTED FOR
POS. TIME DELAYS.
255 1D2=1}
256 J=2¢{ID2-1)

SuM=0.0
T=0.0
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DO 260 I=2,JB1,2
Il-Idrl
IF(I1+J.GE.JB1)GO TO 261
X1l=(IDATA(I14+J)-DCl)*+*2.0
X2=(IDATA(I)~DC2)%+2 0
SUM=SUM+X1*X2
T=T+1.0

260 CONTINUE

261 TDCOV2(ID2)=(SUM/T~AVGI*AVG2)}/(SQRT(ABS(VAR1*VARZ2)))
CTD2{ID2)=(2.0+ID2-1.0)*SKPRT
IF(ID2.GE.20)GO TO 265
ID2=1D2+1

GO TO 256

REARRANGING TDCOV1 AND TDCOVZ2 IN ORDER TO START WITH THE
LARGEST NEGATIVE TIME DELAY TO THE LARGEST POSITIVE TINME DELAY
THE FINAL RESULT IS STORED IN TDCOV AND THE CORRESPONDING

TIME DELAYS IN CTD

265 ID=ID1+1D2+1
IT=0.0

DO 270 I=1,ID,}
11=ID1-1IT
IF(1I1.EQ.0)GO TO 266
IF(11.LT.0)GO TO 267
TDCOV(I)=TDCOV1(Il)
CTD(I)=CTDI(I1)
GO TO 268

266 TDCOV(1)=COV
CTD(1)=0.0
GO TO 268

267 I2=AB5{11)
TDCOV(I)})=TDCOV2(I12)
CTD(1)=CTD2(I2)

268 IT=IT+1
270 CONTINUE

RETURN
END
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INPUTS
TDCOV1I AND TDCOV2 = THE NEG. AND POS. TIME DELAYS COV.'’S
COV = COVARIANCE
AUTO1l AND AUTO2 = AUTO-COV.’S OF CH.1 AND CH.2
ATD = ARRAY CONTAINING THE CORRESPONDING TIME DELAYS FOR AUTO-COV.
ALPHO = LASER BEAM SIZE AT THE TRANSMITTED END
P =~ SPACING BETWEEN THE RECEIVING MIRRORS
SMPRT = SAMPLING PERIOD
OUTPUTS
SLP= SLOPE OF THE TIME-DELAYED COV.
CL1= COHRENCE LENGTH COMPUTED USING THE SLOPE METHOD
CL2= COHRENCE LENGTH COMPUTED USING THE ZLR METHOD

SUBROUTINE SLOPE
INCLUDE ’COMMON.FTN'

A 5 POINTS DIFFERENTIAION METHOD IS USED TO COMPUTE THE SLOPE
WHERE THE FOLLOWING EQUALITY HAS BEEN USED:
Fl(X14X2)/2)=[-F(X0)+9F(X1)+9F(X2)-F(X3)]/16

Pl=(-TDCOV2(1)+495.0*TDCOVi{1)+9.0%TDCOV1(2)-TDCOV1(3))/16.0
P2=(-TDCOV2(3)+9.0*TDCOV2(2)+9.0*TDCOV2(1)-TDCOV1i(1))/16.
X=P1-8.0*TDCOVI(1)+8.0%TDCOV2(1)-p2

SLP=X/(12.0*SMPRT)

THE COHERNCE LENGTH 1S OBTAINED USING THE TIME-DELAYED COV.

X=ALOG(ABS{COV)}+0.5*(P/ALPBO)#**2.0
X=ABS(X)
CL1={(4.0/X)%%0.6)*pP

THE COHERNCE LENGTHE USING THE ZLR METHOD

X= (ABS(COV/SLP))*¢{1.5)
Y=((32.0/3.0)%%(0.6))*P*X
T=0.0

§UM1=0.0

8UNM2=0.0

DO 280 I=¢,10

Zl=SUM1

22=SUM2

IF(AUTOL1(1).EQ.0.0.0R.AUTO2(1).EQ.0.0) GO TO 280
X1=ALOG(ABS(AUTOL(1))
X2=ALOG(ABS (AUTO2(I))
SUM1=SUM1+Y* (ABS(X1))
SUM2=SUM2+Y* (ABS(X2))
T=T+1.0
1F(11.EQ.D)GO TO 280
211=SUM1 /T-21/(I-1)
222=SUM2/1-22/(1-1)
IF(Z11.LE.0.001)GO TO 282
1F(222.LE.0.001)G0 TO 284

)
)
*%{0.9)/(ATD(I)**1.5)
“«(0.9)/(ATD(1)*¢1.,5)
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280 CONTINUE

282 CL2=SUM1/T
GO TO 286
284 CL2=5UM2/T

286 RETURN
END

INPUTS
AUTOl ,ARUTO2 = ARRAYS CONTAINING THE AUTO-COV,S5 FOR EACH CEANNEL.
ATD = ARRAY CONTAINING THE CORRESPONING TIME DELAYS.
COV = COVARIANCE.
SLP = SLOPE OF TIME-~-DELAYED COV.

OUTPUTS
WIN1l = WIND MEASURED FROM CH.1
WIN12 = WIND MEASURED FROM CH.2

SUBROUTINE WIND]
INCLUDE ’'COMMON.FTN'

DO 290 I=1,100,1

Z1=AUTO1(21)-0.67

IF(zZ1.LE.0.0) GO TO 295
290 CONTINUE

285 TAUL1=ATD(1I)

DO 300 rI=1,100,1

22=AUTO2(I)-0.67

IF(z2.LE.0.0) GO TO 305
300 CONTINUE

THE WIND VELOCITY FROM SLOPE METHOD 1§ USED TO CANCELL
OUT TRE COHERENCE LENGTH

305 TAU2=ATD(I)
Z=5LP/ABS(SLP)
X=0_2534«p*Z«(ABS(COV/SLP) )*#*]1 5
WINll=X/(TAUl)**2. .5
WIN12=X/(TAU2)*=2, 5

RETURN
END
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INPUTS
COV= COVARIANCE.
SLP= SLOPE OF THE TIME-DELAYED COV.
RLPRO= BEAM SIZE,.
P= SPACING BETWEEN THE RECEIVING MIRRORS.

b OUTPUT
* WIN2= THE CALCULATED WIND VELOCITY.

SUBROUTINE WIND2
INCLUDE ’'COMMON.FTN’

WIN2~3,0/32.0%P*SLP/COV*(CL1/P)*4(5./3.)

RETURN
END

INPUTS
TDCOVe= ARRAY CONTAINING THE TIME-DELAYED COV.
CTD= ARRAY CONTAINING THE CORRESPONDING TIME DELAYS.
IDX+ID2= NUMBER OF ELEMENTS IN TDCOV.
P= DETECTORS SPACING.

OUTPUT
WIN3= THE WIND VELOCITY.

SUBROUTINE WIND3
INCLUDE 'COMMON.FTN'

ID=IDL+1ID2+1
Il=1

DO 310 I=2,1D,1

IF(CTD(1).EQ.0.0)GO TO 310

IF(TDCOV{I).GT.TDCOV(Il)) llal
310  CONTINUE

WIN3=P/(CTD(11)%2.0)

RETURN
END
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TDCOV1
AUTOL
,1D2 = NUMBER OF ELEMENTS IN TDCOV1 AND TDCOV2.

ID1

INPUTS

, TDCOV2 = TIME-DELAYED COV. WITH NEG. AND POS. DELAYS.

;AUTO2 = CRH.1,2 AUTO-COV'S

SMPRT = SAMPLING PERIOD.

OUTPUT

WIN4 = THE WIND VELOCITY.

312

320

322

324

326
327

328
329

SUBROUTINE WIND{
INCLUDE 'COMMON.FTN’

I1i=1D1
IF(ID2.GE.ID1)11=ID2

X=EXP(O0.5*({P/ALPHO}**2.0)

DO 320 1-2,I1,1

IF(AUTOL(I)}.EQ.0.0)GO TO 326

IF(I.GE.IDLl) GO TO 312
X11={AUTOL(I})+AUTOL(TI-1)}/2.0-TDCOVI(I)*X

X12= (AUTO2(I)+AUTO2(I-1))/2.0~-TDCOVL(I)*X
IF(ABS(X11).LT.0.01.CR.ARS(X12).LT.0.01} GO TO 322
X21=(AUTOL(1)+AUTOL(1I~1))/2.0-TDCOV2(1}*X
X22=(AUTO2(I)+AUTO2(1-1))/2.0~-TDCOV2{X)*X
1F(1.GE.ID2) GO TO 320
IF(ABS(X21).LT.0.01.0R.ABS(X22).LT.0.01) GO TO 324
CONTINUE

GO TO 326
TAUB==(2*I-1)+*SMPRT
GO TO 328

TAUB=(2*I-1)*SMPRT
GO TO 328

WRITE(5,327)

FORMAT(5X, ‘NO INTERSECTION 15 FOUND’)
GO TO 329

WIN&=P/(TAUB*3.1056)

RETURN
END

192
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THE 2~LOG RATIO METHOD 1S UTILIZED FOR CALCULATING THE WIND VELOCITY.

INPUTS
AUTOl , AUTO2 = CH.1,2 AUTO-COV.

ADT = TIME DELAYS CORRESPONDING TO AUTO-COV.

COV~ COVARIANCE

SLP= SLOPE OF THE TIME-DELAYED COV.

ALPHO= BEAM RADIUS AT THE TRANSMITTED END.
P = DETECTORS SPACING

QUTPUT
WING= THE WIND VELOCITY.

SUBROUTINE WINDS
INCLUDE ’COMMON.FTN'

SUM1=0.0
SuM2=0.0
Z2=1.0
T=0.0

X=ALOG(ABS(COV) }+0.5«(P/ALPHO)**2.0

DO 340 I=5,10
IF(AUTOl(I).LE.0.0)GO TO 340
Y1=(3.0/8.0)¢ALOG(AUTOL(T)) /X
Y2=(3.0/8.0)«ALOG(AUTO2(1)) /X

21=(ABS(YY))**(0.6)/ATD(I)
22=(ABS(Y2))**(0.6)/ATD(1)
SUM1=SUM1+Z1

SUM2=SUM2+22

T=T+1.0

IF{T.EQ.1.0)GO TO 340

IF(Z1.LE.D.1) GO TO 342
IF(Z2.LE.0.1) GO TO 344

340 CONTINUE

342 WINS=Z*SUMi*P/T
GO TO 346

344 WINSa2#SUM2*P/T

346 RETURN
END
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* MMSE-ZLR METHOD IS USED FOR COMPUTING THE WIND VELOCITY.
* THE CORRESPONDING MEAN SQUARE ERROR IS ALSO COMPUTED.

COV = COVARIANCE.
AUTOl = AUTO-COV OF CH.1,

ATD = CORRESPONDING TIME DELAYS FOR AUTO-COV.

SLP = SLOPE OF THE TDCOV.

P - SPACING BETWEEN THE RECEIVING KIRRORS.

BLPBO = BEAM RADUIS AT THE TRANSMITTER.
------------------------- QUTPUTS ————m——mmmmmmm oo o
WIN6 = THE WIND CALCULATED USING MMSE-ZLR METHOD.

* ERR6 = THE MEAN SQUARE ERROR ASSOCIATED WITH THE ESTIMATED WIND.

LB R 2 & J

* » %

SUBROUTINE WINDS
INCLUDE ‘COMMON.FTN’

52 T=0.0
SUn1=0.0
SUM2=0.0
SUM2=0.0

DO 60 I=2,10
B=AUTO1(1)
cov=abs(cov)
if(b.le.0.0)go to 60
2=ALOG(B)/({ALOG(COV)+0.S*{P/ALPHO)**2.0)
SUM1=2+ATD(1)2x(5.0/3.0)+5UM1
SUM2=ATD(I)**(10.0/3.0)+5UM2
SUM3aZ*Z2+SUNK3
T=T+1.0

60 CONTINUE

SI=SLP/ABS(SLP)

WING=SI*P«(3.0/8.0)*%0.6*(ABS{SUKL/SUM2))*+0.6
ERR6=0.5%«(5UM3-SUM1*SUM1 /SUM2) /T

RETURN
END

COMMON IDATA(10000),AUTO1(80),AUTO2(80),ATD(80),
+TDCOV1(40),TDCOV2(40),TDCOV(82),CTD(B2),ID1,ID2,AVG],AVG2,
+VAR1,VAR2,VARN] ,VARN2,COV,SLP,CL1,CL2,N,SKPRT ,ALPHO, P,
+WIN1),WIN12 ,WIN2,WIN3,WINd, WINS,WINE,ERRG

*
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APPENDIX D

The computer programs used to generate the curves presented in
chapter 5 are listed in this appendix. Siightly diflerent versions of these pro-
grams were used for some the curves. Since these variations are trivial, only
one version of each program is listed here. The numerical method used by
dOlahf subroutine to evaluate the wave structure function is described in the

NAG library manual.
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C—mmm e errm.f ——-ccr e
C——mm——— Thie program computes the RMS error for
c-———————- the sample mean as a function of N.

open(2,file="rms’' ,status="new’)

write(5, ¢)’enter turb. strength cn”*2’
read{6,%*)cn2

write(S,*)’enter wind velocity v’
read(6,*)v

write(5,2)’enter sampling period t’
read(6,*)t

write{2,*)'cn2=',cn2,'v=’, v, 'Tu’ ¢
¢c--- n is the number of samples.
n=0
do 20 jj=1,60
nt=n
n=10.0**(float(j3)/10.)
if(n.eq.nt)go to 20
11 sum=0.0
nn=n-1
do 10 ii=1,nn
k=11
f=exp(-2.05el15%cn2«(verket)*x(5, /3 ))
sumegum+ (N-rtk)*f
if(f.1t.1.0e-6)go to 15
10 continue

15 ff=float(n)*+*2.0
suml=(n+2 ,0%gum) /££

rmserrwggrt(suml) { RMS error
write(2,100)n,rmserr
20 continue
100 format{1lx,5x,110,3x,e10.3,3x,e10.3)
90 continue
close(2,status="save’)

stop
end




197

e e e e e e e = e B = o —— — T o a4 ¥R = = — — —

———————————————————— errv.f ——mmmmee e
——————— The RMS error for the sample variance it computed
------- using complete formulation for diferent turb.
——----%- levels as a function of number of samples.

external f
common ¢cn2,v,t
open(2,file='verr’)

v=5.0 | wind velocity
t=0.5e-3 | sampling period
cn2=1,0e-15 | turb. strength

do B0 ic=1,5

if(ic.eq.2)cn2=0.5e-1¢
if(ic.eg-3)cn2=1.0e-14¢
if{ic.eq.4)cn2=0.5e-13
if(ic.eq.5)cn2=1.0e~13

write(2,*)’cn2=',cn2,’v=’,v,'T=’, ¢t
nn=0

do 5 $i=1,15

nt=nn
nn=)l0,. 0%~ (float(ii)/5.)
if(nn.eg.nt)go to 5

suml=0.
sumz2=0,
Bum3=0.
sumé=0,
sumS=0.
ff=1.0

[=R~Rolole)]

do 10 n=1,nn
if(ff.1t.1.0e-4)go to 4
ff=(f(n))*+*2.0
gumleguml+(nn-n)*£f
sum2=gum2+ (nn-n)*ffsff

4 mm=n-50
if(mm.1t.1l)mm=}
nnl=n+50
if(nnl.gt.nn)nnlenn

do 20 memm,nnl

lii=m-50
If(1id.1c.1)iji=1
nn2=m+50
if(nn2.gt.nn)nn2=nn

do 30 i=iii,nn2
sum3esum3+f(m-n)*f(i-m)*£f(i-n)
sumd=gumd+ (f(m-n)*£(i-n))**2.0

§3j=1i-50
1£(33.21t.1}33=1
nn3=i+50
if(nn3.gt.nn)nn3=nn

6 do 40 j=jj,nn3
ffSaf(m-p)ef(i-m)*£(j-4)2£(j-n)
1f(d.gt.1.and. ££65.1t.1.0e~4d)go to 30
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gumSmsumS+££5

40 continue
30 continue

20 continue

10 continue

an=float(nn)
anlean*an
anZ=anlean
an3=an2*an
erme=8.0/an+3. /anl+(8./anl+12./an2)*suml+12. /an3*suml*suml
++8.*5um2/anl-8. /an2*(sum3+sumé )+6./an3*sumb

rmgerresqgrt(erms)
write(2,*)nn,rmserr

5 continue
BO continue
stop
end

function f(k)

common cn2,v,t
f=exp(~1.025e1S+*cn2«(abs(v*k*t))2»(5./3.))
return

end
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C—m——— The RMS error for the sample T-D covariance
C—m—mmmmmmmm is computed for different time delays.

dimension £(-820:820),£1(-820:820)

external fun '

common v,t,kk,p

double precision ermsl,erms2,f£5,££6

open(2,file="ts")

write(é,*)'enter the turb, level, wind velocity and

+ sampling period’

read(5,*)en2,v,t

ifail=0

nlimit=0

a=0.0

b=1.,0

epsrel=1.0e-5

p=0.025 ! spacing between the receivers

ffc=exp(-0.25%(p/0.025)#%2,0)

c-~ the T-D mutual intensity function is evaluated as a

c~-~ function of time delay and stored in arrays f and f1l.
do S0 kk=-220,220
f{kk)=exp(~1.025el5%cn2*(abs(vekket))*«(5./3.))

c-- NAG library integration routine is called
res=d0lahf(a,b,epsrel,n,abserr,fun,nlimit,{fail)
fl(kk)=ffctexp(-1.025el5%cn2%res)

30 continue
id=1

do 30 iid=1,3
td=t+id
write(2,*)'cn2=,en2,’'v=',v, ' T=',t, ' time-delay=",t4

nn=1

do 3 ii=150,220

nt=nn
nn=10.**{float(ii)/50.)
if(nn.eqg.nt)go to 5

suml=0.0
sum2=0.0
gum3=0.0
sumd=0.0
gumS=0.0
sumé=0.0
sum7=0.0
sumf=0.0
sumd=0.0
sumlO=0.0
an=float(nn)

do 10 n=-200,200
nl=nn-abs{n)
ff=(f{n))=r2.0
ffi=f) (neid)
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ff2=£f1(-n-14)

f£3=£f1(n)

££4=£1(-n)

suml=suml+ni*ff
pum2esum2+nleffeff
sum3esum3+nlcf ) sEFInfFIfFf2
sumd=sumd+nl*fE1*E£2
FumS=sumS+nl*xffeffl1e£f2
sumbrsumb+nlt(£f(n-id)*f(n+id) ) w2,
sumleagunl+nl*f£3IRfEIRFL4nEEY
sum8=sumB+nl*f(n-id)*£f(n+ig)*££f3«££4
sumd=pumS+nl*ffieffy
suplO0=sumlO+nl*f({n-id)*£f(n+id)

10 continue

ff5=£1(14d)

ffomfl(-i4d)

ermsl=( fES*LES+£f6«ff6)* (suml+sumd)+sum2+sum3+2.+tsumb
erms2=gumb+sum7+2.tsumB+2 . *ff5+ff6*(sum3+sumll)
cmeetr=gqrt(2.2(ermel-ermsg2) /(££5-€€€)»(££S4+££6)) /an

write(2,*)nn,rmserr

5 continue
{idefide«2
30 continue
stop
end

double precision function fun(x)
common v,t,kk,p
fun=(abs((l.-x)*p-verrkk))*«(5 /3,)
return

end
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c ————————————————————————————————————————————————————————
Cm——m———— v mmm———————— errs.f ——-—-mmmmm e
Com—mmm— The RMS error for the sample slope is computed.

double precision £(0:1000),£1(-1000:1000)
double precision ff,ffl,ff2,aa,82l,222,resl,res2,ffc
double precision v,t,p,sum,sunl,sum?,sum3,sumd,sum5,6},52,anl

external funl, fun2
common v,t,kk,p
open(2,file="ts"’)

cnl=5, 0e-14 ! turb. level
v=5.040 { wind velocity
t=0.54-03 | sampling periocd

1faill=0
1fail2=0
nlimit=0
a=0.0

b=1.0
epsrel=1.0e~5

p=0.025 | receivers spacing

ffc=exp(-0.25*(p/0.025)*+2.0)
mm=0

c-- the T-D mutual) inensity function is evaluated and stored in
c-- arrays £ and fl.

do 90 kk=0,500
f(kk)mdexp(~1.025e25%cn2*(abs{vekket))**(5./3,))

c-- NAG library is called

resl=d0lahf(a,b,epsrel,n,abserr,fun), nlimit, ifaill)
res2=d0lahf(a,b,epsrel,n,abserr,fun2, nlimit, ifail2)
fl(kk)=ffcedexp(-1.025ei15%cn2*resl)
fl(-kk)=ffcrdexp(-1.025el5¢cn2*res2)
af=f(kk)*£)(kk)

i1f(af.lt.1.0e-3)go to 7

mm=mm+1

90 continue

7 write(2,*)
id=1

do 30 idd=1,3

td=3d«t f td is the time delay
write(2,+)
write(2,*)'cn2=",en2,’v=",v,'T=',t, ' time-delay=",td
nn=J}

do 5 ii{=150,250
nt=nn
nn=10.0*«(float(3i)/50.) ! number of samples

if(nn.eg.nt)go to 5
guml=0.040
sum2=0,0d40
sum3=0.04d0

sumd=0, 0430
sum>=0,0d0
an=float(nn)
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20

f£1=£1(4a)
ff2=£1(-id)

do 10 n=-mm,mm

na=abs(n)

anlenn-na

ffe{f(na)}e~2.0
pasffefl{n+idi=«fi(-n+2d)y
sal=ff+£1(n-id)*£fl(-n-14d)
nal=abs{n-1d)

ne2=abs(n+id)
aaz2=f(nal)*f(na2}+£fl{(n)*£fi{-n)
sunl=suml+anl«(aa*aa+aalraal)
sum2=sumz2+anlt*aa
gum3=sum3+anliraal
sundasumé+anlrtaa?
sumS=sumS+ani*aa2+gal
continue

GlpmfEIvEfl-FF22EE2
glesuml+2.040(£fflefflogum2+££22ff2%5um3)
62egur5+2.0d0*fficff2«pum4
sum=(g1-2.040*52)**0.5
rmserr=gum/( (££1+££2 )+ (££2-££2))/an

write(2,*)nn,rmserr
¢ontinvue

id=id*2

continue

stop
end

double precision function funl(x)
double precision v,t,p

common v,t,kk,p
funl=(abs{(l.-x)*p~vet*kk))**{5,/3.)
return

end

double precision function fun2(x)
double precision v,t,p

common v,t,kk,p
fun2=(abs({l.-x)tpsvrt*kk)}jxx{5./3.)
return

end
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C——— e mmemmme = errw.f ——-~ve -
C————————— The RMS error for the sample Wind
C——————————— is computed.
dimension £(-520:520),£€1(-520:520)
external fun
commen v,t,kk,p
open{2,file="verl')
cn2=1.0e-13 tturb. level
t=0.5e-3 lsampling period
td=5.0e~3 Itime delay
1fail=0
nlimit=0Q
a=0.0
b=1.0
epsrelm1.0e-5
c-- v is the wind velocity
v=2.5
do 35 idd=1,3
vav+2.,5
write(2,*)’cn2=’',cn2,’v=',v, T-D=",td
c-- p is the spacing between the receivers
p=1.1e-2
do 30 ip=1,24
p=p+0.2e-2
ffamexp(~0.25+{p/0.025)*%2.0)
¢-~ the mutual intensity functions are evaluated
do 90 kk=-220,220
f(kk)=exp(-1.025a152cn2«(abs(v*kk*t))**(5./3.})
c-— NAG library is called to integrate the wave structure function
res=d0lahf(a,b,epsrel,n,abserr, fun,nlimit, ifail)
flikk)=ff*exp({-1.025¢l5*cn2*res)
S0 continue
nn=20000 ! number of samples
suml=0.0
sum2=0,0
sum3=0.0
sumé=0.0
sum5=0.0
sumé=0.0
sum8=0.0
sum$=0.0

an=float(nn)

do 10 n=-200,200

nl=nn-abs(n)

ffl=f(n+id)

ff2=f(-n+id)

sumlesunl+nl*(f(n)e22 0+££19£f2)%22.0
sumZ2=gun2+nle(f(n)**«2.0+£f1*££2)
sumd=sgum3+nl*(£(n)**2,0+£f1(n)*£1(-n))*%2.0
sumdssumd{+nlv(E(n)*¢2 0+£1{n}*fi(-n))
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sumbagumS+nl*(£f{n)tfi(n-id)+£f(n-id)*£f1(n))«*2.0
sumébesumb+ni*t (f(n)*£l(n-id)+£f(n-1d)*£1(n})
sumBmssumB+nle(f(n+id)e«2 0)

sumS=gum9+nl* (£f1l(n)*%2,0)

10 continue

snl=an’an

avx=f(id)»*2.0

avy=£f1(0D)=*2.0
varxs(suml+2.0%*sum2«avx)/(avx*avx+*anl)
vary=(sum3+2.0*sumd*avy)/(avyravy*anl)
ffl=avxravy
gxy=(sumS+2. . ¢sumb*£(id)»£f1(0))/{£f£7+*anl)

alnx=alog{avx)
alny=alog(avy/(£f*£ff))

erms=(varx/{(alnxe*2, )-2.*rxy/{(alnx*alny)+vary/{alny*+*2.))
rmserr=0.6*sqrt(erms) | RMS error

write(2,100)p, rmserr,varx,vary,rxy,alnx,alny
100 format(2x,£6.3,3x,6(£7.3,2x))

30 continue

35 continue
stop
end

double precision function fun(x)
common v,t,kk,p
fun=(abs((1,0-x)*p-veerkk))ne (5, /3.)
return

end
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