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ABSTRACT 
 

Streams and rivers provide many important functions and services for society, of 

which many depend not only on the quantity of water available, but also the stream water 

quality. While quantity (i.e., streamflow) is routinely forecast for many U.S. streams 

several days into the future, the forecasting of stream water quality remains relatively 

limited. This dissertation utilizes the extensive existing networks of observed and forecast 

streamflow, precipitation and air temperature as the basis for practical forecasting of 

stream turbidity for three days into the future. To accomplish this, an improved power-

law based model for turbidity during hydrologic events was developed and applied to 

~6000 events from 110 U.S. gages. The resulting event model parameters were examined 

in the context of catchment characteristics and event characteristics (e.g., hydrologic, 

meteorologic and antecedent moisture conditions) in order to understand the variability of 

turbidity response between streams and for different events within a particular stream. 

The results indicated that gage median parameter values were mainly correlated with 

catchment land cover and baseflow index, while the individual-event parameter values 

for a particular stream were largely correlated with the antecedent moisture conditions 

preceding the event. These analyses were, in part, facilitated by the use of a power-law 

parameter decorrelation methodology, which clarified the relationships between the 

power-law coefficient and the catchment and event characteristics. The information 

gained from these analyses was used to develop regression equations to forecast turbidity 

model parameters based on the event characteristics. Using archived streamflow and 

meteorologic forecast inputs and gage-specific regression equations, turbidity forecasts 

were made for events from two mid-sized streams. The turbidity forecast errors were 
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examined, and the results indicated that the forecasts were “useful” compared to a 

persistence reference. The uncertainty in the turbidity forecasts due to uncertainty in the 

streamflow forecasts was also explored. Overall, the results indicated that practical and 

useful turbidity forecasts can be produced from currently-available observed and forecast 

inputs. The widespread availability of these inputs for streams across the U.S., and the 

value of turbidity as a surrogate for other water quality constituents, suggests that the 

forecasting demonstrated here could be implemented for many other streams and for 

additional water quality constituents. 
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CHAPTER 1  
 

 

 

Introduction 
 
 

 

 

 

 

 

Rivers, streams and creeks (herein referred to simply as “streams”) provide many 

important functions and services, such as transportation, recreation, power generation and 

a source of drinking water. The quantity of water flowing in streams (i.e., “streamflow”) 

can change on a daily basis and is frequently forecast for several days into the future to 

support these uses, most notably by the National Weather Service (NWS) in the U.S. For 

many of these functions and services, we also care a great deal about the water quality 

(i.e., the physical, chemical and biological characteristics). However, the extension of 

routine forecasting to include stream water quality is not yet commonplace. This 

dissertation demonstrates practical stream water quality forecasting, using turbidity as an 

example. 
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 Stream Turbidity 1.1
Turbidity is an expression of the optical clarity of water. It is an aggregate 

measurement in which any suspended or dissolved material that causes light to be 

scattered or absorbed may be expressed [Gray and Glysson, 2003]. Stream turbidity is 

influenced by inorganic (e.g., clay and silt) and organic (e.g., algae and plankton) 

suspended solids, and dissolved substances (e.g., dyes and organic matter) [U.S. EPA, 

1999; Anderson, 2005]. Because of the diverse sources of turbidity-causing materials, the 

dominant material(s) contributing to stream turbidity levels can vary over time and 

between streams [U.S. EPA, 1999]. The U.S. Geological Survey commonly measures 

turbidity using the ISO 7027 standard.1 The near-IR light source specified by this method 

is minimally absorbed by colored molecules, and the method is therefore quite resistant to 

influences of dissolved materials [Anderson, 2005]. All of the turbidity data used for the 

research presented in this dissertation was collected by the U.S. Geological Survey using 

ISO 7027 and has units of Formazin Nephelometric Units (𝐹𝑁𝐹). 

High levels of turbidity can have negative consequences for the functions and 

services a stream provides. Almost half of the U.S. population relies on streams as a 

source of drinking water [Wickham et al., 2011]. The turbidity level of source water from 

stream intakes has an impact on subsequent treatment costs. It has been estimated that 

                                                      
 

1 Two well-known water quality standard methods and device designs used to measure stream turbidity are 
EPA Method 180.1 and ISO 7027. The primary difference between these two methods is related to the light 
source. For EPA Method 180.1, the light source must be a tungsten lamp with broad spectrum emissions 
peaking between 400-680 nm. Whereas for the ISO 7027 method, the light source is monochromatic, either 
an LED or filtered tungsten lamp, emitting near-IR light with a wavelength of 860 nm and a bandwidth of 
60 nm. Measurements made using EPA Method 180.1 are assigned units of Nephelometric Turbidity Units 
(𝑁𝑁𝐹), while ISO 7027 method measurements are given units of Formazin Nephelometric Units (𝐹𝑁𝐹). In 
both cases, devices are calibrated using a formazin standard; however, because of the different light 
sources, direct comparison of measurements with different turbidity units is not recommended. [Anderson, 
2005] 
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public drinking water treatment systems bear 0.25% increase in treatment cost per 1% 

increase in turbidity [Dearmont et al., 1998]. Additionally, episodes of extreme turbidity 

may require switching to alternative water sources [e.g., Portland Water Bureau, 2011] 

or temporary shutdown of treatment systems [e.g., Duncan and Grant, 2003]. As a 

consequence, stream turbidity is important from an economic and water supply 

perspective.   

Perhaps more importantly, turbidity is a remarkably versatile stream water quality 

surrogate—often enabling the estimation of many other water quality constituents that are 

not easily measured or are expensive to measure, including: 

• Suspended sediment [e.g., Gray and Glysson, 2003] 

• Agricultural chemicals [e.g., Hickman, 2004] 

• Pathogens [e.g., Christensen et al., 2000] 

• Heavy metals [e.g., Miller, 1997]  

Because turbidity is relatively simple and inexpensive to monitor continuously in-stream 

[Davies-Colley and Smith, 2001], it is an important constituent in water quality 

monitoring and regulation [Gray and Glysson, 2003] and an ideal candidate for water 

quality forecasting.  
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 Water Quality during Hydrologic Events 1.2
Stream water quality varies over time—some changes occurring slowly over the 

scale of years (e.g., due to changing climate or watershed development) while other 

variations occur over much shorter time periods and may even be cyclical in character 

(e.g., seasonal patterns or diurnal variations). The most significant changes in short-term 

water quality (i.e., at the scale of days), however, are in response to hydrologic events 

(Figure 1.1) [e.g., Kirchner et al., 2004].  

 
Figure 1.1.  Three example hydrologic events from the Raritan River with similar hydrographs 
(blue) and different event turbidity (black). The resulting turbidity-discharge loops are shown below 
the time series plots. Data points are only shown on the loop plots and the loop direction is as shown. 
(figure duplicated here from Chapter 4, Figure 4.1). 
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Hydrologic events, also referred to as discharge or streamflow events, occur when 

a stream responds to a period of precipitation and are typically characterized by a rise and 

subsequent retreat of streamflow levels (i.e., a hydrograph). Most stream water quality 

constituents experience significant changes in “concentration” during hydrologic 

events—either increasing (i.e., flushing effect) or decreasing (i.e., dilution effect) [e.g., 

Chang and Carlson, 2005]. Hydrologic events (subsequently referred to sometimes 

simply as “events”) therefore represent an important timescale of interest for stream 

water quality. 

For turbidity, as with many other water quality constituents, the relationship 

between “concentration” and discharge typically varies throughout an event [e.g., Rose, 

2003; Lawler et al., 2006; Megnounif et al., 2013; Mukundan et al., 2013; Siwek et al., 

2013]. This means that when event turbidity is plotted as a function of stream discharge, 

the resulting shape is a hysteretic loop rather than a straight line (Figure 1.1, lower 

panels). Additionally, as in the three example events shown in Figure 1.1, turbidity 

behavior varies between different events, even on the same stream and even when the 

hydrograph is nearly identical. Almost certainly, the underlying reasons for these 

differences have their origin in some combination of catchment characteristics (e.g., 

slope, land cover, baseflow index, etc.), event characteristics (e.g., peak discharge, 

precipitation, antecedent moisture conditions, etc.) and season. However, to date this has 

not been demonstrated. Analysis of the catchment, event and seasonal characteristics that 

influence event turbidity, and the development of predictive relationships from these 

characteristics, is an important component of stream turbidity forecasting. 
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 Forecasting Stream Water Quality 1.3
Streamflow forecasts are important aspects of modern water management, and the 

extension of routine forecasting to include water quality is equally important. Widespread 

sub-hourly monitoring of turbidity and many other water quality constituents now exists 

for many streams across the U.S., and as a result, we know more than ever about how 

water quality changes over the scale of hours. But in most cases, without assuming 

tomorrow will be the same as today, we do not know the answer to the question: What 

will the water quality be 12 hours in the future? Or two days in the future? Knowing the 

answer to these questions would allow informed and economical operational decisions to 

be made today, in advance and in response to anticipated water quality tomorrow. 

Understanding short-term variability in stream water quality, and being able to 

anticipate influent water quality at intakes, may be critical for management of drinking 

water systems in the future. Climate change is expected to result in alteration of water 

distribution, availability and quality [Levin et al., 2002; IPCC, 2014]. This may further 

stress already fully-utilized water supplies and prompt the need for greater day-to-day 

adaptation to changes in the water quality of drinking water sources [IPCC, 2014]. Our 

demand for drinking water is only going to grow, both here in the U.S. and elsewhere 

[WWAP (World Water Assessment Programme), 2012]. Forecasting stream water quality 

is an important advancement that would assist drinking water providers in continuing to 

provide safe and sufficient water in a future of changing stream water quality. 

Forecasting stream turbidity will require the use of both recently observed data 

and forecast input (i.e., streamflow, precipitation and air temperature); however, these 

inputs are already available for many streams across the U.S. The NWS currently 



7 
 

forecasts streamflow for several days into the future on a routine-basis (i.e., daily) for 

1500+ stream locations and makes forecasts for an additional ~1500 locations during 

times of hydrologic activity [NOAA National Weather Service, n.d.]. Couple this with the 

comprehensive forecasting of precipitation and air temperature across the country, and 

the result is a complete input data framework on which to base water quality forecasts. 

 Dissertation Overview 1.4
The most commonly used approach for modeling turbidity based on stream 

discharge is a simple power law; however, this approach has many shortcomings. As a 

result, Chapter 2 describes an improved event model to quantitatively characterize stream 

turbidity during hydrologic events. Chapter 2 also tackles several long-standing issues 

with power-law based models through the use of a decorrelation and unit simplification 

scheme. 

In Chapter 3 the model developed in Chapter 2 is applied to ~6000 events from 

110 stream gages across the U.S. The motivation for the research in Chapter 3 is 

twofold—it permits a large-sample evaluation of the turbidity event model developed in 

Chapter 2, and it allows an exploration of how the turbidity model parameters vary 

between streams and how this relates to the observable characteristics of the catchment. 

Chapter 3 verifies the applicability of the event model to streams with diverse 

characteristics and offers a peek into the potential prediction of event turbidity model 

parameters for streams which do not currently have turbidity monitoring (i.e., 

“ungaged”).   

Chapter 4 addresses the fundamental question of how to predict stream turbidity 

from the hydrologic, meteorologic and antecedent moisture characteristics of the event. 
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Stream turbidity for three streams is predicted using several approaches, including 

multiple linear regression and a classification tree approach. The success rates of the 

prediction approaches are compared and their utility within an operational forecasting 

context is considered. The event characteristics which are the most useful for predicting 

stream turbidity are also discussed. 

Chapter 5 demonstrates stream turbidity forecasting by producing forecasts for six 

events from two streams (118 individual forecasts). The turbidity forecasts have 3-day 

duration with 6-hr resolution (to match discharge forecasts) and are based on a 

combination of observed and forecasted streamflow, precipitation and temperature. The 

turbidity forecast errors, uncertainty due to streamflow forecast uncertainty and 

“usefulness” compared to a persistence reference (i.e., assuming the future will be the 

same as the present) are examined. Empirical uncertainty intervals are presented along 

with the forecasts, providing the opportunity to visually observe the uncertainty in 

turbidity forecasts resulting from streamflow forecast uncertainty.   

Finally, Chapter 6 provides a summary and some overall conclusions for the body 

of the research presented in Chapters 2-5. Several chapters have associated supporting 

information which can be found in the Appendices at the end of the dissertation. 
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CHAPTER 2  
 

 

 

Quantitative Characterization of Stream Turbidity-Discharge Behavior 
using Event Loop Shape Modeling and Power Law Parameter 

Decorrelation2 

 

Amanda L. Mather and Richard L. Johnson 

 

 

 

 Abstract 2.1
Turbidity behavior in streams is a complex and dynamic function of both source 

material supply and event-driven transport. While the primary controls on turbidity 

behavior across time and space are still not fully understood, recent increases in the 

availability of high temporal resolution, co-located stream turbidity and discharge data 

provide an opportunity for more-detailed analysis. Here we examine methods to 

quantitatively characterize event responses by modeling the shape of turbidity-discharge 

hysteresis loops. A total of 1559 events from 20 gages in the Mid-Atlantic region of the 

U.S. were modeled using both previously-reported and new models combining elements 

                                                      
 

2 Reproduced (with edits) with permission from Mather, A., and R. Johnson (2014), Quantitative 
characterization of stream turbidity-discharge behavior using event loop shape modeling and power law 
parameter decorrelation, Water Resour. Res., 50(10), 7766–7779, doi:10.1002/2014WR015417. Copyright 
2014. John Wiley & Sons, Inc. 
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of existing models. The results suggest that a more general power law based model, 

utilizing both a discharge rate of change term and a “supply” term, allows 

characterization of a wide range of simple and complex events. Additionally, this study 

explores a decorrelation approach to address the strong correlation frequently observed 

between the power law model coefficient (𝑎) and exponent (𝑏), with the goal of exposing 

the underlying behavior of each parameter individually. An examination of seasonal 

parameter behavior suggests that this approach may facilitate greater physically based 

interpretation of the power law coefficient. The power law parameter decorrelation 

strategy and the loop models examined here provide a step toward the larger goal of 

understanding the physical controls on turbidity-discharge hysteretic behavior. 

 Introduction 2.2
Despite the recognized importance of stream turbidity on aquatic life [e.g., Henley 

et al., 2000], contaminant transport [e.g., Juracic et al., 1986] and drinking water quality 

[e.g., U.S. EPA, 1999], the primary controls on its behavior during a hydrologic event are 

still not fully understood. During a single hydrologic event, the point at which the 

maximum event turbidity is reached may or may not coincide with the timing of the peak 

discharge. As a result, when event turbidity is plotted against event discharge it 

frequently forms a hysteretic loop (Figure 1.1) [Seeger et al., 2004; Lawler et al., 2006; 

Eder et al., 2010; Mukundan et al., 2013b]. The loop may be clockwise or counter-

clockwise, depending on whether discharge or turbidity reaches a maximum value first, 

and on differences in the shapes of the event time series of discharge and turbidity. More 

complex variations in which the loop direction reverses during the event (e.g., figure-

eight) have also been observed. There is considerable variability in the dominant loop 
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behavior observed between catchments as well as the event-to-event variability within 

individual catchments [Seeger et al., 2004; Lawler et al., 2006; Eder et al., 2010; 

Mukundan et al., 2013b]. The specific features of each individual event loop are believed 

to be a direct reflection of the catchment and hydrologic processes and their relative 

importance [Seeger et al., 2004; Mukundan et al., 2013b]. However with turbidity, as 

well as other water quality constituents [e.g., Rose, 2003; Megnounif et al., 2013; Siwek 

et al., 2013], we have yet to decipher the full extent of the information contained within 

the shape of hysteresis loops.  

Turbidity behavior in streams is a complex and dynamic function of source 

material supply and event-driven transport [VanSickle and Beschta, 1983; Brasington and 

Richards, 2000; Zhang and Summer, 2002]. The supply of turbidity causing material 

within a catchment varies in amount [Asselman, 1999] and location [Duvert et al., 2010; 

Wilson et al., 2012], and it is believed to have a strong influence on the turbidity-

discharge loop shape. The shapes of turbidity and/or suspended sediment hysteresis loops 

have been widely scrutinized in attempts to understand the spatial source material 

distribution and the catchment geomorphic processes involved in its transport [e.g., 

Jansson, 2002; Lawler et al., 2006; López-Tarazón et al., 2009; Smith and Dragovich, 

2009; Vongvixay et al., 2010]. From a watershed management standpoint, the 

identification of sources is a critical initial step towards subsequent design and 

implementation of management and control strategies [Walling, 2005].  

In addition to supply, event turbidity response is affected by energy and flow 

characteristics. The amount of energy available for transport varies in time throughout a 

hydrologic event and is a factor contributing to looped behavior [Zhang and Summer, 
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2002]. Furthermore, in much the same way that river flow shows different characteristics 

at various scales (headwater to large rivers) [Rinaldo et al., 1991; Saco and Kumar, 2002; 

Merz et al., 2009], catchment turbidity response is a combined result of hydrologic and 

geomorphologic processes that dominate at one scale, but may not be visible in the 

response at a different catchment scale [Eder et al., 2014].  

Williams [1989] put forth a detailed record of the different hysteresis loop shapes 

that have been observed, characteristic features and postulated reasons for appearance 

within the context of suspended sediment. Five classes of loop behavior were outlined, 

including (1) straight (no loop), (2) clockwise loop, (3) counterclockwise loop, (4) 

straight plus a loop and (5) figure-eight. Within each of these classes exists a wide range 

of secondary characteristics, such as curvature (i.e., asymmetry) and the degree of loop 

openness. Williams [1989] and other prior work related to suspended sediment hysteresis 

is very relevant to turbidity [e.g., Terajima et al., 1997; Nistor and Church, 2005]. The 

strong correlation between measured turbidity and suspended sediment concentration is 

widely leveraged in suspended sediment research and, in fact, turbidity is by far the most 

commonly used surrogate [Gray and Glysson, 2003; Jones et al., 2011]. 

2.2.1 Background 
Several models to characterize individual event water quality have been 

developed. Empirical rating curves are by far the most widely used approach to model 

individual event concentration as a function of discharge. Simple rating curves are based 

on the assumption that concentration, 𝑃(𝑡), is a unique function of discharge, 𝑄(𝑡). (In 

our case, turbidity is considered a “concentration”.) This relationship has been in use at 
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least since Campbell and Bauder [1940] and often takes the form of a power law 

function, where 𝑎 and 𝑏 are fitting parameters.  

 𝑃(𝑡) = 𝑎𝑄(𝑡)𝑏 (2.1) 

Parameter 𝑏 is dimensionless, and parameter 𝑎 has dimensions that are dependent on 𝑏, 

[𝑀/𝐿3][𝑁/𝐿3]𝑏, assuming dimensions of [𝑀/𝐿3] and [𝐿3/𝑁] for 𝑃(𝑡) and 𝑄(𝑡), 

respectively [Syvitski et al., 2000].3 Despite the widespread observation that 

concentration is not a unique function of discharge and that the power law model cannot 

represent looped behavior, basic rating curves are still commonly used. 

VanSickle and Beschta [1983] recognized that, together with streamflow, 

sediment supply exerts a dominant control on catchment sediment yield patterns. They 

presented a modification of the basic rating curve (equation (2.2)) by the inclusion of a 

washout function, 𝑔[𝑁(𝑡)], which is a function of sediment supply, 𝑁(𝑡) (tracked using 

equation (2.4)). This allows for a looped relationship between discharge and 

concentration as the supply decreases (washes-out) throughout the event. Their chosen 

function for 𝑔[𝑁(𝑡)] was a simple capacitor-like relationship (equation (2.3)), although 

they noted that other functions could be used, and the exact form is probably not critical. 

 𝑃(𝑡) = 𝑎𝑄(𝑡)𝑏 ∙ 𝑔[𝑁(𝑡)]  (2.2) 

 where,  𝑔[𝑁(𝑡)] = 𝑝 ∙ exp �𝑟 𝑆(𝑡)
𝑆0
� (2.3) 

 and,  𝑑𝑆(𝑡)
𝑑𝑡

= −𝑄(𝑡) ∙ 𝑃(𝑡) (2.4) 

                                                      
 

3 where M = mass, L = length and T = time. 
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This model contains five fitting parameters (𝑎, 𝑏, 𝑝, 𝑟, 𝑁0) and involves iteratively solving 

for the initial sediment supply (𝑁0) for each hydrologic event. Parameter 𝑎 again has 

dimensions of [𝑀/𝐿3][𝑁/𝐿3]𝑏, 𝑁0 has dimensions of [𝑀], and 𝑏, 𝑝 and 𝑟 are 

dimensionless. This model was further explored in several studies [e.g., Asselman, 1999; 

Vongvixay et al., 2010], but uncertainty in how to deal with the initial sediment supply 

term remains a problem. 

Several studies have modeled stream hysteresis of dissolved solutes [House and 

Warwick, 1998], suspended sediment [Krueger et al., 2009; Eder et al., 2010] and 

sediment associated compounds [Bowes et al., 2005] by including an event model term 

related to the local slope of the hydrograph (first time-derivative of discharge). This falls 

in line with concept of “first-flush”, allowing rapid resuspension and transport of 

sediment on the rising limb of the hydrograph in response to flow and energy conditions. 

Krueger et al. [2009] utilized this concept for sediment-discharge hysteresis modeling 

using: 

 𝑃(𝑡) = 𝑎𝑄(𝑡)𝑏 + 𝑐 𝑑𝑑(𝑡)
𝑑𝑡

 (2.5) 

in which 𝑎, 𝑏, and 𝑐 are fitting parameters corresponding to the slope, curvature and 

size/direction of the hysteresis loop, respectively. Parameter 𝑐 has dimensions of 

[𝑀/𝐿3][𝑁2/𝐿3]. This model performed well for the small hysteresis loops in Krueger et 

al. [2009], but was unable to fully capture the extent of rapid flushing at the onset of 

some events. 
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2.2.2 Study Objectives 
The number of locations where co-located discharge and high temporal resolution 

turbidity data are collected has increased in recent years. These data allow both a detailed 

analysis of each turbidity event and the comparison of the response characteristics of 

many different catchments across the U.S. The purpose of this study was to evaluate the 

skill of several existing loop models and to improve the performance by combining 

elements of existing models into a new model for individual event loop shape 

characterization for catchments of varying size and characteristics. To achieve this, 

hydrologic events and resulting turbidity-discharge loops were identified using data 

collected between 2007 and 2013 from 20 Mid-Atlantic catchments. These turbidity-

discharge loops were fit to several event models with varying numbers of fitting 

parameters. Additionally, we set out to test the utility of a power law (rating curve) 

parameter decorrelation method that we hypothesized would assist in physical 

interpretation of fitting parameter values. 

 Methods 2.3

2.3.1 Loop Modeling 
Existing loop models have generally used either a supply-based or a flow/energy-

based approach to fit loop shapes; however, as discussed above, turbidity response is a 

combination of both these processes that varies by catchment and over time. This study 

utilizes both the local slope of the hydrograph and event supply dynamics to develop a 

loop model with more universal applicability and improved accuracy of fit. Table 2.1 

shows the five models explored in this study. Model M1 is the basic power law rating 

curve (included here for comparison even though it cannot represent a loop), M2 is the 

Krueger et al. [2009] hydrograph slope-based model and M3 is an adaptation of the 
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VanSickle and Beschta [1983] supply-based model. Models M4 and M5 are new loop 

models introduced in this study. They include both slope and supply terms and differ only 

in the manner in which the supply term is applied.  

Models M3, M4 and M5 contain an 𝑒−𝑟𝑟 term, in which 𝑟 is the rate at which 

materials contributing to turbidity (i.e., the “supply pool”) is depleted and is constrained 

to be greater than zero. The 𝑒−𝑟𝑟 term decreases from a value of unity towards zero 

throughout the event in proportion to the volume of water discharged. It does not directly 

contain information on the magnitude of initial supply, although this could be added at 

the expense of an additional fitting parameter (as in the original VanSickle and Beschta 

[1983] model formulation). 

Table 2.1.  Loop models. 
Model Model Equation a-b Decorrelated Model Equation 

M1 𝑁𝐹𝑃𝑇(𝑡) = 𝑎1𝑄(𝑡)𝑏1 𝑁𝐹𝑃𝑇(𝑡) = 𝑎1,0 �
𝑄(𝑡)
𝑄1,0

�
𝑏1

 

M2 𝑁𝐹𝑃𝑇(𝑡) = 𝑎2𝑄(𝑡)𝑏2 + 𝑐2
𝑑𝑄(𝑡)
𝑑𝑡  𝑁𝐹𝑃𝑇(𝑡) = 𝑎2,0 �

𝑄(𝑡)
𝑄2,0

�
𝑏2

+ 𝑐2
𝑑𝑄(𝑡)
𝑑𝑡  

M3 𝑁𝐹𝑃𝑇(𝑡) = 𝑎3𝑄(𝑡)𝑏3𝑒−𝑟3𝑟(𝑡) 𝑁𝐹𝑃𝑇(𝑡) = 𝑎3,0 �
𝑄(𝑡)
𝑄3,0

�
𝑏3
𝑒−𝑟3𝑟(𝑡) 

M4 𝑁𝐹𝑃𝑇(𝑡) = 𝑎4𝑄(𝑡)𝑏4𝑒−𝑟4𝑟(𝑡) + 𝑐4
𝑑𝑄(𝑡)
𝑑𝑡  𝑁𝐹𝑃𝑇(𝑡) = 𝑎4,0 �

𝑄(𝑡)
𝑄4,0

�
𝑏4
𝑒−𝑟4𝑟(𝑡) + 𝑐4

𝑑𝑄(𝑡)
𝑑𝑡  

M5 𝑁𝐹𝑃𝑇(𝑡) = �𝑎5𝑄(𝑡)𝑏5 + 𝑐5
𝑑𝑄(𝑡)
𝑑𝑡 � 𝑒−𝑟5𝑟(𝑡) 𝑁𝐹𝑃𝑇(𝑡) = �𝑎5,0 �

𝑄(𝑡)
𝑄5,0

�
𝑏5

+ 𝑐5
𝑑𝑄(𝑡)
𝑑𝑡 � 𝑒−𝑟5𝑟(𝑡) 

 where,  𝑉(𝑡) = ∫ 𝑄(𝑡)𝑑𝑡 ≅𝑇
0 ∑ 𝑄𝑖∆𝑡𝑇

𝑖=0  where,  𝑎𝑛,0 = 𝑎𝑛�𝑄𝑛,0�
𝑏𝑛 

Note: 𝑄 = discharge; 𝑁𝐹𝑃𝑇 = turbidity; 𝑎𝑛,𝑏𝑛, 𝑐𝑛, 𝑟𝑛 = fitting parameters for model 𝑛; 𝑄𝑛,0 = decorrelation 
scaling factor for model 𝑛; 𝑎𝑛,0 = decorrelated parameter 𝑎𝑛. 
 

In this study, discharge is normalized to drainage area prior to model fitting, 

resulting in discharge units of (𝑘/𝑠) (here as �(𝑘3/𝑠)/𝑘𝑘2� for convenience), and 

turbidity is treated as a “concentration”, having units of (𝐹𝑁𝐹). The resulting units for 𝑎, 
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𝑏, 𝑐 and 𝑟 are (𝐹𝑁𝐹(𝑠/𝑘)𝑏) (here as �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏�), unitless, �𝐹𝑁𝐹(𝑠2/𝑘)� 

and (𝑘−1), respectively. 

2.3.2 Parameter Decorrelation 

All models used in this study include a power law term of the form 𝑎𝑄𝑏 and 

consequently, because 𝑄 is dimensional, the dimension of 𝑎 is dependent on the value of 

𝑏. In fact, an inherent correlation between 𝑎 and 𝑏 has been observed in many studies in 

the hydrologic literature [Thomas, 1988; Asselman, 2000; Syvitski et al., 2000] as well as 

for power law relationships in other fields (e.g., fatigue crack growth, [Cortie, 1991; 

Zilberstein, 1992]; blood viscosity [Hussain et al., 1999a, 1999b]). This correlation is 

problematic for identifying the underlying behavior of each parameter individually and 

limits the physical interpretation of parameter values. 

Here we utilize the methods of Bergner and Zouhar [2000] to transform 𝑎𝑄𝑏 into 

a dimensionally simpler form through the use of a 𝑄-dimensioned scaling factor, 𝑄0. Our 

reasons for doing this are twofold—to remove the parameter-dependent dimensions of 𝑎 

and to decorrelate the values of 𝑎 and 𝑏.  

 𝑁𝐹𝑃𝑇 = 𝑎0 �
𝑑
𝑑0
�
𝑏
 (2.6) 

 where,  𝑎0 = 𝑎(𝑄0)𝑏 (2.7) 

Parameter 𝑎, originally having units of �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏�, is thus transformed into 

𝑎0, with units of (𝐹𝑁𝐹), which are independent of the value of 𝑏. The key aspect of this 

transformation that results in the decorrelation of 𝑎 and 𝑏 is choosing the value of the 

scaling factor, 𝑄0, such that the correlation between 𝑎0 and 𝑏 will vanish (𝑟 = 0). Using 
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the relationship for the correlation coefficient, 𝑟, Bergner and Zouhar [2000] derived an 

explicit equation to calculate the necessary value of 𝑄0 (equation (2.8)). In our 

application of this approach, 𝑄0 is calculated for each gage for each model using: 

 𝑄0 = 10
−�

∑ �𝑏𝑗−𝑏��𝑙𝑙𝑙�𝑎𝑗/𝑎𝑙�𝑘
𝑗=1

∑ �𝑏𝑗−𝑏��
2𝑘

𝑗=1

�

 (2.8) 

 where,  𝑎𝑔 = �∏ 𝑎𝑗𝑘
𝑗=1 �

1
𝑘 (2.9) 

𝑗 is the gage event index, 𝑘 is the total number of individual events for the gage, 𝑏� is the 

mean of the 𝑏 values for the gage and 𝑎𝑔 is the geometric mean of the 𝑎 values for the 

gage. For each model, this requires first fitting all of the events using the untransformed 

model, then using the fitted values of 𝑎 and 𝑏 to calculate 𝑄0, which is then used to 

transform the values of 𝑎 into 𝑎0. The actual model fit to the observations and all other 

parameter values (including 𝑏) remain unchanged. Table 2.1 shows the model equations 

following power law parameter decorrelation. 

2.3.3 Data and Hydrologic Event Identification 
This study utilizes discharge and turbidity data available from the U.S. Geological 

Survey (USGS, parameter codes 00060 and 63680, respectively). These datasets are 

typically recorded at 15-minute or 30-minute intervals. Discharge and turbidity data were 

aligned to a synchronous timescale and linear interpolation was used to fill small data 

gaps. The local slope of the hydrograph (𝑑𝑄/𝑑𝑡) was calculated using the central 

difference method (equation (2.10)) and smoothed using a Savitzky-Golay filter [Savitzky 

and Golay, 1964]. 
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𝑑𝑑𝑖
𝑑𝑡

= 𝑑𝑖+1−𝑑𝑖−1
2∆𝑡

 (2.10) 

Hydrologic events were identified as peaks in the discharge time-series using an 

automated peak detector program within LabVIEW (2012 SP1, National Instruments). 

The event window associated with each peak was assumed to extend from 0.5N days 

prior to the time of discharge peak to N days following the peak. The value of N was 

calculated according to equation (2.11) [Sloto and Crouse, 1996], where A is the drainage 

area in square miles and N is the duration of surface runoff in days.  

 𝑁 = 𝑀0.2 (2.11) 

This window typically accommodated the range from prior baseflow conditions of 

discharge and turbidity, the full turbidity response (which often reached a maximum prior 

to the peak in discharge), and the return to baseflow conditions for both discharge and 

turbidity following the hydrologic event. The exception within this study is the 

Pamunkey River (gage G17, Table 2.2), which required a larger window (2x 0.5N  = N) 

on the leading side of the discharge peak to capture the full discharge and turbidity event 

response. Events were individually screened to eliminate those for which part of the data 

record was incomplete.  

2.3.4 Study Sites 

Twenty gages from the Mid-Atlantic region of the United States were used in this 

study (Figure 2.1 and Table 2.2). The Mid-Atlantic region is characterized by several 

large rivers draining to estuaries (i.e., Chesapeake Bay and Delaware Bay) with adjacent 

dense urban areas. Also present are expansive rural areas of predominantly deciduous 

forests and areas of agricultural activity. Water quality issues, including suspended 
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sediment and excessive nutrients, are present in this region [Phillips, 2002]. Several of 

the catchments are nested and some are subject to flow regulation. The period of record 

for the discharge and turbidity data used for the 20 gages varied from approximately 2 to 

5 years within the 2007-2013 time period (Table A 1). The gages were numbered from 

G1 to G20 in order of smallest to largest drainage area. 

 

Figure 2.1.  Map of gage locations (triangles) and catchment outlines (shaded areas), showing (a) 
catchment locations within the U.S., (b) gages and catchments relative to each other, and (c-d) gage 
and catchment detail. 

 

There are some caveats of this set of gages that should be considered in the 

interpretation of the study results: (1) similar sized catchments tended to be grouped 

geographically (particularly the small catchments in this set) and (2) land cover 

characteristics tended to vary with catchment size (i.e., the smallest catchments are in 
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predominantly urban areas, while the largest catchments are mostly forested). Detailed 

information on topographic, land cover, soil and flow characteristics of these catchments 

can be found in the Table A 1 of Appendix A. 

Table 2.2.  Study gages. 
Gage USGS ID Stream Drainage Area (𝑘𝑘2) 

G1 01646305 Dead Run 5.31 
G2 01645762 S F Little Difficult Run 7.02 
G3 01656903 Flatlick Br. 10.9 
G4 01645704 Difficult Run 14.2 
G5 01649190 Paint Br. 33.9 
G6 01480300 W Br. Brandywine C. 48.4 
G7 01473169 Valley C. 53.8 
G8 01480617 W Br. Brandywine C. 143 
G9 01472157 French C. 153 
G10 01480700 E Br. Brandywine C. 157 
G11 01649500 NE Br. Anacostia R. 188 
G12 01480870 E Br. Brandywine C. 233 
G13 01632900 Smith C. 242 
G14 01481000 Brandywine C. 743 
G15 01481500 Brandywine C. 813 
G16 01400500 Raritan R. 1269 
G17 01673000 Pamunkey R. 2799 
G18 01608500 S Br. Potomac R. 3847 
G19 02035000 James R. 16199 
G20 01463500 Delaware R. 17553 
Note: River, R.; Creek, C.; Branch, Br.; 

 

2.3.5 Model Fitting and Evaluation 
For each hydrologic event, models M1-M5 were fit independently using non-

linear curve fitting with the trust-region dogleg (TRDL) algorithm and least-squares 

minimization (LabVIEW 2012 SP1, National Instruments). Values of 𝑟 in M3-M5 were 

constrained to be greater than or equal to zero, but all other fitting parameters were free 

to take all values. 

The primary metric of evaluation and comparison used in this study is the Nash-

Sutcliffe Efficiency (𝑁𝑁𝑁) [Nash and Sutcliffe, 1970]: 
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 𝑁𝑁𝑁 = 1 − ∑ (𝑦𝑖−𝑦𝚤� )2𝑛
𝑖=1
∑ (𝑦𝑖−y�)2𝑛
𝑖=1

 (2.12) 

where 𝑦𝑖 is the observed value, 𝑦𝚤�  is the predicted value and 𝑦� is the mean of the observed 

values for the event. The 𝑁𝑁𝑁 is dimensionless and ranges from -∞ to 1, with values 

greater than zero indicating that the fit is better than the mean of the observations. 

 Results 2.4

2.4.1 Event Turbidity Magnitude and Timing 
A total of 1559 turbidity events from the 20 gaged stations were identified and 

retained for further analysis. The numbers of events for individual gages ranged from 28 

to 149 and are shown in Figure 2.2. Although the primary goal of this research was to 

examine looped turbidity-discharge behavior, the general character of the event turbidity 

behavior observed at these gages is summarized here using simple metrics of magnitude 

and timing.  

Individual event peak turbidity and peak discharge (scaled by drainage area) by 

gage and season are shown in Figure 2.2. Peak discharge generally ranged from ~0.01–1 

(𝑘3/𝑠)/𝑘𝑘2 and peak turbidity from ~10–1000 𝐹𝑁𝐹. The values of peak turbidity show 

some leveling off around 1000 𝐹𝑁𝐹, which is the approximate upper limit of the sensor. 

Thus, it is likely a few of the highest peak turbidities for several gages are 

underestimated. Figure 2.2 shows there are generally strong correlations between peak 

turbidity and peak discharge for all gages, with individual gages displaying more or less 

scatter in the relationship. The correlation is particularly good for Winter (Jan/Feb/Mar; 

mean correlation 0.82) and Fall (Oct/Nov/Dec; mean correlation 0.73) events, whereas 

events from Spring (Apr/May/Jun; mean correlation 0.70) and Summer (Jul/Aug/Sep; 
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mean correlation 0.68) are often more scattered, particularly towards higher peak 

turbidity values. This is consistent with the observations of Lawler et al. [2006], who 

found that the correlation between event peak turbidity and peak discharge shifted in 

slope and intercept through the course of a season (March – May). Seasonal changes in 

this relationship may be a reflection of differences in sediment sources, availability and 

transport, which may be related to seasonal changes in precipitation (e.g., intensity), 

antecedent moisture conditions and vegetation influences (e.g., attenuation and 

stabilization) [Lana-Renault and Regüés, 2009; Giménez et al., 2012; Eder et al., 2014]. 

Overall, the results shown in Figure 2.2 confirm that there is a strong relation between 

discharge and turbidity event magnitude for these gages and support the use of discharge 

in event turbidity modeling. 

 

Figure 2.2.  Scatterplots of event peak turbidity and peak discharge (scaled by drainage area) with 
individual gages shown on separate panels. Each data point corresponds to an individual event with 
the total number of events per gage (n) indicated. Event markers indicate season in which the event 
occurred; Winter (Jan/Feb/Mar), Spring (Apr/May/Jun), Summer (Jul/Aug/Sep) and Fall 
(Oct/Nov/Dec). 
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The discharge-turbidity centroid-to-centroid lag time (where here centroid is 

equivalent to the center of mass), represented here as 𝑡𝑐𝑐 (ℎ𝑜𝑜𝑟𝑠), was used to 

characterize the timing of the event turbidity response. Positive values of 𝑡𝑐𝑐 indicate how 

much the turbidity centroid follows, or lags, the discharge centroid. The dominance of 

negative values of 𝑡𝑐𝑐 in Figure 2.3a shows that for these gages, the event turbidity 

primarily leads the discharge. As catchment drainage area increases (from left to right 

across the figure—gages are numbered by increasing drainage area), the typical lead time 

generally increases (𝑡𝑐𝑐 becomes more negative) and a greater range of timing behavior is 

observed (overall box and whisker length). A strong correlation exists when gage mean 

𝑡𝑐𝑐 is plotted against catchment drainage area (Figure 2.3b), indicating that while there is 

event-to-event variability in 𝑡𝑐𝑐 (Figure 2.3a), the mean catchment behavior is predictable 

in terms of drainage area. 

 

Figure 2.3.  (a) Boxplots of event centroid-to-centroid discharge-turbidity lag (𝒕𝒄𝒄 ) by gage; negative 
values indicate the centroid of turbidity leads the centroid of discharge. Boxes contain the middle 
50% of the data (with the median shown as a line within the box), whiskers extend to nearest data 
point within 1.5 box lengths from box edge and stars denote events which fall outside of the upper 
and lower whiskers. (b) Gage mean 𝒕𝒄𝒄 as related to catchment drainage area. Each point represents 
a gage. 
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2.4.2 Turbidity-Discharge Loop Modeling 
Several example loop events and model fits are shown in Figure 2.4. Although 

these are just a few events out of the total 1559 shown, they were chosen to summarize 

many aspects of the general ability of the loop models to fit the data. For relatively 

simple discharge and turbidity loops (Figure 2.4a and Figure 2.4b), a generally good fit 

can be achieved with a 3-parameter model (M2 or M3). Particular catchments are better 

fit using the supply-based model (M3), as in Figure 2.4a, while the dominant loop shape 

of some catchments is more suited for hydrograph slope-based model (M2), as in Figure 

2.4b. For simple events there is little gain in fitting ability by increasing model 

complexity to a 4-parameter model (M4 and M5). However, the use of a 4-parameter 

model allows a broader range of events to be fitted with a single model (both Figure 2.4a 

and Figure 2.4b loops for example). For other events (Figure 2.4c and Figure 2.4d), the 

combination of both the supply-based and hydrograph slope-based terms in the model 

(both M4 and M5) allows a better fit than either term alone (as in M2 and M3). 

Specifically in these examples, M4 and M5 allow the representation of a loop shape 

resulting from an event with an unequal number of discharge and turbidity peaks. Despite 

the advances in fitting capability offered by the 4-parameter models M4 and M5, there 

remain some complex events (Figure 2.4e for example), accounting for ~10% of the 

dataset, whose looped shape cannot be mimicked by any of the models evaluated here.  
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Figure 2.4.  Example event data and model fits. (a) Raritan R. (G16) event #20, (b) French C. (G9) 
event #100, (c) Pamunkey R. (G17) event #57, (d) WB Brandywine C. (G6) event #34, and (e) Smith 
C. (G13) event #20. Bold outline indicates the best model(s) for each event shown. 

 

The loop models were quantitatively evaluated and compared using the Nash-

Sutcliffe Efficiency (𝑁𝑁𝑁) (equation (2.12)). Figure 2.5 shows individual event 𝑁𝑁𝑁 for 

each model and each gage in the form of boxplots. In general, the larger catchments 

(towards the right on Figure 2.5) have lower median model 𝑁𝑁𝑁 and greater event 𝑁𝑁𝑁 

variability (overall box and whisker length), the strong exception being G18. Larger 

catchments also display some of the largest increases in median 𝑁𝑁𝑁 with increasing 

model complexity (moving from left to right within each cluster of five boxplots for a 
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gage). This is in part due to the fact that events from the larger catchment gages nearly 

always displayed strong looped behavior, whereas the small and mid-sized catchments 

often had narrower loops and occasional non-looped events. Therefore, going from the 

simple power law model (M1) to models increasingly capable of representing loops 

offered the greatest improvement for these gages. 

Comparing the 3-parameter models (M2 and M3) to the simple rating curve (M1), 

we see that model M2 has a higher median NSE than M3 for most of the gages from G1 – 

G15; whereas, the opposite (M3>M2) is generally true for gages G16 – G20. This 

suggests that for the gages included in this study, the inclusion of a supply-based term in 

the model better reflects the turbidity dynamics of the larger catchments; whereas, the 

addition of a hydrograph slope-based term is superior for the mid-sized and smaller 

drainage areas. 

 

Figure 2.5.  Boxplot of 𝑵𝑵𝑵 for each model (M1-M5) by gage. Each cluster of five boxes corresponds 
to models M1-M5, in order from left to right, for the gage shown below the cluster. Boxes contain the 
middle 50% of the data (with the median shown as a line within the box), whiskers extend to nearest 
data point within 1.5 box lengths from box edge and stars denote events which fall outside of the 
upper and lower whiskers. 
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Models M4 and M5 (the 4-parameter models) have a similar 𝑁𝑁𝑁 median and 

variability for most gages. The median model 𝑁𝑁𝑁 of the 4-parameter models, by gage, is 

0.001 – 0.065 higher than the best 3-parameter model (M2 or M3). The gages that show 

the greatest improvement in using a 4-parameter model over a 3-parameter model are 

several of the smallest (G2, G3 & G4) and largest (G17, G19 & G20) catchments 

included in this study. These gages had a generally higher occurrence of complex, multi-

peaked events. For the small, urban catchments precipitation is transformed into 

discharge with little dampening or smoothing, resulting in increased event discharge and 

turbidity complexity. The effects of spatially non-uniform precipitation and channel 

routing become more important in large catchments, influencing the number of peaks 

within a single event. In both of these cases, the 4-parameter models offered the greatest 

improvement over the 3-parameter models. 

2.4.3 Loop Model Parameters 

Values of parameter 𝑎 were decorrelated from parameter 𝑏 for each catchment 

and each model. Figure 2.6 shows the results of the parameter decorrelation for all 

catchments and model M4; the results for the other models were similar. Initial model 

parameters 𝑎4 and 𝑏4 show a strong correlation (Figure 2.6a), with 𝑎4 varying by over 12 

orders of magnitude across the 20 gages. Through the use of the 𝑄4,0 scaling factor 

(calculated from values of 𝑎4 and 𝑏4), 𝑎4 is transformed into 𝑎4,0 with units of (𝐹𝑁𝐹) 

and only 4 orders of magnitude variation across the 20 gages (Figure 2.6b).  

Figure 2.7 shows the calculated values of 𝑄𝑛,0 for each model and each of the 

study gages. As catchment size increases (left to right across Figure 2.7), the value of 
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𝑄𝑛,0 tends to decrease. For individual gages, the values of  𝑄𝑛,0 for the five models are 

generally consistent. This largely model-independent behavior of the calculated scaling 

factor suggests that for the turbidity-discharge relationships examined here, 𝑄𝑛,0 behaves 

as an intrinsic characteristic of the catchment.  

 

Figure 2.6.  Scatterplots by gage of (a) 𝒃𝟒 (−) vs. 𝒂𝟒  �𝑭𝑵𝑭�𝒌𝒌𝟐(𝒔/𝒌𝟑)�
𝒃𝟒
� and (b) 𝒃𝟒 (−) vs. 

𝒂𝟒,𝟎 (𝑭𝑵𝑭). Each marker represents an individual hydrologic event. 
 

 

Figure 2.7.  Calculated values of 𝑸𝒏,𝟎 for each model and gage. Each cluster of 5 bars corresponds to 
models M1-M5, in order from left to right. 
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The decorrelation of 𝑎 from 𝑏 should allow the underlying relationships between 

the power law coefficient, 𝑎0, and catchment and/or event characteristics to be better 

understood. Figure 2.8 shows a simple comparison of model M4 seasonal behavior 

between original and decorrelated parameters 𝑎4 and 𝑎4,0 for gages G16 and G9. Weak 

seasonality of 𝑎4 is visible in these example gages with a peak around April-May (not 

considering sparse high values). However, 𝑎4,0 displays more distinct seasonal behavior 

with a strong peak in July. The scatter present in Figure 2.8 shows that, in addition to the 

apparent seasonal pattern, there are other factors (e.g., event magnitude, antecedent 

moisture conditions, etc.) influencing the parameter values. While further investigation is 

required to determine the extent of the improvement in power law (rating curve) 

parameter interpretation provided by decorrelation, these results suggest that such an 

investigation is worth undertaking. 

 

Figure 2.8.  M4 model parameters 𝒂𝟒,𝟎, 𝒂𝟒, and 𝒃𝟒 by month for gages G16 and G9. Data points are 
individual events and the trendline is a LOWESS smoother.  
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 Discussion and Conclusions 2.5
The increasing availability of high temporal resolution, co-located turbidity and 

discharge data provides an opportunity for more-detailed examination of the factors that 

control individual event turbidity behavior. Our objective here was to evaluate the skill of 

several existing loop models and to improve performance by combining elements of 

existing models into a new model for individual event loop shape characterization for 

catchments of varying size and characteristics. To accomplish this, the primary drivers of 

turbidity behavior, namely source material supply and event-driven transport, were 

considered. Our research suggests that a more general model, including both terms, 

allows characterization of a wide range of simple and complex events. This increased 

applicability provides a foundation for characterizing observed loop shapes, supporting 

the larger goal of understanding the physical controls on turbidity-discharge hysteretic 

behavior. 

Previous turbidity-discharge studies have generally used one of two types of 

mathematical loop models, one based on the local slope of the hydrograph [Krueger et 

al., 2009, 2012; Eder et al., 2010] and one based on the evolution of the “supply pool” 

throughout the event [VanSickle and Beschta, 1983; Asselman, 1999]. However, in these 

studies the models were tested primarily on very small (~100 𝑘𝑘2) catchments 

[VanSickle and Beschta, 1983; Eder et al., 2010] and field-scale (~10-2 𝑘𝑘2) sites 

[Krueger et al., 2009; Eder et al., 2010], with the exception of supply-based modeling for 

events on the Rhine River (~105 𝑘𝑘2) [Asselman, 1999]. The current study evaluated 

these two loop models using a group of 20 gages with catchments ranging in size from 

100 to 104 𝑘𝑘2. These models were able to represent the main features of various simple 
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looped events, with the hydrograph slope-based model capable of producing both 

clockwise and counter-clockwise loops, while the supply-based model could only form 

clockwise loops (when parameter 𝑟 is constrained to be greater than zero). In general, it 

was found that the supply-based model was better able to fit the event shapes from the 

larger catchments included in the study (~103 – 104 𝑘𝑘2), whereas, the hydrograph slope-

based model was more appropriate for the small and mid-sized catchments (~100 – 103 

𝑘𝑘2). 

We formulated two new models, incorporating the primary aspects of the existing 

models. These new loop models included both the hydrograph slope term (𝑐𝑑𝑄/𝑑𝑡) and 

the exponential supply term (𝑒−𝑟𝑟) and differed only in the manner in which terms were 

combined (i.e., in one model the supply term was applied only to the discharge portion of 

the equation, while in the other it was applied to both the discharge and hydrograph slope 

portions of the model). The results show that for relatively simple loops, resulting from a 

single discharge and turbidity peak, the new models were not significantly better than the 

existing supply-based and hydrograph slope-based models. However, by including both 

supply and hydrograph slope terms, the new models were able to represent a much 

broader range of simple loop behaviors (for example, both the tear-drop shape of Figure 

2.4a and the triangular loop of Figure 2.4b). Additionally, the new models showed 

superior capabilities for fitting many more complex shapes (Figure 2.4c and Figure 2.4d). 

In general, applying the supply term to the hydrograph slope portion of the model 

(𝑐(𝑑𝑄/𝑑𝑡)𝑒−𝑟𝑟), as in model M5, generally did not improve model performance over 

model M4, therefore the simpler model (M4) is suggested as the preferred approach. 

Model M4 can be summarized by the following equations: 
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 𝑁𝐹𝑃𝑇(𝑡) = 𝑎0 �
𝑑(𝑡)
𝑑0
�
𝑏
𝑒−𝑟𝑟(𝑡) + 𝑐 𝑑𝑑(𝑡)

𝑑𝑡
  (2.13) 

 where,  𝑉(𝑡) = ∫ 𝑄(𝑡)𝑑𝑡 ≅𝑇
0 ∑ 𝑄𝑖∆𝑡𝑇

𝑖=0  (2.14) 

 and,  𝑎0 = 𝑎(𝑄0)𝑏 (2.15) 

Although this model contains an additional fitting parameter as compared to 

either of the two existing models alone, it does not contain any “new” parameters, but 

instead leverages those that have been used previously. Both the supply and event-driven 

transport are believed to be primary drivers of turbidity behavior, and as a result, both 

terms are needed in equation (2.13) to represent the complexity of the processes involved. 

 Some complex event shapes proved challenging for all of the models tested here, 

despite the improved capabilities of the new models. These events typically had differing 

numbers of discharge and turbidity peaks. Multi-peaked events with different numbers 

sediment and discharge peaks have previously proved challenging in loop modeling 

studies [Eder et al., 2010]. With some events (e.g., Figure 2.4c and Figure 2.4d) the new 

model was able to produce at least moderately skilled fitting; however, with other events 

this was not the case (e.g., Figure 2.4e). It was observed with the data used in this study 

that multiple turbidity peaks were often associated with multiple rainfall periods during a 

single discharge event. It is likely that including precipitation in addition to discharge in 

the event model would improve model fits for these complex cases. Another possible 

enhancement to the model is the explicit addition of a “lag” in the arrival of event 

turbidity response. The data in Figure 2.3b indicate that lag time correlates well with 

drainage area (𝑟2 ≅ 0.9), which suggests that the addition of this term might represent an 
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approach to improve model performance; however, there is significant scatter in lag time 

from event-to-event (Figure 2.3a) and additional work will be required to assess the 

potential of this approach. 

This study employed a power law parameter decorrelation method using a 

discharge-dimensioned scaling factor (𝑄0) unique to each catchment. In doing this, we 

were able to transform the power law coefficient, 𝑎 with units of  �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏�, 

into 𝑎0, which has simpler units of (𝐹𝑁𝐹) and is independent from the power law 

exponent, 𝑏. Furthermore, this method allowed the decorrelation of parameters 𝑎 and 𝑏, 

which has been suggested [Bergner and Zouhar, 2000] to improve their physically-based 

interpretation. Within this study, we compared the seasonal trends of the power law 

parameters (Figure 2.8), and the results show that 𝑎0 and 𝑏 display distinct, and 

independent, seasonal behavior. While further investigation is required to determine the 

full extent of benefits power law parameter decorrelation provides, these results are 

encouraging. In addition, for the catchments examined here, the values of 𝑄0 were quite 

constant among all of the models, and thus it is hoped that they can be interpreted as an 

intrinsic characteristic of the catchment. 

While no significant attempt towards physical interpretation of model parameters 

was presented here, the model resulting from this study (M4) lends itself to future work 

in this regard. Turbidity behavior is diverse, varying largely in loop size, shape and 

direction across time and space. Existing loop models fail to differentiate between 

various nuances of loop shape and thus fall short of extracting some of the information of 

the loop. With the model used here, the loop is described using two terms, 𝑐 and 𝑟, while 
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the overall position on the turbidity-discharge plot is described by 𝑎 and 𝑏. The 

combination of both 𝑐 and 𝑟 provides greater discrimination and description of loop 

shape than either term alone. Future research is expected to link the magnitude of these 

parameters with catchment and hydrologic controls on turbidity sources and behavior 

based on catchment and event-based hydrologic characteristics.  
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 Abstract 3.1
Stream turbidity behavior during hydrologic events varies from stream-to-stream 

as well as from event-to-event for a particular stream. To better understand this 

variability, stream turbidity during 5928 hydrologic events from 110 U.S. gages was 

modeled. The resulting fitted model parameters were used to explore relationships 

between stream turbidity and catchment characteristics, including geographic location. In 

general, land cover characteristics and stream baseflow index had the best correlations 

with model parameters. Cluster analysis was used to identify groups of gages with similar 

model parameter values. This elucidated some regional patterns, particularly dividing the 

west coast gages from the gages in the eastern half of the U.S. The results of this research 

suggest that prediction of typical event turbidity behavior using catchment characteristics 

may be possible. 
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 Introduction  3.2
Stream turbidity during hydrologic events (i.e., the turbidigraph) is a reflection of 

active catchment and hydrologic processes and their relative degrees of influence [Seeger 

et al., 2004; Mukundan et al., 2013b]. These processes vary over time and space (i.e., 

both within a catchment and between catchments) and result in a diverse array of 

observed turbidigraph shapes [Seeger et al., 2004; Lawler et al., 2006; Eder et al., 2010; 

Mukundan et al., 2013b]. Figure 1.1 in Chapter 1 provides an example of observed event-

to-event variability in stream turbidity for a single stream gage site. Efforts to examine 

the factors influencing turbidigraph shape have generally been limited to <30 events from 

at most a few catchments in a given study [e.g., Seeger et al., 2004; Lawler et al., 2006; 

Eder et al., 2010; Mukundan et al., 2013], and a systematic evaluation of many events 

from a large sample of catchments to explore the factors driving turbidigraph variability 

and dominant catchment behavior has not yet been undertaken (in the spirit of Gupta et 

al. [2014]).  

The objective of this study was to explore how turbidigraph shapes vary across 

U.S. streams. To accomplish this we utilized an empirical model to describe observed 

turbidity behavior during hydrologic events. This approach allowed the quantitative 

characterization of turbidigraph shape in the context of the hydrograph shape, which was 

important due to the strong linkage between streamflow and stream turbidity. 

Additionally, utilizing an event-based model supported the comparison of a large number 

of events. By applying the event turbidity model to many streams with diverse 

characteristics, we were able to explore the relationships that exist between the resulting 



38 
 

model parameters and the observable catchment characteristics. Additionally, model 

parameters were mapped to observe any regional patterns that may be present. 

 Methods 3.3

3.3.1 Study Gages and Datasets 
A total of 110 gages located across the contiguous U.S. were used in this study 

(Figure 3.1 and Table B 1 of Appendix B). Selection of these gages was made by 

considering all gages for which U.S. Geological Survey (USGS) discharge (i.e., 

streamflow) and turbidity data were available for the same time period for at least one 

full year. Several gages were then discarded due to extensive flow regulation or 

withdrawal. Some multigaged and nested catchments were included, accounting for 

~20% of the dataset. There were no suitable gages in the western half of the country 

outside of the west coast region, resulting in the large area lacking study gages (Figure 

3.1). A few urban areas have clusters of closely spaced, small drainage area catchments.  

 

Figure 3.1.  Location of 110 gages (triangles) and corresponding catchment outlines (shaded areas). 
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Sub-hourly discharge and turbidity data (codes 00060 and 63680, respectively) 

were obtained from the USGS. The datasets were typically recorded at 15- or 30-minute 

intervals and were interpolated in this study to a common 15-minute timestep. The 

duration of record used for each gage varied from 1 to 6 years, based on data availability, 

within the time period of 2007-2013. Specific details regarding the data time periods used 

for each gage can be found in Table B 1.  

Hydrologic (i.e., discharge) events were identified using an automated peak 

detection program (LabVIEW, National Instruments). Each event window was assumed 

to extend from 0.5𝑁 days prior to the discharge peak to 𝑁 days following the peak, 

where 𝑁 = 𝑀0.2 is the duration of surface runoff in days and 𝑀 is the drainage area in 

square miles [Sloto and Crouse, 1996]. For 11 gages, the size of the event window prior 

to the discharge peak had to be extended by a factor of 2-3 to capture the full event 

discharge and turbidity response. This modification of event window size was made for 

all events from affected gages (i.e., not on an event-by-event basis). The gages where this 

modification was used are identified in Table B 1.  

A total of 29 topographic, morphologic, land cover, soil, climate, impoundment 

and discharge characteristics of the catchment draining to each gage were calculated. 

These characteristics were selected either due to their nature as basic catchment physical 

descriptors or because they are known or believed to be related to sources, sinks and/or 

transport of turbidity-causing materials (e.g., suspended sediment). A description of the 

data sources and methods used in the calculation of these characteristics can be found in 

Section B.2 of Appendix B. A summary of the catchment characteristics for the study 

gages is shown in Table 3.1.  
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Table 3.1.  Summary of the catchment characteristics for the 110 study gages. 
Catchment Characteristic Minimum Mean Median Maximum 

Topography & Morphology     
Gage latitude, LAT (degrees) 28.8487 39.6562 39.0868 48.9748 
Gage longitude, LONG (degrees) -123.318 -91.2646 -86.6598 -71.2703 
Drainage area, DA (km2) 1.24 1804 261 29280 
Shape factor, SF (-) 0.11 0.36 0.33 1.31 
Drainage density, DD (km/km2) 0.57 1.51 1.29 4.70 
Mean catchment slope, SLP (degrees) 0.28 4.28 2.99 20.70 
Mean catchment elevation, ELEV (m) 17 387 280 2847 
Relief, RELIEF (m) 19 527 183 4384 
Relief ratio, RELIEF RATIO (-) 0.00084 0.014 0.0075 0.073 

Land Cover     
Fraction of forest land cover, FOREST (%) 0.2 37.5 33.7 96.7 
Fraction of urban land cover, URBAN (%) 0 28.5 13.3 99.6 
Fraction of agriculture land cover, AG (%) 0 21.5 11.4 88.1 
Fraction of wetland or water land cover, WETWAT (%) 0 3.5 1.8 21.8 

Climate & Soils     
Mean annual temperature, MAT (oC) 4.4 12.2 12.2 21.7 
Mean annual precipitation, MAP (m) 0.26 1.15 1.10 2.66 
Precipitation seasonality index, PSI (-) 0.13 0.31 0.28 0.77 
Aridity index, AI (-) 0.34 1.09 1.00 4.17 
Fraction of type A SCS hydrologic soil group, SOILA (%) 0 4.2 0.5 47.8 
Fraction of type B SCS hydrologic soil group, SOILB (%) 0 42.3 42.1 99.2 
Fraction of type C SCS hydrologic soil group, SOILC (%) 0 34.4 30.5 100 
Fraction of type D SCS hydrologic soil group, SOILD (%) 0 18.8 15.5 77.8 

Impoundments     
Impoundment density, ID (number/km2) 0 1.15 0.84 5.17 
Fraction of impoundment area, IA (%) 0 1.01 0.65 8.68 
Fraction of largest impoundment area, IMA (%) 0 0.29 0.11 4.53 

Discharge     
Runoff ratio, RR (-) 0.033 0.434 0.413 1.500 
Mean annual runoff, MAR (m) 0.025 0.530 0.448 2.614 
Streamflow variability, SV (-) 0.495 2.147 2.030 5.336 
Skewness in daily flows, SKEW (-) 1.106 2.652 2.109 9.079 
Baseflow index, BFI (-) 0.293 0.575 0.568 0.920 
Note: Details regarding source data and calculation methods can be found in Section B.2 of Appendix B. 
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3.3.2 Turbidity-Discharge Event Modeling 

Turbidity (𝑁𝐹𝑃𝑇) during each hydrologic event was modeled using a power-law 

based event model with supply and discharge (𝑄) slope terms [Mather and Johnson, 

2014]: 

 𝑁𝐹𝑃𝑇(𝑡) = 𝑎𝑄(𝑡)𝑏𝑒−𝑟𝑟(𝑡) + 𝑐 𝑑𝑑(𝑡)
𝑑𝑡

 (3.1) 

 where,  𝑉(𝑡) = ∫ 𝑄(𝑡)𝑑𝑡 ≅𝑇
0 ∑ 𝑄𝑖∆𝑡𝑇

𝑖=0  (3.2) 

and 𝑎, 𝑏, 𝑐 and 𝑟 are fitting parameters. Parameter 𝑟 was not permitted to take negative 

values. The local slope of the hydrograph (𝑑𝑄/𝑑𝑡) was calculated using the central 

difference method:  

  
𝑑𝑑𝑖
𝑑𝑡

= 𝑑𝑖+1−𝑑𝑖−1
2∆𝑡

 (3.3) 

and was smoothed using a Savitzky-Golay filter [Savitzky and Golay, 1964]. Discharge 

was scaled to catchment drainage area and therefore had units of �(𝑘3/𝑠)/𝑘𝑘2�. The 

turbidity data used here have units of (𝐹𝑁𝐹) [Anderson, 2005] and are treated as a 

“concentration”. Model parameters 𝑎, 𝑏, 𝑐 and 𝑟 have units of �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏�, 

(−), �𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)� and (𝑘𝑘2/𝑘3), respectively. 

The event turbidity model used here is, by design, fairly complex (as measured by 

the degrees of freedom) and is intended to be applicable for varied turbidigraph shapes 

resulting from diverse catchment characteristics (e.g., size, climate, land cover) and 

individual event hydrologic characteristics (e.g., season, precipitation, antecedent 

conditions). However, the full complexity of the event model may not be warranted for 
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all catchments or each individual event. Here we simplify the event model structure on an 

event-by-event basis by removing irrelevant model terms to obtain an appropriately 

parsimonious model [Linsley, 1982; Gupta et al., 2014]. For each event, the initial model 

(equation (3.1)) was fit to the event data with non-linear curve fitting using the trust-

region dogleg (TRDL) algorithm and least-squares minimization (LabVIEW 2012, 

National Instruments). Model parameters 𝑐 and/or 𝑟 were removed from the model (by 

setting the parameter value to zero) if the 95% confidence interval for parameter 𝑐 and/or 

𝑟 contained zero. The model was then refit with the remaining model terms to obtain the 

final event model.  

After obtaining the final model parameters for each event, parameter 𝑎 was 

transformed into 𝑎0 using a discharge-dimensioned, gage-specific scaling factor, 𝑄0 

[Bergner and Zouhar, 2000; Mather and Johnson, 2014] using the expression:  

 𝑎0 = 𝑎(𝑄0)𝑏 (3.4) 

 where,  𝑄0 = 10
−�

∑ �𝑏𝑗−𝑏��𝑙𝑙𝑙�𝑎𝑗/𝑎𝑙�𝑘
𝑗=1

∑ �𝑏𝑗−𝑏��
2𝑘

𝑗=1

�

 (3.5) 

 and,  𝑎𝑔 = �∏ 𝑎𝑗𝑘
𝑗=1 �

1
𝑘 (geometric mean) (3.6) 

𝑗 is the gage event index, 𝑘 is the total number of individual events for the gage, 𝑏� is the 

mean of the 𝑏 values for the gage and 𝑎𝑔 is the geometric mean of the 𝑎 values for the 

gage. This transformation decorrelates the power law parameters 𝑎 and 𝑏, and simplifies 

the units of parameter 𝑎 from �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏� to (𝐹𝑁𝐹), which is not dependent 

on parameter 𝑏. The method requires that the event model (equation (3.1)) be fitted to all 
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of the events first, then the fitted values of 𝑎 and 𝑏 are used to calculate 𝑄0 (equation 

(3.5)), which is used to transform the values of 𝑎 into 𝑎0 using equation (3.4). The actual 

model fit to the observations, and the other parameter values (𝑏, 𝑐 and 𝑟), remain 

unchanged. 

The Nash-Sutcliffe Efficiency (𝑁𝑁𝑁) [Nash and Sutcliffe, 1970] was used to 

evaluate the goodness-of-fit for each event: 

 

 𝑁𝑁𝑁 = 1 − ∑ (𝑦𝑖−𝑦𝚤� )2𝑛
𝑖=1
∑ (𝑦𝑖−y�)2𝑛
𝑖=1

 (3.7) 

 

where 𝑦𝑖 is the observed value, 𝑦𝚤�  is the predicted value and 𝑦� is the mean of the observed 

values for the event. 𝑁𝑁𝑁 is unitless and ranges from -∞ to 1; values greater than zero 

indicate that the fit is better than the mean of the observations. 

3.3.3 Cluster Analysis 
Cluster analysis was used to group gages based on their typical turbidigraph shape 

as indicated by the event model parameter values. The input data used for cluster analysis 

were the median parameter values (i.e., median 𝑎0, 𝑏, 𝑐 and 𝑟) for all events from each 

gage. Clusters were determined using an agglomerative hierarchical algorithm in which 

each gage is originally its own cluster and then the individual-gage clusters are repeatedly 

combined into larger clusters based on input data similarity. The input data were 

standardized, and gage median 𝑎0 was log-transformed. Euclidean distance was used as a 

distance metric, and Ward’s method was used as the linkage criterion [e.g., Olden et al., 

2012].  
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 Results and Discussion 3.4

3.4.1 Model Fit 
A total of 5928 events from the 110 gages were used in this study, with individual 

gages having 8 to 195 events (median of 54) (Figure B 1). The largest drainage area 

catchments in the study set tended to have the fewest number of events, likely because 

larger weather systems were required to produce an “event” discharge response.  

The event model 𝑁𝑁𝑁 was calculated for each event and the results, grouped by 

gage, are shown in Figure 3.2. 𝑁𝑁𝑁 distributions tend to be slightly tailed with some 

outliers towards low values. The outlier events were usually complex, non-typical events 

that were not expected to be well-fit by an event model. Overall, as drainage area 

increases (left to right across Figure 3.2), 𝑁𝑁𝑁 decreases and becomes more variable (i.e., 

longer boxplot). 

The median model 𝑁𝑁𝑁 for each gage is mapped in Figure 3.3, showing >75% of 

the gages have a median 𝑁𝑁𝑁 greater than 0.80 and ~25% greater than 0.90. Distinct 

spatial patterns are not apparent in Figure 3.3; however, a portion of the middle region of 

the U.S. is characterized by gages having a generally lower median 𝑁𝑁𝑁. 
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Figure 3.2.  Boxplots of event 𝑵𝑵𝑵, 𝒂𝟎, 𝒃, 𝒄 and 𝒓 values by gage. Gages are arranged in order of 
increasing drainage area from left to right. Boxplot boxes contain the middle 50% of the data (with 
the median shown as a line within the box), whiskers extend to the nearest data point within 1.5 box 
lengths from box edge and stars denote events which fall outside the upper and lower whiskers 
(outliers). Some outlier events are not shown for scaling reasons; however, the number of events not 
shown is identified. 
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The Spearman’s rank correlation coefficient between gage median 𝑁𝑁𝑁 and 

various catchment characteristics is shown in Table 3.2. Drainage area (𝐷𝑀) and 

wetland/water land cover (𝑊𝑁𝑁𝑊𝑀𝑁) had the highest absolute value correlation and both 

are negatively correlated with median 𝑁𝑁𝑁. Water bodies (reservoirs and lakes) and 

wetlands both act to reduce and delay the turbidity event response (possibly causing the 

turbidity peak to occur substantially after the discharge peak) and can cause lengthy 

“tailing” on the turbidigraph. These characteristics are more challenging for the event 

model to fit than the more-typical case where the turbidity peak leads discharge with 

subsequent exhaustion [Mather and Johnson, 2014]. The correlation with drainage area is 

likely related to the increased effects of spatial non-uniformity in precipitation and active 

turbidity-causing material sources across larger catchments. 

 

Figure 3.3.  Median event 𝑵𝑵𝑵 by gage.4 Key to the right of map shows a boxplot of gage median 
event 𝑵𝑵𝑵 and color key for mapped markers. Gradient on color key extends from lower (blue) to 
upper (red) whisker, centered on the median (green). Low outliers are blue and high outliers are red. 
Mapped marker shape indicates dominant catchment land cover: forest (triangle), urban (square), 
agriculture (circle) or mixed (diamond). A particular land cover category is considered dominant if it 
represents at least 60% of the catchment area.  
 
                                                      
 

4 For Figure 3.3, and for the spatial maps in the remainder of this chapter, markers for densely gaged areas 
are on the map both at their coordinate-determined locations and also off to the side of the map in a grid 
pattern where colors and/or shapes assigned to each gage are readily visible. The general spatial 
arrangement (i.e., cardinal directions) of the gages with respect to adjacent gages was maintained as much 
as possible in the grid arrangement to the side of the map. 
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Table 3.2.  Spearman’s rank correlation coefficients. 
Catchment 
Characteristics Median 𝑁𝑁𝑁 Median 𝑎0 Median 𝑏 Median 𝑐 Median 𝑟 𝑄0 
LAT   0.46    
LONG       
DA -0.30  0.41  0.23 -0.43 
SF 0.19     0.24 
DD       
SLP 0.24 -0.24 0.35   0.43 
ELEV   0.41  0.23  
RELIEF  -0.38 0.62  0.19  
RELIEF RATIO 0.23 -0.24 0.28   0.50 
FOREST  -0.44 0.46  0.22  
URBAN 0.19 0.30 -0.48  -0.25  
AG  0.39     
WETWAT -0.33  0.23  0.21 -0.40 
MAT  0.20 -0.55  -0.23  
MAP  -0.40 0.21   0.30 
PSI   0.28    
AI  0.38 -0.32   -0.36 
SOILA -0.20 -0.22 0.36   -0.21 
SOILB   0.20    
SOILC    0.19   
SOILD      -0.36 
ID  0.39 -0.37    
IA     0.30  
IMA       
RR  -0.22 0.23   0.47 
MAR 0.23 -0.29 0.24  -0.21 0.50 
SV  0.34 -0.71    
SKEW  0.26 -0.72    
BFI -0.21 -0.32 0.85  0.23  
Note: Only values significant at 𝑝 ≤ 0.05 shown; values in bold indicate 𝑝 ≤ 0.01. Catchment 
characteristic abbreviations can be found in Table 3.1. 
 

3.4.2 Power Law Decorrelation Scaling Factor 
As part of the power law parameter decorrelation method, a gage-specific scaling 

factor, 𝑄0, was calculated, and the resulting values for this scaling factor are shown in 

Figure 3.4. Spatially, values are low through the middle of the U.S. and for several 

(mainly forest-dominated) catchments in other regions. The highest values of 𝑄0 within 

this dataset are for several small, urban-dominated catchments on the eastern side of the 

U.S. (although not all gages with these characteristics have high 𝑄0).  
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Figure 3.4.  Decorrelation scaling factor, 𝑸𝟎, for each gage. Key to the right of map shows a boxplot 
of 𝑸𝟎 and color key for mapped markers. For full description of marker colors and shapes, see 
Figure 3.3 caption. 

 

Table 3.2 shows that 𝑄0 is correlated with several catchment characteristics, 

including drainage area (𝐷𝑀), topography (𝑁𝐿𝑃 and 𝑃𝑁𝐿𝑅𝑁𝐹 𝑃𝑀𝑁𝑅𝑅), soils (𝑁𝑅𝑅𝐿𝐷) and 

numerous terms related to water balance and storage (𝑊𝑁𝑁𝑊𝑀𝑁, 𝑀𝑀𝑃, 𝑀𝑅, 𝑃𝑃 and 

𝑀𝑀𝑃). Multiple linear regression was used to examine the extent to which 𝑄0 can be 

predicted from observable catchment characteristics. Best subset analysis was used, and 

an equation with three catchment characteristics was selected: 

𝐿𝑜𝑔 𝑄0 = −1.58 − 0.185 𝐿𝑜𝑔 𝐷𝑀 − 0.110 𝑊𝑁𝑁𝑊𝑀𝑁0.5 + 1.46 𝑃𝑃   𝑃2 = 52.9% 

The terms present in the regression equation are related to scale (𝐷𝑀), storage 

(𝑊𝑁𝑁𝑊𝑀𝑁) and water balance (𝑃𝑃) and are not strongly correlated to one another. 

These results suggest that observable catchment characteristics may provide a basis for 

predicting 𝑄0 for streams where turbidity data are not available; however, this topic is 

beyond the scope of the current work. 
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3.4.3 Model parameter 𝒂𝟎 

Values of model parameter 𝑎0 span nearly 9 orders of magnitude over the total 

5928 events, from an minimum of 2.69 x 10-3 to a maximum of 1.84 x 106 𝐹𝑁𝐹. This 

parameter acts as a scaling-type factor in the model; therefore, high values of 𝑎0 are 

generally associated with overall high levels of turbidity in proportion to the event 

specific discharge. The values of 𝑎0 for the events from each gage are summarized in 

Figure 3.2 and are generally log-normally distributed over a 1-2 order of magnitude 

range. There is not a clear trend either in magnitude or variance of 𝑎0 with drainage area 

(increasing left to right across Figure 3.2). The range of 𝑎0 varies significantly between 

gages. This suggests that, although the model parameter varies by event, the range of 𝑎0 

values for a particular gage is controlled by catchment-specific characteristics.  

Figure 3.5 shows the spatial mapping of median 𝑎0 values for each gage, which 

vary by ~3 orders of magnitude from 2.74 to 2713 𝐹𝑁𝐹. The highest values of median 𝑎0 

(red markers) in this dataset are mostly associated with agriculture- or urban-dominated 

catchments on the eastern half of the U.S. Gages on the west coast of the U.S. generally 

had the lowest values of median 𝑎0 (blue markers). There are several scattered gages with 

low median 𝑎0 in the eastern half of the U.S. and most are associated with forest-

dominated catchments (triangle markers). This, along with the generally low 𝑎0values of 

western forested catchments, suggests that forested catchments may tend to have lower 

values of 𝑎0.  
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Figure 3.5.  Median model parameter values for all events from each gage. Key to the right of each 
map shows a boxplot of gage median parameter values and color key for mapped markers. For full 
description of marker colors and shapes, see Figure 3.3 caption. 
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Gage median 𝑎0 has several significant correlations with catchment 

characteristics (Table 3.2), the largest magnitude correlations being with: topography 

(𝑃𝑁𝐿𝑅𝑁𝐹), land cover (𝐹𝑅𝑃𝑁𝑁𝑁, 𝐹𝑃𝑇𝑀𝑁 and 𝑀𝐴), climate (𝑀𝑀𝑃 and 𝑀𝑅), 

impoundment density (𝑅𝐷) and discharge characteristics (𝑀𝑀𝑃, 𝑁𝑉, 𝑁𝑆𝑁𝑊, 𝑇𝐹𝑅). 

Catchments with a high percentage of forest land cover and abundant water (low 𝑅𝐷, 𝑀𝑅 

and high 𝑀𝑀𝑃, 𝑇𝐹𝑅) tend to have the lowest values of 𝑎0.  

3.4.4 Model parameter 𝒃 

Model parameter 𝑏 ranges from an overall minimum of 0.0538 to a maximum of 

8.83 over the 5928 study events. Values of 𝑏 greater than one indicate that the output 

(turbidity) is a positively accelerating function of the input (specific discharge) (i.e., the 

rate of turbidity rise increases as the magnitude of specific discharge increases). Figure 

3.2 shows that gages display distinct ranges of 𝑏 values, however with 𝑏 there is more 

overlap among gages than for 𝑎0. The distribution of model parameter 𝑏 for each gage 

varies from normal to lognormal, and the range of 𝑏 for each gage varied from ~0.5 to as 

large as ~6 (ignoring star symbol outliers). Model parameter 𝑏 displays a small increase 

in gage median and variance with increasing drainage area.  

Figure 3.5 shows the spatial mapping of gage median 𝑏 values, which range from 

0.24 to 3.21. The spatial arrangement of median 𝑏 displays two clear features, (1) nearly 

all of the highest median 𝑏 gages are located on the west coast, and (2) the eastern half of 

the U.S. displays a general gradient in values, increasing from south (Texas) to north 

(Great Lakes).  
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Gage median values of parameter 𝑏 are well correlated with many catchment 

characteristics (Table 3.2), the highest being baseflow index (𝑇𝐹𝑅), followed by 

discharge variability characteristics (𝑁𝑉 and 𝑁𝑆𝑁𝑊), relief (𝑃𝑁𝐿𝑅𝑁𝐹) and climate 

(𝑀𝑀𝑁). In fact, out of the catchment characteristics considered here, 21 of the 29 have 

significant Spearman’s rank correlation with gage median 𝑏. In general, high gage 

median 𝑏 is associated with catchments having high baseflow index, low discharge 

variability, large catchment relief and low mean annual temperature. 

3.4.5 Model parameter 𝒄 

Model parameter 𝑐 displays diverse behavior across the 110 gages. Values of 

model parameter 𝑐 range from an overall minimum of -7.12 x 109 to a maximum of 5.32 

x 109 𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3), with 18% of the total 5928 events having an event 𝑐 of zero. 

The distribution of 𝑐 for each gage varies widely and does not consistently conform to a 

standard distribution (Figure 3.2). For gages with drainage area below ~103 𝑘𝑘2, 𝑐 

typically has a small range and a median near zero. However, larger catchments display a 

much greater range of 𝑐 values, both positive and negative, and their median value of 𝑐 is 

often considerably different from zero. Positive values of model parameter 𝑐 typically 

indicate that the turbidigraph peak occurs prior to the discharge peak, while negative 

values are typically associated with turbidity peaks occurring after the peak discharge.  

Figure 3.5 shows the spatial mapping of gage median 𝑐 values, which range from    

-9.94 x 108 to 7.54 x 108 𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3), with 29 of the 110 gages having a median 

value of zero. The spatial arrangement of median 𝑐 does not display strong patterns; 

however, it does appear that there is a dominance of low values through the middle of the 

U.S. (Texas and northward) and possibly an increasing trend from south to north along 
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the west coast. The urban-dominated catchments (square markers), which also tend to be 

small drainage area catchments, typically have median 𝑐 near zero. Agriculture-

dominated catchments (circle marker) often have either a very high or a very low value of 

median 𝑐. 

Median values of model parameter 𝑐 showed the least correlation with catchment 

characteristics of the four parameters in the event turbidity model (Table 3.2). A weak 

correlation between gage median 𝑐 and type C soils (𝑁𝑅𝑅𝐿𝑃) was found, however this 

was only significant correlation for the catchment characteristics considered here. One 

explanation for this could be that gage median 𝑐 is related to characteristics local to the 

gage or adjacent to the stream (i.e., along stream corridor) and therefore poorly 

represented by the catchment-wide characteristics computed here. 

3.4.6 Model parameter 𝒓 

Individual event values of model parameter 𝑟 range from an overall minimum of 

0 to a maximum of 6.81 x 10-2 𝑘𝑘2/𝑘3, with 45.3% of the total 5928 events having a 𝑟-

value of zero. Higher values of model parameter 𝑟 indicate a more-rapid exhaustion of 

turbidity-causing materials (i.e. supply) during the event, which causes the turbidity peak 

to occur prior to the discharge peak. When event values of parameter 𝑟 are equal to zero, 

the turbidity peak usually occurs after or together-with the discharge peak. The 

distribution of 𝑟 for each gage is highly skewed with positive outliers (Figure 3.2). There 

is not a clear trend either in magnitude or variance in event values of 𝑟 with drainage 

area.  
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Figure 3.5 shows the spatial mapping of gage median 𝑟 values, which range from 

0 to 6 x 10-4 𝑘𝑘2/𝑘3, with 37 of the 110 gages having a median value of zero. The west 

coast has generally mid- to low-values of median 𝑟, and urban-dominated catchments 

(square markers) throughout the U.S. typically have low values. The gages with high 

median 𝑟 are mostly agricultural and mixed land cover catchments. Gage median 𝑟 has 

several significant correlations with catchment characteristics (Table 3.2), the most 

notable being a negative correlation with urban land cover (𝐹𝑃𝑇𝑀𝑁) and a positive 

correlation with impoundment area (𝑅𝑀).  

3.4.7 Gage Similarity Based on Median Parameter Values 

The 110 gages were clustered based on similarity in median values for 𝑎0, 𝑏, 𝑐 

and 𝑟; the resulting five clusters (C1-C5) are shown in Figure 3.6. The gages in C1 (red) 

are mostly either forested or mixed land cover and are located throughout the northern 

U.S. The median parameter values of 𝑐 and 𝑟 for the gages in this cluster (Table 3.3) 

suggest that the turbidigraph peak typically occurs slightly before or around the same 

time as the hydrograph peak. The value of 𝑎0 indicates that the overall event turbidity is 

moderately low as a function of specific discharge; however, 𝑏 is greater than one 

indicating turbidity is a positively accelerating function of specific discharge. 
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Figure 3.6.  Study gages clustered by gage median model parameter values.  
 

C2 gages (black) are nearly all forested catchments, and all of the gages on the 

west coast are either from C2 or C1 (Figure 3.6). The value of 𝑎0 for C2 is the lowest, 

and 𝑏 is the highest of the five clusters (Table 3.3). These parameter values suggest that 

for lower specific discharges, the event turbidity is fairly low; however, for higher 

specific discharge there is a large increase in turbidity for incremental increases in 

specific discharge. Based on the values of 𝑐 and 𝑟, the turbidigraph peak typically occurs 

prior to the hydrograph peak for these gages. 

The gages in C3 (green) are located in the eastern half of the U.S. and mostly 

have either agriculture or mixed land covers (Figure 3.6). Values of 𝑎0 and 𝑏 for this 

cluster (Table 3.3) suggest moderate to high event turbidity, accelerating in rate of 

increase with specific discharge magnitude. Parameters 𝑐 and 𝑟 for this cluster are highest 

among the five clusters and indicate that the turbidigraph peak typically occurs 

substantially before the hydrograph peak for these gages. 
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Table 3.3.  Median of the gage median parameter values for each cluster. 

 Number of gages 𝑎0 𝑏 𝑐 𝑟 
Cluster 1  (red) 40 40.64 1.22 0 1.60E-05 
Cluster 2  (black) 20 8.86 1.45 1.57E+05 3.10E-05 
Cluster 3  (green) 15 106.00 1.39 1.65E+06 1.32E-04 
Cluster 4  (orange) 4 225.50 1.27 -3.68E+08 8.30E+05 
Cluster 5  (blue) 31 120.20 0.71 0 0.00 

Note: Units are as follows: 𝑎0 (𝐹𝑁𝐹), 𝑏 (-), 𝑐 (𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)), and 𝑟 (𝑘𝑘2/𝑘3). 
 

There are only four gages in C4 (orange) and all are located in the central region 

of the U.S. (Figure 3.6). Three of the four gages are agricultural and all gages correspond 

to fairly large drainage area catchments (>700 𝑘𝑘2). The value of 𝑎0 for this cluster 

indicates that the overall turbidity during events is high (Table 3.3). This cluster is the 

only one where parameter 𝑐 is large and negative, which suggests the turbidigraph peak 

typically lags the hydrograph peak. The value of 𝑟 is not zero and therefore acts to 

counter the negative value of 𝑐; however, based on the relative magnitudes of 𝑐 and 𝑟, it 

is likely that the typical turbidigraph behavior is dominated by parameter 𝑐, and 𝑟 simply 

acts to modify the shape to match the event complexity. 

C5 (blue) gages are located in the eastern half of the U.S. and are commonly 

urban catchments (Figure 3.6) and many are smaller in size. Gages from this cluster have 

a distinctive set of parameter values (Table 3.3). This is the only cluster having median 𝑏 

less than one, which specifies that turbidity behaves as a negatively accelerating function 

of specific discharge. Parameters 𝑐 and 𝑟 both have a median of zero, indicating that the 

turbidigraph generally occurs synchronous with the hydrograph. 
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 Conclusions 3.5
This study used an empirical event model to characterize turbidigraph shape 

within the context of the hydrograph for 5928 events from streams across the U.S. The 

fitted event model parameters were used to examine spatial and catchment-characteristic 

relationships. Because many factors contribute to stream turbidity, it was not surprising 

that there was considerable scatter in all of the parameters observed here. At the same 

time, using the event model, together with parameter decorrelation, allowed a number of 

relationships between model parameters and both geographic location and catchment 

characteristics to be identified. In particular, land cover and baseflow index were well 

correlated with parameter 𝑎0 and 𝑏, respectively. These relationships were 

understandable in the context of known hydrologic and catchment processes, and in the 

way the parameters affect model behavior (i.e., based on the form of the model terms 

associated the parameters). The model parameters that proved to be the most challenging 

to understand relate to the timing of the turbidigraph peak with respect to the hydrograph 

peak (i.e., 𝑐 and 𝑟). This characteristic of the turbidigraph may be better understood in 

future studies that include catchment characteristics local to the gage and/or adjacent to 

the stream (i.e., along the stream corridor) [Buck et al., 2004] in addition to catchment-

wide characteristics. 

A number of the relationships warrant further analysis. The correlations with 

geographic location and catchment characteristics suggest that there may be applications 

for use in investigations of “ungaged” streams. In this context, ungaged streams would 

likely include streams for which there is a discharge dataset but no sub-hourly turbidity 

data. Additionally, analysis of the variability of turbidity model parameters over time for 
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a particular stream and relationships that may exist with event characteristics, such as 

antecedent moisture conditions, would further clarify the role of hydrologic and 

catchment processes in the determination of turbidigraph shape.  
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CHAPTER 4  
 

 

 

Event-based Prediction of Stream Turbidity using Regression and 
Classification Tree Approaches5 

 
 

Amanda L. Mather and Richard L. Johnson 

 

 

 

 Abstract 4.1
Stream turbidity typically increases along with streamflow during hydrologic 

events. However, similar event hydrographs can produce markedly different event 

turbidity due to the many factors influencing turbidity in addition to streamflow, 

including antecedent moisture conditions, season and supply of turbidity-causing 

materials. Event turbidity models can be used to quantify the event-to-event variability in 

stream turbidity behavior through event model parameter values. Here we examine the 

extent to which we can predict stream turbidity through the prediction of event model 

parameters. Using three mid-sized streams from the Mid-Atlantic region of the U.S., we 

show that event turbidity can be predicted using both multiple linear regression and 

classification tree approaches. The classification tree approach produced slightly better 
                                                      
 

5 In review with Journal of Hydrology, reproduced here as submitted with edits. 
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predictions; however, both approaches had a higher success rate than prediction using 

catchment-specific fixed-parameter values. Prediction success rates for all approaches 

were highest for mid-sized events. The results from both the regression and classification 

tree approaches suggest that catchment antecedent moisture is an important factor in the 

prediction of event turbidity. This research demonstrates prediction of stream turbidity 

using several approaches and serves as a foundation for subsequent studies of stream 

turbidity forecasting, which we anticipate will be key for future improvements in 

management of water resources. 

 Introduction 4.2
Turbidity is an important physical and visual characteristic of surface waters that 

varies in general accordance with streamflow (i.e., discharge). It is also a versatile stream 

water quality surrogate that is relatively simple and inexpensive to monitor continuously 

in-stream [Davies-Colley and Smith, 2001]. Turbidity is often correlated with suspended 

sediment [e.g., Gray and Glysson, 2003], agricultural chemicals [e.g., Hickman, 2004], 

pathogens [e.g., Christensen et al., 2000] and heavy metals [e.g., Miller, 1997], and is 

therefore an important component of water quality monitoring and regulation [Gray and 

Glysson, 2003]. 

Hydrologic, or discharge, events typically cause increases in stream turbidity that 

are influenced by many factors, including the hydrograph shape (e.g., baseflow 

contribution; Bača, 2008), antecedent moisture conditions [Seeger et al., 2004; Giménez 

et al., 2012], season [Steegen et al., 2000; Mather and Johnson, 2014] and supply of 

turbidity-causing materials [Brasington and Richards, 2000; Doomen et al., 2008; 

Rodríguez-Blanco et al., 2010]. Many of these factors vary on an event-by-event basis 
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and, as shown in Figure 4.1, similar event hydrographs may be accompanied by notably 

different event turbidity. Event characteristics, including antecedent moisture, hydrologic 

and meteorologic characteristics, provide insight into these controlling factors, and 

through these event characteristics, it may be possible to predict the event turbidity. 

 

Figure 4.1.  Three example hydrologic events from the Raritan River with similar hydrographs 
(blue) and different event turbidity (black). The resulting turbidity-discharge loops are shown below 
the time series plots. Data points are only shown on the loop plots and the loop direction is as shown. 

 

However, prediction of stream turbidity has been mostly related to prediction of 

event turbidity load/yield [Mukundan et al., 2013b], mean event turbidity [Mukundan et 

al., 2013b] or prediction of daily turbidity [Mukundan et al., 2013a], often within the 

context of supporting reservoir turbidity models [e.g., Samal et al., 2013]. Recent 
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research has shown some success with modeling sub-hourly stream turbidity during 

hydrologic events [Eder et al., 2010; Mather and Johnson, 2014] and has shown that 

event model parameters vary on an event-by-event basis. A logical next step is to 

examine the extent to which we can predict the values of these turbidity event model 

parameters from the event characteristics. Multiple linear regression (MLR) has 

frequently been used for prediction of model parameters [e.g., Heng and Suetsugi, 2014] 

and yields information on which predictive variables influence model parameter values 

[Holder, 1985]. Another prediction approach that is increasingly used in hydrology is 

classification and regression trees (CART) [e.g., Laaha and Blöschl, 2006]. In many 

applications, input data are first clustered into discrete classes using cluster analysis [e.g., 

Mukundan et al., 2013b; Sawicz et al., 2014]. A particular advantage of the classification 

tree approach is the ability to implicitly deal with non-linearity and interactions among 

predictor variables [Reidy Liermann et al., 2012].  

The purpose of this study is to compare several approaches, including multiple 

linear regression and classification trees, for prediction of event-based stream turbidity. 

We compare the success rates for the prediction approaches and also examine which 

event characteristics are the most useful for prediction of stream turbidity. The 

knowledge gained from this study is expected to benefit future studies of operational 

prediction and forecasting of stream turbidity. 
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 Methods 4.3
The general methodology used in this study was to first fit a turbidity event model 

to many hydrologic events for each stream (Sections 4.3.1 and 4.3.2). The fitted event 

model parameter values, along with antecedent moisture, hydrologic and meteorologic 

event characteristics (Section 4.3.3), were then used to build predictive relationships for 

event turbidity using several approaches (Section 4.3.4). 

4.3.1 Study Catchments 
This study uses data from three catchments within the Mid-Atlantic hydrologic 

region of the U.S. [Seaber et al., 1987], as shown in Figure 4.2. This region receives an 

annual rainfall of approximately 1 m and precipitation has low seasonality [Neff et al., 

2000; Pryor and Schoof, 2008]; however, significant seasonality of streamflow is 

observed due to variations in evapotranspiration. The mean annual temperature over the 

last century was approximately 11°C [Polsky et al., 2000]. The Raritan River (U.S. 

Geological Survey (USGS) 01400500) catchment has an area of 1269 𝑘𝑘2 and rises from 

6 𝑘 elevation at the gage to a maximum elevation of 378 𝑘 with a mean slope of 5.5% 

[Falcone et al., 2010]. This catchment is approximately half within the Piedmont 

physiographic province and half in the New England province [Fenneman and Johnson, 

1946]. The dominant land cover classes for the Raritan River catchment are forest (40%, 

mostly deciduous), agriculture (28%, about equal parts pasture/hay and cultivated crops) 

and urban (22%) [Fry et al., 2011].  

The Brandywine Creek (USGS 01481500) catchment area is 813 𝑘𝑘2, and it lies 

almost entirely within the Piedmont province. This catchment has a minimum elevation 

of 22 𝑘, a maximum of 320 𝑘 and a mean slope of 5.6% [Falcone et al., 2010]. The 

dominant land cover classes for the Brandywine Creek catchment are agriculture (34%, 
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about two-thirds pasture/hay and one-third cultivated crops), forest (33%, mostly 

deciduous) and urban (23%) [Fry et al., 2011]. The South Branch Potomac River (USGS 

01608500) catchment is larger than the other two study catchments at 3784 𝑘𝑘2. It is 

positioned primarily in the Valley and Ridge province and rises in elevation from 175 𝑘 

at the gage to 1480 𝑘 with a mean slope of 20.9% [Falcone et al., 2010]. The dominant 

land cover classes for the S.B. Potomac River catchment are forest (81%, dominantly 

deciduous), agriculture (15%, almost all as pasture/hay) and urban (4%) [Fry et al., 

2011].  

 

Figure 4.2.  The three study catchments are located in the Mid-Atlantic hydrologic region of the U.S.; 
red triangles indicate location of gaging stations. Catchments are all shown at the same scale. 
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4.3.2 Event Turbidity Modeling 
Discharge and turbidity data were obtained from the USGS (data codes 00060 and 

63680, respectively). These sub-hourly datasets (15-min or 30-min data) were 

interpolated to a common 15-min time step. The data from the three catchments were 

divided into training and validation sets. The duration of record used for the training 

dataset was about five years and from the 2007-2013 time period. The validation dataset 

was about one year in length and was from 2013-2014. Specific details of the study data 

for each gage can be found in Table 4.1.  

Table 4.1.  Study catchments and dataset details. 

USGS Gage 
Drainage 

Area (𝑘𝑘2) 
NCDC 
Station 

Study 
Dataset Eventsa Date Range 

USGS 01400500  1269 USC00283029 Training 70 2008-04-15 to 2013-04-22 
Raritan River   Validation 17 2013-05-01 to 2014-08-19 
USGS 01481500  813 USC00369464 Training 62 2007-10-01 to 2013-04-22 
Brandywine Creek   Validation 28 2013-05-01 to 2014-08-19 
USGS 01608500  3784 USC00467730 Training 41 2007-10-27 to 2013-04-22 
South Branch 
Potomac River 

  Validation 10 2013-05-01 to 2014-08-19 

Note: USGS = U.S. Geological Survey; NCDC = National Climatic Data Center. 
a Number of retained events. Does not include events from training datasets not used due to low 𝑁𝑁𝑁: 
Raritan River (8 events), Brandywine Creek (3 events) and S.B. Potomac River (3 events). See Section 
4.4.1 for discussion. 

 

Hydrologic events were identified by searching for peaks in the discharge time 

series using an automated peak detection program (LabVIEW, National Instruments). 

The event window in time was assumed to extend from 0.5𝑁 days prior to the discharge 

peak to 𝑁 days following the peak, where 

 𝑁 = 𝑀0.2 (4.1) 

and 𝑀 is the drainage area in square miles and 𝑁 is the duration of surface runoff in days 

[Sloto and Crouse, 1996]. 
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A power-law based event model with supply and discharge slope terms was used 

to model the event turbidity as a function of the event discharge [Mather and Johnson, 

2014]: 

 𝑁𝐹𝑃𝑇(𝑡) = 𝑎𝑄(𝑡)𝑏𝑒−𝑟𝑟(𝑡) + 𝑐 𝑑𝑑(𝑡)
𝑑𝑡

 (4.2) 

 where,  𝑉(𝑡) = ∫ 𝑄(𝑡)𝑑𝑡 ≅𝑇
0 ∑ 𝑄𝑖∆𝑡𝑇

𝑖=0  (4.3) 

and 𝑎, 𝑏, 𝑐 and 𝑟 are event model parameters (described below). This model, specifically 

the terms associated with 𝑐 and 𝑟, allow the turbidity values on the rising and falling 

limbs of the discharge hydrograph to be different, representing the looped behavior often 

observed between turbidity and discharge (Figure 4.1). Prior to fitting the event model, 

the discharge was scaled to catchment drainage area, resulting in discharge units of 

�(𝑘3/𝑠)/𝑘𝑘2�. Turbidity is considered here as a “concentration” and has units of 

(𝐹𝑁𝐹) [Anderson, 2005]. The resulting units for event model parameters 𝑎, 𝑏, 𝑐 and 𝑟 

are �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏�, (−), �𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)� and (𝑘𝑘2/𝑘3), respectively. 

Event model parameter 𝑟 was not permitted to take negative values. The local slope of 

the hydrograph (𝑑𝑄/𝑑𝑡) was calculated using the central difference method and was 

smoothed using a Savitzky-Golay filter [Savitzky and Golay, 1964].  

In this study we simplified the event model structure on an event-by-event basis 

by eliminating irrelevant model terms to arrive at an appropriately-parsimonious model 

[Linsley, 1982; Gupta et al., 2014]. To accomplish this, the following procedure was 

performed for each event individually. The initial event model (equation (4.2)) was fit to 

the event data with non-linear curve fitting using the trust-region dogleg (TRDL) 
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algorithm and least-squares minimization (LabVIEW, National Instruments). If the 95% 

confidence interval for event model parameter 𝑐 and/or 𝑟 contained zero, then 𝑐 and/or 𝑟 

were removed from the model (by setting the parameter value to zero), and the model 

was refit with the remaining model terms to obtain the final event model.  

Once the final model for each event was determined, 𝑎 was transformed into 𝑎0 

using a discharge-dimensioned, gage-specific scaling factor, 𝑄0, following the method of 

Mather and Johnson [2014].  

 𝑎0 = 𝑎𝑄0𝑏 (4.4) 

This transformation decorrelates the power law parameters 𝑎 and 𝑏, and simplifies the 

units of 𝑎 from �𝐹𝑁𝐹�𝑘𝑘2(𝑠/𝑘3)�𝑏� to (𝐹𝑁𝐹) (i.e., the units of a are no longer 

dependent on 𝑏).  

The Nash-Sutcliffe Efficiency (𝑁𝑁𝑁) [Nash and Sutcliffe, 1970] was used to 

evaluate the goodness-of-fit of the model for each event. The 𝑁𝑁𝑁 is unitless and ranges 

from −∞ to 1, with values greater than zero indicating that the fit is better than the mean 

of the observations, and a value of 1 indicates a perfect fit. 

4.3.3 Event Characteristics 
Daily discharge, precipitation and temperature datasets were used to calculate the 

antecedent moisture, hydrologic and meteorologic characteristics for each event 

(collectively referred to herein as the “event characteristics”). Daily mean discharge data 

was obtained from the USGS, and daily meteorologic data (precipitation and 

temperature) was obtained from the NOAA National Climatic Data Center (NCDC) from 
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the available station closest to the centroid of the catchment with a suitable dataset. The 

NCDC station used for each catchment is listed in Table 4.1. A total of 32 antecedent 

moisture, hydrologic and meteorologic characteristics were calculated for each event and 

are described here.  

Catchment antecedent moisture conditions (AMCs) are widely considered to exert 

considerable control on event-to-event variability in catchment response to precipitation 

events, specifically in runoff generation [James and Roulet, 2009]. AMC has been 

acknowledged as significant in discerning the direction and extent of turbidity/sediment-

discharge loops in nearly all studies in which it was considered [e.g., Seeger et al., 2004; 

Bowes et al., 2005; Eder et al., 2010; cf., Oeurng et al., 2010]. There is, however, less 

agreement with regard to the most suitable surrogate for AMC (e.g., does it vary between 

catchments or is a single surrogate sufficient) [Ali and Roy, 2010]. For this reason, we 

compute four types of AMC indicators in this study: 

1. specific discharge at the beginning of the event (𝑄𝑏𝑏𝑔, (𝑘3/𝑠)/𝑘𝑘2), 

2. precipitation and discharge over a set time period preceding event start: 

a. sum of the daily precipitation for 1, 2, 5 and 10 days prior to event start 

(𝑀𝑃1, 𝑀𝑃2, 𝑀𝑃5 and 𝑀𝑃10, 𝑘𝑘), 

b. average daily specific discharge for 1, 2, 5, 10 and 30 days prior to event 

start (𝑀𝑄1, 𝑀𝑄2, 𝑀𝑄5, 𝑀𝑄10 and 𝑀𝑄30,(𝑘3/𝑠)/𝑘𝑘2), 

c. maximum daily specific discharge for 5, 10 and 30 days prior to event 

start (𝑀𝑄5, 𝑀𝑄10 and 𝑀𝑄30,(𝑘3/𝑠)/𝑘𝑘2), 

3. days since the occurrence of a particular precipitation or discharge threshold: 

a. days since measureable precipitation (𝐷𝑁𝑃, days),  
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b. days since daily precipitation of at least 10, 20 and 50 mm (𝐷𝑁𝑃10, 

𝐷𝑁𝑃20 and 𝐷𝑁𝑃50, days), 

c. days since daily discharge of at least 1, 2, 3, 4 and 5 times the mean 

annual daily discharge (𝐷𝑁𝑄1, 𝐷𝑁𝑄2, 𝐷𝑁𝑄3, 𝐷𝑁𝑄4 and 𝐷𝑁𝑄5, days), 

4. continuous accounting of precipitation and discharge decaying in influence over 

time, as shown in the equations: 

 𝑀𝑃𝑅𝑖 = 𝑘𝑀𝑃𝑅𝑖−1 + 𝑃𝑖 (4.5) 

 𝑀𝑄𝑅𝑖 = 𝑘𝑀𝑄𝑅𝑖−1 + 𝑄𝑖 (4.6) 

where 𝑀𝑃𝑅𝑖 and 𝑀𝑄𝑅𝑖 represent the antecedent precipitation and discharge indices 

on day 𝑖, and 𝑃𝑖 and 𝑄𝑖 represent the daily precipitation and mean daily discharge 

on day 𝑖, respectively [Kohler and Linsley, 1951; Lewis et al., 2001]. In this 

study, day 𝑖 was taken as the day preceding event start. The values of parameter 𝑘 

used were 0.87055 and 0.93303, corresponding to a half-life of 5 and 10 days, 

respectively (𝑀𝑃𝑅05, 𝑀𝑃𝑅10, 𝑘𝑘 and 𝑀𝑄𝑅05, 𝑀𝑄𝑅10, (𝑘3/𝑠)/𝑘𝑘2).  

Event peak specific discharge (𝑄𝑝, (𝑘3/𝑠)/𝑘𝑘2) is a basic descriptor of overall 

event magnitude. It has been hypothesized that, because peak discharge depends on both 

the intensity and amount of rainfall, it can serve as a surrogate for rainfall energy [Rankl, 

2004; Duvert et al., 2012], which is expected to relate to runoff-associated turbidity. The 

relationship between the specific discharge at the beginning of the event and the peak 

specific discharge (𝑄𝑏𝑏𝑔/𝑄𝑝) was also included. The event characteristics 𝑄𝑝 and 𝑄𝑏𝑏𝑔 

were determined using sub-hourly data, while all other event characteristics were 

determined from daily datasets. 
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Precipitation (𝑃𝑃𝑃𝑃, 𝑘𝑘) was calculated as the sum of the daily precipitation 

from the day of event start to the day of peak discharge (which could be the same day). 

Ideally, sub-hourly or hourly precipitation would have been used and resulted in higher 

quality knowledge of event precipitation. However, these more time-resolved datasets 

were found to have frequent missing portions during events, and were sparser in spatial 

coverage (e.g., sometimes the nearest station would have been outside of the catchment). 

The mean air temperature (𝑁𝑁𝑀𝑃, ℃) for the day of peak discharge was included 

primarily to assess seasonal effects [Guy, 1964] and was estimated here as the mean of 

the daily minimum and daily maximum temperature. Finally, 𝑌𝑁𝑀𝑃 was included to 

account for any basic trending in time. 

4.3.4 Turbidity Prediction Approaches 
Four different approaches with increasing complexity (both in computation and 

model form) were used to predict turbidity event. The simplest approach used here was 

the basic power law rating curve (referred to as the “Power Law” approach) where the 

values of 𝑐 and 𝑟 in equation (4.2) are zero. For this approach, the median values of 𝑎0 

and 𝑏 from fitting the model to each event in the training dataset for each stream were 

used for prediction of the validation events (i.e., the same event model parameter values 

were used for all predicted events for each stream). The second approach is similar, 

however the full equation (4.2) event model was used (referred to as the “Median Value” 

approach). In this approach, the median values of 𝑎0, 𝑏, 𝑐 and 𝑟 from the training events 

for each stream were used to predict turbidity of the validation events. The remaining two 

approaches, referred to as “Cluster/Classification” and “Regression” are described next. 
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4.3.4.1 Cluster Analysis and Classification Trees 
Cluster analysis was used to group events based on their modeled turbidity-

discharge behavior (i.e., event parameters 𝑎0, 𝑏, 𝑐 and 𝑟). An agglomerative hierarchical 

algorithm was used, and the results are presented in a dendrogram showing the hierarchy 

of clusters (Minitab 16 Statistical Software). The number of clusters (i.e., the cutting 

threshold) was determined using a common similarity level for all three streams [Olden et 

al., 2012]. Clustering was performed for each stream separately, and the input data used 

were the fitted values for  𝑎0, 𝑏, 𝑐 and 𝑟 for each event in the training dataset. The input 

data were standardized, and model parameter 𝑎0 was log-transformed. Euclidean distance 

was used as a distance metric, and Ward’s method was used as the linkage criterion 

[Monk et al., 2007; Sawicz, 2009; Olden et al., 2012].  

In order to predict the cluster membership for new (i.e., validation) events, 

classification trees were constructed for each stream. Classification trees are a method for 

building predictive models from data [e.g., Olden et al., 2008; Reidy Liermann et al., 

2012] and are used here to predict the relevant cluster, and corresponding model 

parameter values, for an event using the event characteristics. The cluster membership for 

the training events and the event characteristics associated with these events were used as 

the input data for constructing the trees. The trees were developed using binary recursive 

partitioning, which involves repeatedly splitting the dataset (i.e., training events) into 

mutually exclusive groups based on a single event characteristic at each step (MATLAB 

R2013b, MathWorks, Inc.). The size of each classification tree was controlled by the 

constraint that each parent node of the tree was not permitted to have less than 10 

observations (i.e., events). Potential interactions of event characteristics are handled 
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implicitly with this method and results are unaffected by monotonic transformations of 

event characteristics [De’ath and Fabricius, 2000; Olden et al., 2008; Reidy Liermann et 

al., 2012].  

4.3.4.2 Regression Analysis 

Multiple linear regression was used to predict values of 𝑎0, 𝑏, 𝑐 and 𝑟 on an 

event-by-event basis using the event characteristics (Section 4.3.3). The event 

characteristics were transformed to follow a normal distribution where appropriate, this 

resulted in the use of 𝐿𝑜𝑔 (1 + 𝑥) transformation for 𝑀𝑃1, 𝑀𝑃2, 𝑀𝑃5 and 𝑀𝑃10, no 

transformation for 𝑁𝑁𝑀𝑃 and 𝑌𝑁𝑀𝑃, and 𝐿𝑜𝑔 (𝑥) transformation for all remaining event 

characteristics. Only events from the training datasets were used to generate regression 

models. 

Stepwise regression was used to generate regression models by adding or 

removing significant event characteristics. The regression models were then screened for 

multicollinearity using the Variance Inflation Factor (VIF) [Helsel and Hirsch, 2002]. If 

any model term had a VIF greater than five, the model was revised either by removal of 

an event characteristic or replacement of an event characteristic with one less correlated. 

An additional metric used here during regression model development was 𝑃𝑝𝑟𝑏𝑑2 , for 

which each observation is systematically removed and the regression model recalculated 

(with the same event characteristics present) to determine how well the model predicts 

the removed observation (Minitab 16 Statistical Software). It is used here to indicate how 

well the regression model may predict turbidity event model parameters for new 

observations (i.e., validation events). Each event characteristic that was added to the 
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regression equation as part of the stepwise process was only added if it also resulted in at 

least a 1% increase in the model 𝑃𝑝𝑟𝑏𝑑2 .  

 Results and Discussion 4.4

4.4.1 Study Events 
Hydrologic events were identified in both the training and validation datasets for 

each stream. As described above, the event model (equation (4.2)) was fit to each event 

individually (both training and validation), resulting in a unique best-fit event model 

parameter set of 𝑎0, 𝑏, 𝑐, 𝑟 and goodness-of-fit metric 𝑁𝑁𝑁 for each event from each 

stream. The number of events obtained from the training and validation datasets for each 

stream are shown in Table 4.1. Events from the training dataset with 𝑁𝑁𝑁 lower than 0.5 

were removed from the study as these events were considered to not have a useful 

predictive contribution (this resulted in removal of 14 of the original 187 training events, 

see Table 4.1 footnote).  

Figure 4.3 summarizes the best-fit values of the event model parameters and the 

𝑁𝑁𝑁 for the training events. Model fit was generally very good, with a median event 

𝑁𝑁𝑁 of 0.893, 0.916 and 0.940 for Raritan River, Brandywine Creek and S.B. Potomac 

River, respectively. Event model parameter 𝑎0 follows a lognormal distribution and was 

log-transformed, while 𝑏 is normally distributed and is shown in original form. Event 

model parameters 𝑐 and 𝑟, however, are more problematic in distribution because both 

are heavily tailed and can take a value of zero. Additionally, event model parameter 𝑐 can 

take both positive and negative values. Due to these properties, no normalizing 

transformation was used for 𝑐 and 𝑟. The median values of the event model parameters, 
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as used in the Median Value prediction approach, and the median event model parameter 

values for the Power Law simplification are shown in Table 4.2. 

 

Figure 4.3.  Boxplots of best-fit event model parameter values for the events in the training datasets: 
𝒂𝟎 (𝑭𝑵𝑭), 𝒃 (-), 𝒄 (𝑭𝑵𝑭(𝒌𝒌𝟐𝒔)(𝒔/𝒌𝟑)), 𝒓 (𝒌𝒌𝟐/𝒌𝟑) and 𝑵𝑵𝑵 (-). Boxplot boxes contain the middle 
50% of the data (with the median shown as a line within the box), whiskers extend to the nearest data 
point within 1.5 box lengths from box edge and stars denote events which fall outside the upper and 
lower whiskers (outliers); boxplot colors indicate stream. 

 

Raritan River had the lowest range of event 𝑁𝑁𝑁 values, which is likely due in 

part to the complexity of the event turbidity in this stream. Raritan River events often 

displayed early, short-duration spikes in turbidity followed by a more typical rise and fall 

in turbidity (for example, see third event (right) on Figure 4.1). These brief, high values 

of turbidity were rarely modeled well; however, the remainder of the event was often 

well-fit by the models. Brandywine Creek events, when viewed as loops, were typically 

narrower than the other two streams and were often counterclockwise in direction (i.e., 

specific discharge increasing prior to turbidity, which is less common). This is consistent 

with small, negative values of 𝑐 and near-zero values of 𝑟, as shown in Figure 4.3. The 

S.B. Potomac River had the greatest range of 𝑐 and 𝑟 values. This may result from its 

larger catchment size, which causes spatially non-uniform precipitation to produce a 
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broad range of event shapes. Boxplots for the validation events are shown in Figure C 1 

of Appendix C. 

Table 4.2.  Turbidity event model parameter values used for Power Law and Median Value 
prediction approaches. 
Stream  𝑄0 𝑎0 𝑏 𝑐 𝑟 
Raritan River Power Law 0.0201 9.58 1.476   

 
Median Values 0.0186 14.92 1.335 -1657720 0.000055 

Brandywine Creek Power Law 0.0502 35.19 1.350   

 
Median Values 0.0636 54.85 1.345 -3233070 0 

S.B. Potomac River Power Law 0.0328 27.28 2.057   

 
Median Values 0.0608 182.60 1.850 668100 0.000077 

Note: Units are as follows: 𝑄0 ((𝑘3/𝑠)/𝑘𝑘2), 𝑎0 (𝐹𝑁𝐹), 𝑏 (-), 𝑐 (𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)), and 𝑟 (𝑘𝑘2/𝑘3). 

 

4.4.2 Turbidity Prediction using Cluster Analysis and Classification Trees 

4.4.2.1 Cluster Analysis 

The fitted parameter values shown in Figure 4.3 (with sets of 𝑎0, 𝑏, 𝑐 and 𝑟 

collectively describing each single event) were used to cluster the events into shape 

groups with similar event model parameter values. The results for cluster analysis of 

Raritan River training events are shown in Figure 4.4. The results for Brandywine Creek 

and S.B. Potomac River are shown in Figure C 2 and Figure C 3 located in Appendix C.  

Clustering of the 70 training events from the Raritan River produced five visually 

distinct shape groups (SGs) (Figure 4.4). The mean model parameter values associated with 

each shape group are shown in Table 4.3. SG1 (black) and SG2 (orange) are the most similar 

of the five clusters (as indicated by the shortness of the vertical distance on the dendrogram 

to the line above connecting the two clusters). Numerous events from these two groups show 

considerable time-separation between the points of maximum turbidity and maximum 

discharge and, together with the starting/ending points, results in the loop having a triangle 

shape. SG3 (green) has the fewest number of events, but the shape of the events in this group 
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is the most visually distinct of the five groups. Events from SG3 have a small discharge 

magnitude but a comparably large turbidity response. The within-cluster similarity for events 

from SG3 is the overall lowest of the five groups, as indicated by the height of the within-

cluster branches (horizontal lines) connecting individual events on the dendrogram. The 

small and mid-sized events from SG4 (blue) and most events from SG5 (red) share many 

visual characteristics (e.g., many have a “figure-eight-like” shapes); however, they are 

actually quite different. Events from SG4 rarely display a true figure-eight behavior (i.e., the 

upper and lower loop lines cross over, making part of the loop a clockwise loop and part 

counterclockwise); rather, the upper line drops towards and sometimes touches the lower 

line, but both parts of the loop are clockwise in direction. In contrast, most SG5 events are 

true figure-eight shapes, typically beginning in a clockwise direction, then transitioning to 

counterclockwise, and occasionally switching to clockwise again forming three sub-loops 

during a single event. 
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Figure 4.4.  Dendrogram showing cluster analysis results and the events associated with each cluster 
(shape group) for Raritan River. The events are shown as turbidity vs. discharge loops and are 
colored by shape group. The small plots of individual events all have the same axis scaling. 
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For the Cluster/Classification prediction approach used here, each shape group was 

assigned a set of event model parameters. We assigned these as the mean value of the event 

model parameters for the training events that comprise the shape group, as shown in Table 

4.3.  

Table 4.3.  Turbidity event model parameter values used for the Cluster/Classification prediction 
approach. 
Stream Shape Group (SG) 𝑎0 𝑏 𝑐 𝑟 
Raritan River SG1 39.33 1.203 -2355977 0.000201 
𝑄0 = 0.0186 (𝑘3/𝑠)/𝑘𝑘2 SG2 15.75 1.652 -5540576 0.000119 

 
SG3 74.10 2.265 17170149 0.000101 

 
SG4 23.73 1.044 4840730 0.000054 

 
SG5 6.45 1.627 -1813195 0.000022 

      Brandywine Creek SG1 96.70 1.129 -4057215 0 
𝑄0 = 0.0636 (𝑘3/𝑠)/𝑘𝑘2 SG2 88.21 1.518 -2196542 0.000003 

 
SG3 65.34 1.180 -9468748 0.000003 

 
SG4 100.46 2.050 -8100507 0 

 
SG5 34.85 1.207 -2893783 0.000003 

 
SG6 35.62 1.664 -5437535 0.000005 

 
SG7 82.07 1.281 -1861779 0.000045 

      S.B. Potomac River SG1 549.00 2.286 3455956 0.000363 
𝑄0 = 0.0608 (𝑘3/𝑠)/𝑘𝑘2 SG2 345.70 1.641 -16984660 0.000197 

 
SG3 123.50 2.119 863836 0.000046 

 
SG4 66.53 2.073 46938232 0 

 
SG5 167.00 1.388 9719963 0.000068 

Note: Units are as follows: 𝑎0 (𝐹𝑁𝐹), 𝑏 (-), 𝑐 (𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)), and 𝑟 (𝑘𝑘2/𝑘3). 
 

4.4.2.2 Classification Trees 
The results from cluster analysis of the training events from each stream were 

used along with individual event characteristics to build predictive models for each 

stream using classification trees. The results for Raritan River are shown in Figure 4.5 

and the results for Brandywine Creek and the S.B. Potomac River are shown in Figure C 

4 and Figure C 5 in Appendix C. The classification tree results for Raritan River are 

discussed in depth here, and the reader is directed to Appendix C for comparison to the 

classification trees for Brandywine Creek and S.B. Potomac River.  
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Figure 4.5.  Classification Tree for Raritan River. Terminal node (circles) class identity colored by 
shape group, as shown in Figure 4.4. Membership for training events shown with rectangles 
representing individual events under each terminal node. Only 69 of the total 70 events are shown 
due to one event at the 𝑷𝑷𝑷𝑷 branch having missing precipitation data. 

 

Branching points of the Raritan River classification tree are based on event 

characteristics from several categories, including: discharge magnitude, AMC (from both 

discharge and precipitation) and event precipitation. The first split on the tree is based on 

𝑄𝑏𝑏𝑔/𝑄𝑝, which serves as a basic surrogate measure of event baseflow index. At this tree 

split, SG3 (green) and SG5 (red) are entirely on the right branch with higher values of 

𝑄𝑏𝑏𝑔/𝑄𝑝, while most of SG4 (blue) events are to the left with lower values. The next 

branch on the right side of the tree is based on the discharge at the beginning of the event 

(𝑄𝑏𝑏𝑔) and completely divides the SG3 (green) events (lower values) from SG5 (red) 

(higher 𝑄𝑏𝑏𝑔). Subsequent branching on both sides of the tree is mostly related to 

isolating events from SG1 (black) and SG2 (orange). 
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Events from SG1 (black) and SG2 (orange) proved to be more difficult to 

correctly classify, and accounted for 7 of the 11 misclassifications for Raritan River. As 

discussed above, SG1 and SG2 are the most similar amongst the five shape groups, and 

these results suggest there may be insufficient information in the event characteristics 

dataset to fully account for the division in event membership between these two shape 

groups. Overall, the classification trees correctly classified 84% of the training events for 

Raritan River, 83% for Brandywine Creek and 85% for S.B. Potomac River (calculated 

based on re-substitution of the event characteristics for the training events into 

classification tree (MATLAB R2013b, MathWorks, Inc.)). 

4.4.3 Turbidity Prediction using Regression Analysis 
Event turbidity was also predicted using a multiple linear regression approach. 

The results of this analysis are shown in Table 4.4. The number of event characteristics in 

the regression equations varied from one to four. Raritan River and Brandywine Creek 

have many similarities in the event characteristics present, particularly in the regression 

equations for event model parameters 𝑎0 and 𝑏. The S.B. Potomac River regression 

equations are largely based AMC and do not include 𝑁𝑁𝑀𝑃, indicating that if seasonality 

is a significant factor in this catchment, the AMC terms must be sufficient to account for 

it. 

The most commonly appearing event characteristics, in decreasing order, were  

𝐷𝑁𝑄𝑥, 𝑁𝑁𝑀𝑃, 𝑄𝑝 and 𝑄𝑏𝑏𝑔/𝑄𝑝  (𝐷𝑁𝑄𝑥 includes 𝐷𝑁𝑄1 − 𝐷𝑁𝑄5). A total of 10 of the 12 

equations (4 event model parameters x 3 streams) have at least one AMC-related event 

characteristic present. This suggests the strongest overall predictive event characteristics 

for the event model parameter values were antecedent moisture conditions, season and 
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event discharge. Comparison plots of fitted versus predicted values for each event model 

parameter and each stream are shown in Figure C 6 – Figure C 8. 

Table 4.4.  Regression equations for turbidity event model parameters. 
Stream Equation 𝑃2 𝑃𝑃𝑃𝑃𝑃2  
Raritan River 
𝑄0 = 0.0186 (𝑘3/𝑠)/𝑘𝑘2 

𝐿𝑜𝑔 𝑎0   =   −0.986 –  0.847 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔  +  0.136 𝑁𝑁𝑀𝑃 
+  0.230 𝐿𝑜𝑔 𝑄𝑝 –  0.410 𝐿𝑜𝑔 𝑀𝑄30 

74.2% 69.9% 

 𝑏  =   3.457 +  0.414 𝐿𝑜𝑔 𝐷𝑁𝑄3 –  0.756 𝐿𝑜𝑔 𝑄𝑝  
+  1.829 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔  +  0.0120 𝑁𝑁𝑀𝑃 

55.4% 47.7% 

 𝑐  =   −9.143𝑥105 –  7.253𝑥106 𝐿𝑜𝑔 𝑄𝑝  +  1.010𝑥107 𝐿𝑜𝑔 𝐷𝑁𝑄1 
+  1.109𝑥107 𝐿𝑜𝑔 𝑀𝑄10 +  2.736𝑥105 𝑁𝑁𝑀𝑃 

37.2% 24.1% 

 𝑟  =   −7.806𝑥10−6  +  6.178𝑥10−5 𝐿𝑜𝑔 𝐷𝑁𝑄3 
+  3.307𝑥10−5 𝐿𝑜𝑔 (1 +  𝑀𝑃2) 

19.9% 12.1% 

Brandywine Creek 
𝑄0 = 0.0636 (𝑘3/𝑠)/𝑘𝑘2 

𝐿𝑜𝑔 𝑎0   =   90.698 +  0.0103 𝑁𝑁𝑀𝑃 –  0.195 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝  
+  0.155 𝐿𝑜𝑔 𝐷𝑁𝑃50 –  0.0445 𝑌𝑁𝑀𝑃 

62.2% 54.7% 

 𝑏  =   1.581 +  0.00811 𝑁𝑁𝑀𝑃 +  0.707 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝  
+  0.178 𝐿𝑜𝑔 𝐷𝑁𝑃50 

56.8% 48.8% 

 𝑐  =   −1.502 𝑥107 − 7.557𝑥106 𝐿𝑜𝑔 𝑀𝑄30
− 2.208𝑥106 𝐿𝑜𝑔 𝐷𝑁𝑄2 

17.6% 11.1% 

 𝑟  =   −1.601𝑥10−5  +  2.052𝑥10−5 𝐿𝑜𝑔 𝑃𝑃𝑃𝑃 12.9% 6.5% 

S.B. Potomac River 
𝑄0 = 0.0608 (𝑘3/𝑠)/𝑘𝑘2 

𝐿𝑜𝑔 𝑎0   =   1.750 +  0.321 𝐿𝑜𝑔 𝐷𝑁𝑄2 +  0.214 𝐿𝑜𝑔 (1 + 𝑀𝑃2) 49.8% 40.9% 

 𝑏  =   2.474 +  0.847 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝 45.3% 40.6% 

 𝑐  =   3.881 𝑥107 − 1.050𝑥107 𝐿𝑜𝑔 𝐷𝑁𝑄2 − 2.091𝑥107 𝐿𝑜𝑔 𝑀𝑃𝑅05 27.3% 10.0% 

 𝑟  =   −2.568𝑥10−5  +  0.000103 𝐿𝑜𝑔 𝐷𝑁𝑄1 
+  6.416𝑥10−5 𝐿𝑜𝑔 𝐷𝑁𝑃20 

35.1% 25.1% 

Note: Variance Inflation Factor (VIF) values for all equation terms were less than 5. The event 
characteristics 𝑀𝑃5 and 𝑀𝑃10 were not used as candidates for the S.B. Potomac River equations due to 
missing values in the dataset. See Section 4.3.4.2 for a description of 𝑃𝑃𝑃𝑃𝑃2 . 

 

Some parallels can be seen between each stream’s regression equations and 

classification tree. Brandywine Creek for example, has 𝑃𝑃𝑃𝑃 at the top of the 

classification tree (Figure C 4) and this divides the high-𝑟 events (SG7, Table 4.3) to the 

right side of the tree (high-𝑃𝑃𝑃𝑃), and similarly, 𝑃𝑃𝑃𝑃 is the event characteristic present 

in the regression equation for event model parameter 𝑟 (Table 4.4). Likewise, the tree for 

the S.B. Potomac River (Figure C 5) begins with a division based on 𝑄𝑏𝑏𝑔/𝑄𝑝 which 

splits the low-𝑏 groups (SG2 and SG5) from the high-𝑏 groups (SG1, SG3 and SG4), 
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coinciding with the regression equation for event model parameter 𝑏. For the Raritan 

River, the similarity between the classification tree and regression equations is less clear, 

likely because this stream does not have any single-predictor regression equations, and 

therefore, did not have any individual event model parameters highly related to a single 

branch (i.e., event characteristic) on the classification tree.  

4.4.4 Comparison of Turbidity Prediction Approaches 
To evaluate the overall skill of the event turbidity prediction approaches, the 

“success rate” of each approach was calculated. Success rate is defined here as the 

number of acceptable predictions divided by the total number of predictions [Arsenault 

and Brissette, 2014], and for this study, an event prediction was considered acceptable if 

the 𝑁𝑁𝑁 of the predicted turbidity was at least 70% of the 𝑁𝑁𝑁 resulting from directly 

fitting the model to the observed turbidity. Figure 4.6 shows the success rate for the 

training and validation events for each turbidity prediction approach.  

The Power Law and Median Value approaches used fixed values of the event 

model parameters and, as expected, have lower success rates than the Regression and 

Cluster/Classification approaches, which determined event model parameters on an 

event-by-event basis. The Cluster/Classification approach generally had the highest 

success rate, although for Brandywine Creek, the Regression approach was equally good. 

The fixed parameter value prediction approaches (Power Law and Median Value) were 

nearly as successful for Brandywine Creek as the approaches that vary parameter values 

by event (Regression and Cluster/Classification). This is likely because Brandywine 

Creek displayed the least looped behavior and the lowest event-to-event model parameter 

variability of the three streams examined here (see Figure 4.3). The success rates for the 
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S.B. Potomac River validation events were generally much lower than for the training 

events. This is likely influenced by the small number of validation events from this 

stream (10 events). The Power Law and Median Value approaches for the Raritan River 

had substantially higher success rates for the validation events over the training events. 

This is likely because there proportionally fewer number of small discharge events in the 

validation dataset compared to the training dataset (not shown, but see discussion that 

follows). 

 

Figure 4.6.  Success Rate for training and validation events using each prediction approach. 
 

Figure 4.7 shows the success rate by discharge event size (𝑄𝑝) and season for all 

events (training and validation combined). In general, the relationship between success 

rate and event size (Figure 4.7a) is more prominent than between success rate and season 

(Figure 4.7b) (although the two are related due to seasonality in streamflow). For Raritan 

River and Brandywine Creek, success rates for all prediction approaches are highest for 

events with “middle-range” 𝑄𝑝, and show significant decreases in success rate for the 
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larger and smaller discharge events. The success rate for S.B. Potomac River appears less 

sensitive to 𝑄𝑝. There are a greater number of events associated with each of the middle-

range  𝑄𝑝 points on the plot (see Figure 4.7), so the values of these points are likely more 

robust than the largest and smallest 𝑄𝑝 bins. Additionally, and likely more importantly, 

the high population of events in the middle-range 𝑄𝑝 means the event model parameter 

prediction (for all approaches) is heavily controlled by the behavior of “average-sized” 

events. Thus, we would expect the predictions to be more successful for events of this 

size. Overall, the Cluster/Classification approach appears to be less sensitive to 𝑄𝑝 than 

the other prediction approaches.  

Figure 4.8 uses Taylor diagrams [Taylor, 2001; Nijssen et al., 2003] to compare 

the correlation coefficient, normalized standard deviation and root-mean-square deviation 

(RMSD) measures of the four prediction approaches for the validation events. The 

normalized standard deviation is the standard deviation of the predicted values of all the 

data points within the event divided by the standard deviation of the observed turbidity 

values for the data points, and is represented on the diagram as the radial distance from 

the origin. The correlation between observed and predicted event turbidity data points is 

plotted along the arc of the diagram, while the RMSD is proportional to the distance 

between the prediction data marker and the observed. The observed event turbidity 

marker (OBS) is positioned at a unit distance from the origin, along the horizontal axis.  
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Figure 4.7.  Success rate by prediction approach for the full dataset (training and validation 
combined). (a) Relationship with event peak specific discharge (𝑸𝒑); events are binned into 0.3-
intervals on the x-axis, centered on the data markers shown. (b) Relationship with season event 
occurred; Winter is Jan/Feb/Mar, Spring is Apr/May/Jun, Summer is Jul/Aug/Sep and Fall is 
Oct/Nov/Dec. Numbers in gray bars indicate the number of individual events represented by each 
point below. 
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Figure 4.8.  Taylor diagrams of the validation events using all four prediction approaches. Each data 
point represents an event predicted using the approach indicated by the marker color. Left diagrams 
for each stream show all validation events, middle diagrams are two example events from each 
stream and time series plots on the right correspond to the two example events shown in the middle. 
Square and diamond markers on left Taylor diagrams indicate the events used as examples in middle 
and right. RMSD is the root-mean-square error and OBS is the observed event turbidity reference 
point. 
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For all three streams and four prediction approaches, most events sit in the wedge 

between a correlation of 0.8 and 0.99. For Raritan River, predicted event turbidity using 

the Cluster/Classification approach (blue) is mostly positioned along the 0.95 correlation 

line and is clearly grouped closer to the observed (OBS) than any of the other prediction 

approaches. The Regression approach for Brandywine Creek resulted in nearly all 

predictions having a standard deviation less than the observed (less than one). This 

indicates that the predictions using this approach did not capture the full turbidity 

behavior throughout the event. For all events and prediction approaches, the match 

between predicted and observed turbidity during the baseflow portions of the event (i.e., 

at the beginning and during the late recession) was quite good. As a result, a standard 

deviation less than the observed can only occur if the peak portion of an event is under-

predicted. Upon further examination, it was found that there was a decreasing trend in 

values of event model parameter 𝑎0 for Brandywine Creek over the training dataset time 

period; however, this trend leveled off over the validation time period. The predictions of 

event model parameter 𝑎0 were too low and caused the under-predictions produced by 

the Regression approach (see also Figure C 7). It is interesting to note that the Regression 

and Cluster/Classification approaches were similarly successful for Brandywine Creek 

when measured by the success rate (Figure 4.6). However, as discussed above and shown 

in Figure 4.8, the Regression approach consistently under-predicts turbidity whereas the 

Cluster/Classification approach is balanced between over- and under-predicting. The 

failure of the success rate to detect this bias in the predictions is due to the fact that 𝑁𝑁𝑁 

does not differentiate the direction (sign) of deviation from the observed. 
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 Conclusions 4.5
For most catchments, including the Raritan River and S.B. Potomac River in this 

study, it is expected that satisfactory prediction of event turbidity will require an 

approach where event model parameter values are adjusted on an event-by-event basis in 

response to the antecedent moisture, hydrologic and meteorologic characteristics of the 

event. The results from both the Regression and Cluster/Classification approaches 

suggest that the antecedent moisture conditions (AMC) of the catchment are important in 

the prediction of turbidity event model parameters. AMC-related event characteristics, 

particularly those derived from antecedent discharge, were common in both the 

regression equations and classification trees for all streams studied here. This is in 

agreement with Eder et al. [2010] who suggested that event model parameters may be 

“predefined” by initial soil water content (antecedent moisture) and rainfall. 

Turbidity prediction success rates were highest for mid-sized hydrologic events. 

This underscores the common problem in hydrology of underrepresentation of extreme 

events in datasets. Turbidity predictive relationships were controlled by the behavior of 

“average-sized” events and we believe this resulted in decreased prediction success for 

very small and large hydrologic events.  

For the steams studied here, the Cluster/Classification approach produced slightly 

better predications than the Regression approach. However, because the 

Cluster/Classification approach involves predicting a “set” of event model parameters 

that do not vary continuously with event characteristics, small changes in the event 

characteristics can cause large changes in the value of one or more event model 

parameters, and therefore, the event turbidity prediction. This occurs because the event 
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may “jump” into a different class (shape group) and associated event model parameter 

set. While this was not a problem for the current study, it could represent a limitation of 

the Cluster/Classification approach in an operational forecasting mode, and in that setting 

the regression approach may be more robust. 

The study described here was undertaken both as a heuristic evaluation of event 

turbidity models and, more importantly, as an exploration and foundation for turbidity-

based forecasting of surface-water quality. Approximately two-thirds of the U.S. 

population relies on surface waters as a source of drinking water and of these, about two-

thirds of surface water intakes are in rivers [Wickham et al., 2011]. As a consequence of 

this and other stressors, rivers will be increasingly challenged in the future to provide an 

adequate quantity and quality of public drinking water [Levin et al., 2002]. As a result, 

prediction—and future forecasting—of turbidity may be key components for insuring 

safe drinking water and the overall management of water resources. 
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 Abstract 5.1
Despite the widespread short-term forecasting of streamflow, routine operational 

forecasting of water quality remains relatively limited. Of the stream water quality 

constituents of common interest, turbidity is particularly important to drinking water 

providers receiving source waters from streams, both because it impacts operational costs 

and is a surrogate for other water quality constituents. In this study, turbidity forecasts for 

two Mid-Atlantic U.S. streams (118 individual forecasts) were produced. These 3-day 

duration, 6-hr resolution turbidity forecasts were based on a combination of observed and 

forecasted streamflow, precipitation and air temperature. Turbidity forecast errors were 

examined, as well as the uncertainty resulting from streamflow forecast errors. The 

results show that the turbidity forecasts were useful compared to a persistence reference, 
                                                      
 

6 In preparation for the Journal of Environmental Engineering. 
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except at the shortest lead times, and turbidity forecast error was relatively constant with 

lead time. The results demonstrate that currently-available observed and forecast inputs 

support useful forecasting of stream turbidity and may allow the forecasting of other 

water quality constituents. 

 Introduction 5.2
While streamflow forecasts are important aspects of modern water management, 

extension of routine forecasting to include stream water quality is not yet commonplace. 

Of the stream water quality constituents of common interest, turbidity stands out in that it 

is widely monitored, can often be used to estimate other water quality constituents and 

serves as an overall indicator of the environmental health of streams. Turbidity is of 

particular interest to drinking water providers receiving source water from streams 

because drinking water treatment systems bear an estimated 0.25% increase in treatment 

cost per 1% increase in turbidity [Dearmont et al., 1998], and episodes of elevated 

turbidity may require use of alternative raw water sources [e.g., Portland Water Bureau, 

2011] or temporary shutdown of treatment systems [e.g., Duncan and Grant, 2003]. 

Forecasting stream turbidity for 1-3 days in the future could, for example, allow drinking 

water providers to anticipate future turbidity levels and make corresponding management 

decisions. 

Prior work related to stream turbidity forecasting generally does not address day-

to-day management decisions. For example, Towler et al. [2010] used seasonal 

probabilistic precipitation forecasts to create probabilistic forecasts of the number of 

seasonal turbidity threshold exceedances using streamflow ensembles. While useful for 

long-term decision making, these seasonal forecasts are not well suited for making short-
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term operational decisions. Yang et al. [2014] established a turbidity early-warning 

forecasting system based on observed upstream rainfall accumulations. This forecasting 

system identified if the turbidity at a downstream station was expected to surpass a 

particular threshold (500 or 1000 𝑁𝑁𝐹) during a given rainfall/streamflow event. While 

certainly useful for some management decisions, these approaches do not provide time-

resolved forecasts of stream turbidity several days into the future. 

The objective of the current study was to demonstrate and evaluate the utility of 

short-term (up to 3-day) operational stream turbidity forecasting based on routine 

streamflow, precipitation and temperature forecasts. Using two streams from the Mid-

Atlantic region of the U.S., sources of error in the turbidity forecasts and the effect of 

streamflow forecast uncertainty on turbidity forecast uncertainty were assessed. The 

value of turbidity forecasting and the foundation this provides for the forecasting of other 

stream water quality constituents is also discussed. 

5.2.1 Study Sites 

The Raritan River at Manville, NJ (USGS 01400500) is a 1269 𝑘𝑘2 watershed 

providing the drinking water source for a large portion of the ~1.2 million people living 

in the watershed [New Jersey Water Supply Authority, 2002]. Water quality in the Raritan 

River watershed is most notably degraded by phosphorus and fecal coliform, with other 

contaminants posing concerns in localized areas of the watershed [New Jersey Water 

Supply Authority, 2002]. The upper portion of the watershed is in the New England 

physiographic province while the lower region is in the Piedmont province [Fenneman 

and Johnson, 1946]. The land cover within the Raritan River watershed is 40% forest, 

28% agriculture, 22% urban and 10% other classes [Fry et al., 2011].  
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The Brandywine Creek at Wilmington, DE (USGS 01481500) has a watershed 

area of 813 𝑘𝑘2 and is located predominantly in Pennsylvania, with the lowest reaches in 

Delaware. The Brandywine Creek watershed serves as the drinking water source for 

200,000+ people [Crockett Consulting, 2010]. Water quality impairments in the 

Brandywine Creek watershed are commonly related to agricultural activities (siltation, 

nutrients and pathogens) [Crockett Consulting, 2010]. The watershed is mostly within the 

Piedmont province [Fenneman and Johnson, 1946], and the land cover is 34% 

agriculture, 33% forest, 23% urban and 10% other classes [Fry et al., 2011]. The 

Brandywine Creek watershed is located about 70 𝑘𝑘 from the Raritan River watershed. 

 Methods 5.3

5.3.1 Turbidity Forecast Input Data 
Turbidity forecasts were made as if in an operational setting (i.e., based only on 

information known at the original time the streamflow/turbidity forecasts were issued). 

The data assumed to be available for each turbidity forecast were:  

(1) A streamflow forecast,  

(2) a basin-average quantitative precipitation forecast (QPF),  

(3) a daily minimum and maximum air temperature forecast,  

(4) observed sub-hourly discharge prior to the forecast issue time,  

(5) observed precipitation prior to the forecast issue time, and  

(6) observed temperature prior to the forecast issue time. 

The specific details for these input data are described in the sections below. In this study, 

it is assumed that observed discharge, observed precipitation and observed temperature 

are available up to one hour prior to the turbidity forecast issue time.  



94 
 

5.3.1.1 Streamflow Forecasts 
The stage and discharge forecasts (“streamflow forecasts”) used in this study were 

exactly as issued by the National Oceanic and Atmospheric Administration’s (NOAA) 

National Weather Service (NWS). Forecasts originally issued between 3/17/2014 and 

5/18/2014 by the Middle Atlantic River Forecast Center (RFC) were archived on the day 

they were issued. To address data gaps, additional archived forecasts were obtained from 

the Service Records Retention System (SRRS) Bulletins located within the Hierarchical 

Data Storage System (HDSS; available through NOAA’s National Climatic Data Center 

(NCDC)). The station ID and bulletin ID used to retrieve the forecasts was KRHA and 

FGUS5, respectively. The NWS station ID is MNVN4 for the Raritan River and 

WMND1 for the Brandywine Creek location. 

Streamflow forecasts for the two streams are issued “routinely”, meaning that at 

least one forecast is issued every day (typically in the morning local time), regardless of 

flow levels. During some periods, particularly when flow is high, additional forecasts 

may be issued throughout the day, and this was the case for several of the events included 

in this study. A “typical” streamflow forecast for the two streams used here includes 

stage and discharge at 6-hr time steps (i.e., 0:00, 6:00, 12:00 and 18:00 UTC) for 3 days 

into the future (~12 forecast points). A detailed description of the NWS streamflow 

forecast process can be found in Welles et al. [2007].  

5.3.1.2 Precipitation Forecasts 
Basin-average quantitative precipitation forecasts (QPF) are routinely issued by 

the Middle Atlantic River Forecast Center multiple times a day and include up to 48 

hours into the future with 6-hr accumulation time periods. Relevant QPFs were archived 
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on the day they were issued. A QPF forecast is issued for the basin draining to the Raritan 

River location used in this study (MNVN4). The WMND1 Brandywine Creek location 

does not have a corresponding QPF forecast, so an upstream station, CDFP1, was used as 

a substitute. 

5.3.1.3 Temperature Forecasts 
Daily minimum and maximum air temperature forecasts for 7-days into the future 

are routinely issued multiple times a day by the Philadelphia/Mt Holly NWS forecast 

office. Archived temperature forecasts were obtained from the NCDC HDSS system 

using the station ID KPHI and the bulletin ID FPUS6. Temperature forecasts for 

Somerville, NJ and Wilmington, DE were used in this study for Raritan River and 

Brandywine Creek, respectively; both cities are located near the stream’s gaging station.   

5.3.1.4 Prior Observed Discharge, Precipitation and Temperature 
Sub-hourly observed discharge is available for these two streams from the USGS 

(gage numbers 01400500 and 01481500 for Raritan River and Brandywine Creek, 

respectively). To our knowledge, basin-average observed precipitation data are not 

currently published by the NWS. In this study we use a single station located centrally in 

each watershed and available through NOAA NCDC as input data for prior observed 

precipitation. The stations are USC00283029 and USC00369464 for Raritan River and 

Brandywine Creek, respectively. In true operational forecasting, the forecaster may 

choose to use several stations in the area to generate an estimate of basin-average 

observed precipitation; however this was not pursued in this study. Observed temperature 

was obtained from the same stations as the observed precipitation. 
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5.3.2 Turbidity Forecasting 
The turbidity model and parameter estimation methods used in this study are 

described in Chapter 4, so only a brief description is presented here. Sub-hourly turbidity 

(𝑁𝐹𝑃𝑇) and discharge (𝑄) data were obtained from the USGS for a 3+ year period 

(10/1/2009 to 4/22/2013) prior to the time period for which forecasts were made in this 

study and were used for model calibration. Hydrologic, or streamflow, events were 

identified in the calibration dataset and each event was individually fit to the following 

turbidity model using non-linear curve-fitting: 

 𝑁𝐹𝑃𝑇(𝑡) = 𝑎𝑄(𝑡)𝑏𝑒−𝑟𝑟(𝑡) + 𝑐 𝑑𝑑(𝑡)
𝑑𝑡

 (5.1) 

 where, 𝑉(𝑡) = ∫ 𝑄(𝑡)𝑑𝑡 ≅𝑇
0 ∑ 𝑄𝑖∆𝑡𝑇

𝑖=0  (5.2) 

and 𝑎, 𝑏, 𝑐 and 𝑟 are event model parameters [Mather and Johnson, 2014]. Parameter 𝑟 

was not permitted to take negative values. After fitting the model to all calibration events, 

fitted values of parameter 𝑎 were transformed into 𝑎0 using a discharge-dimensioned, 

gage-specific scaling factor, 𝑄0, and the relationship:  𝑎0 = 𝑎𝑄0𝑏 [Mather and Johnson, 

2014]. This process decorrelated the power law parameters 𝑎 and 𝑏, and simplified the 

units of 𝑎 such that they were not dependent on 𝑏. Discharge was divided by catchment 

drainage area, resulting in specific discharge units of �(𝑘3/𝑠)/𝑘𝑘2�, and the turbidity 

data used here have units of (𝐹𝑁𝐹) [Anderson, 2005]. Therefore, the resulting units for 

event model parameters 𝑎0, 𝑏, 𝑐 and 𝑟 are (𝐹𝑁𝐹), (−), �𝐹𝑁𝐹(𝑘𝑘2𝑠)(𝑠/𝑘3)� and 

(𝑘𝑘2/𝑘3), respectively. 
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Prior observed and forecasted discharge, precipitation and temperature were used 

to estimate (i.e., forecast) the values of turbidity model parameters 𝑎0, 𝑏, 𝑐 and 𝑟 using a 

“regression” approach (see Chapter 4 and Figure D 1 in Appendix D). The estimated 

model parameters 𝑎0, 𝑏, 𝑐 and 𝑟 were used along with equations (5.1) and (5.2) to 

produce a turbidity forecast. The cumulative discharge throughout the forecast (𝑉(𝑡); 

equation (5.2)) was determined using either the forecast discharge or a combination of the 

prior observed and forecast discharge, depending on the timing of the turbidity forecast 

with respect to the timing of the streamflow event (see Figure D 2 for more details).  

5.3.3 Evaluation of Forecasts 

The mean error (𝑀𝑁) and mean absolute error (𝑀𝑀𝑁) were used to evaluate the 

forecast accuracy of both the NWS streamflow forecasts and the turbidity forecasts made 

in this study. 𝑀𝑁 identifies if the forecasts tend to be too high or too low, while the 𝑀𝑀𝑁 

assesses how close the forecast is to the observed, regardless of the direction of the error. 

The “error” is defined here as the forecast minus the observed value at each forecast data 

point. The formulas used to calculate 𝑀𝑁 and 𝑀𝑀𝑁 are: 

  𝑀𝑁 = 1
𝑁
∑ (𝑓𝑖 − 𝑜𝑖)𝑁
𝑖=1   (5.3) 

  𝑀𝑀𝑁 = 1
𝑁
∑ |𝑓𝑖 − 𝑜𝑖|𝑁
𝑖=1   (5.4) 

where 𝑁 is the number of forecast/observation pairs, 𝑓𝑖 is a forecast point and 𝑜𝑖 is the 

corresponding observation.  

To evaluate the “usefulness” of the forecasts and to aid in the interpretation of the 

calculated error metrics, we used a “persistence reference”, where the observation at the 
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forecast issue time is repeated for all lead times in the forecast period [Welles et al., 

2007]. The persistence reference (i.e., assuming that the future will be the same as the 

present) provides an objective baseline for minimum useful forecast accuracy. If a 

forecast has less error than the persistence reference, it is implied that the forecast is 

“useful”. 

5.3.4 Uncertainty Intervals 
NWS streamflow forecasts (and the turbidity forecasts made in this study) are 

deterministic (i.e., point) forecasts that do not give any indication of how accurate the 

forecast is likely to be. However, by comparing the forecast discharge to the subsequent 

actual observed discharge we can compute the empirical discharge uncertainty, which can 

then be propagated into the turbidity forecasting space. This provides a basis for 

visualizing the turbidity forecast uncertainty as well as the streamflow forecast 

uncertainty from which it was derived. A detailed description of the methods used to 

accomplish this can be found in Appendix D Section D.3; however, a brief description is 

provided below.  

The deterministic streamflow forecasts used in this study and the corresponding 

observed discharge (i.e., forecast/observed data pairs) were binned into equal sized, 

logarithmic intervals based on forecast discharge. The relative forecast discharge error 

(observed divided by forecast, “𝑜𝑏𝑠/𝑓𝑐𝑠𝑡”) was calculated for each data pair. Rather than 

assuming a specific distribution for the 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡 within each bin, the empirical 

distribution of each bin was used. For each originally issued deterministic streamflow 

forecast, 10,000 “new” streamflow forecasts were made by randomly sampling from the 

empirical 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡 distribution corresponding to the forecast discharge bin of the 
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originally issued forecast. Turbidity forecasts corresponding to each new streamflow 

forecast were then produced. Finally, the 10,000 new values associated with each forecast 

point were used to determine the 70% and 90% uncertainty intervals. 

 Results and Discussion 5.4

5.4.1 Streamflow Events and Forecasts 
To demonstrate and evaluate the utility of turbidity forecasts, six streamflow 

events from 3/19/2014 to 5/21/2014 for both locations were used in this study. The 

details of these streamflow events are shown in Table 5.1. A total of 63 streamflow 

forecasts were issued in association with the six streamflow events for Raritan River and 

55 for Brandywine Creek (Figure 5.1). Any routine streamflow forecasts issued between 

these events (i.e., during baseflow periods) were not considered here. Figure D 3 and 

Figure D 4 show the streamflow forecasts associated with each event in more detail. 

Table 5.1.  Streamflow events used in this study.  

Stream 
Event 

ID 
Day of Event 

Peak Discharge 

Observed Peak 
Specific Discharge 
�(𝑘3/𝑠)/𝑘𝑘2� 

Observed Peak 
Turbidity 

(𝐹𝑁𝐹) 
Forecast Period 

of Interest 
Raritan River A March 20, 2014 0.109 200 March 17-21 
USGS: 01400500 B March 30, 2014a 0.254 500 March 26-April 1 
NWS: MNVN4 C April 8, 2014 0.044 17 April 5-9 

 
D April 16, 2014 0.187 280d April 12-17 

 
E May 1, 2014 0.565b 280d April 27-May 3 

 
F May 17, 2014 0.084 65 May 14-18 

Brandywine Creek A March 20, 2014 0.055 72.1 March 17-20 
USGS: 01481500 B March 31, 2014a 0.122 162 March 26-31 
NWS: WMND1 C April 8, 2014 0.036 9.7 April 5-8 

 
D April 17, 2014 0.178 370 April 12-16 

 
E May 1, 2014 0.794c 359 April 27-May 3 

 
F May 16, 2014 0.144 138 May 14-17 

a Multiple peaks; peak values are for largest peak. 
b 9th largest crest on record (1903-present) [NOAA, 2014b]. 
c Largest crest on record (1946-present) [NOAA, 2014a]. 
d Peak turbidity ignores single spike value on falling turbidity limb (see Figure 5.3). 
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These six streamflow events include some events for which the streamflow 

forecasts were largely consistent with the observed discharge, as well as events that were 

over- or under-forecast. In general, the forecast accuracies of the two streams are similar 

(e.g., event C was over-forecast for both Raritan River and Brandywine Creek). Because 

only six streamflow events were considered in this study, the forecast errors inferred from 

Figure 5.1 and discussed later should only be considered characteristic of these specific 

streamflow events and may not be representative of the forecast errors during other 

seasons or over a greater number of streamflow events. 
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Figure 5.1.  NWS streamflow forecasts (red) for events A-F and observed specific discharge (black) from 3/19/2014 – 5/21/2014 for Raritan River (top) 
and Brandywine Creek (bottom).
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5.4.2 Streamflow Forecast Errors 

The streamflow forecast mean error (𝑀𝑁) and mean absolute error (𝑀𝑀𝑁) for 

various forecast lead times are shown in Figure 5.2. Forecast lead time refers to the 

period of time between forecast issue time and the time of the individual points of the 

forecast. Each data point is calculated from ~63 forecast/observation pairs for Raritan 

River and ~55 for Brandywine Creek. For both streams 𝑀𝑁 is generally negative, 

indicating that discharge is under-forecast on average (except the shortest lead time for 

Raritan River). Figure 5.2 also shows that 𝑀𝑁 becomes increasingly negative for longer 

lead times. This is likely related to the time period of the precipitation forecast. Basin-

average quantitative precipitation forecasts (QPF) for this region are issued for up to 48 

hours into the future (and it is our assumption that the full duration of the QPF is used for 

streamflow forecasting purposes). As a result, discharge is more likely to be under-

forecast at lead times greater than ~48 hours because potential precipitation after this 

point is not taken into consideration.  

There is an oscillation with a period of ~24 hours visible in the 𝑀𝑁 for both 

streams. This likely occurs because most of the study events have their highest discharge 

periods in the morning hours (local time), which is also the time period that the majority 

of the streamflow forecasts were issued. As a result, the time periods that are approximate 

multiples of 24 hours in the future were preferentially higher-flow periods and subject to 

larger magnitude errors (see later discussion in Section 5.4.5).  

Streamflow forecast 𝑀𝑀𝑁 for both streams is nearly constant with lead time. The 

streamflow forecast 𝑀𝑀𝑁 for Raritan River is approximately 0.02 (𝑘3/𝑠)/𝑘𝑘2, while 

Brandywine Creek 𝑀𝑀𝑁 is slightly greater at ~0.025 (𝑘3/𝑠)/𝑘𝑘2 and is highest at 12- 
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and 18-hour lead times. This “bump” in Brandywine Creek 𝑀𝑀𝑁 is assumed to be an 

artifact of the streamflow events used in this study, which is supported by the presence of 

a corresponding bump in the persistence reference for those same lead times.  

 

Figure 5.2.  Mean error (𝑴𝑵) and mean absolute error (𝑴𝑴𝑵) in NWS streamflow forecasts (events 
A-F) for various lead times. Forecast lead times are binned at nearest 6-hour interval (i.e., a point at 
12 hours is all forecasts within:  9 hrs < lead time ≤ 15 hrs). Persistence reference represents the 
observed specific discharge at the forecast issue time repeated for all lead times in the forecast 
period. 

 

The persistence reference 𝑀𝑀𝑁 is larger than the forecast 𝑀𝑀𝑁 for both streams 

at all lead times, indicating that the streamflow forecasts are useful compared to this 

reference. Even at the shortest lead times, the forecast discharge 𝑀𝑀𝑁 is considerably 

less than the 𝑀𝑀𝑁 of the persistence reference. This is important because times in the 

near future are the most challenging for a forecast to outperform the persistence 

reference. 
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5.4.3 Turbidity Forecasts 
Turbidity forecasts corresponding to each issued streamflow forecast were made 

using the model parameter regression equations shown in Table 5.2 and the event 

turbidity model (equations (5.1) and (5.2)). Figure 5.3 shows that, in general, the turbidity 

forecasts are similar to the streamflow forecasts in terms of tending to over- or under-

forecast a particular event, with the notable exception of Raritan River “event E”. It 

should be noted that event E was a historic streamflow event, particularly for Brandywine 

Creek, that far exceeded the size of the streamflow events used to calibrate the turbidity 

model. Although turbidity forecasts were made for this event, it was expected that the 

quality of the forecasts might be less than for the other five events. Figure D 5 and Figure 

D 6 show the turbidity forecasts for each event in more detail. 
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Table 5.2.  Regression equations to estimate event model parameters. 
Stream Regression Equation 𝑃2 𝑃𝑃𝑃𝑃𝑃2  a 
Raritan River 𝐿𝑜𝑔 𝑎0   =   −0.783 –  1.401 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔  +  0.00756 𝑁𝑁𝑀𝑃 +  0.514 𝐿𝑜𝑔 𝑄𝑝 –  0.166 𝐿𝑜𝑔 (1 + 𝑃𝑃𝑃𝑃) 84.5% 80.1% 

𝑄0 = 0.0186 (𝑘3/𝑠)/𝑘𝑘2 𝑏  =   2.501 +  0.968 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝 –  0.201 𝐿𝑜𝑔 (1 + 𝑀𝑃5) 45.7% 37.9% 

 𝑐  =   5.886𝑥106 +  8.558𝑥106 𝐿𝑜𝑔 𝑀𝑄5 +  8.336𝑥106 𝐿𝑜𝑔 𝐷𝑁𝑄1 +  5.191𝑥106 𝐿𝑜𝑔 (1 + 𝑀𝑃1)  30.1% 16.0% 

 𝑟  =   −5.657𝑥10−6  +  7.700𝑥10−5 𝐿𝑜𝑔 𝐷𝑁𝑄2 29.1% 21.2% 

Brandywine Creek 𝐿𝑜𝑔 𝑎0   =   1.268 +  0.0106 𝑁𝑁𝑀𝑃 –  0.231 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝  +  0.110 𝐿𝑜𝑔 𝐷𝑁𝑃50 56.2% 44.7% 

𝑄0 = 0.0636 (𝑘3/𝑠)/𝑘𝑘2 𝑏  =   1.693 +  0.781 𝐿𝑜𝑔 𝑄𝑏𝑏𝑔/𝑄𝑝  +  0.215 𝐿𝑜𝑔 𝐷𝑁𝑃50 63.3% 56.0% 

 𝑐  =   −1.621 𝑥107 − 9.116𝑥106 𝐿𝑜𝑔 𝑀𝑄30 − 3.426𝑥106 𝐿𝑜𝑔 𝐷𝑁𝑄2 31.5% 22.6% 

 𝑟  =   1.575𝑥10−4  +  9.954𝑥10−5 𝐿𝑜𝑔 𝑀𝑄2 + 1.930𝑥10−5 𝐿𝑜𝑔 𝐷𝑁𝑄4 − 9.488𝑥10−5 𝐿𝑜𝑔 𝑀𝑄𝑅30 52.2% 40.2% 

Candidate Event Characteristics for Regression Equations 

Antecedent Moisture Conditions based on Precipitation 
𝑀𝑃𝑛 Sum of the Daily Precipitation for the 𝑛 days prior to event start (𝑛 = 1, 2, 5 and 10 𝑑𝑎𝑦𝑠), (𝑘𝑘) 
𝐷𝑁𝑃 Days since Measureable Precipitation, (𝑑𝑎𝑦𝑠) 
𝐷𝑁𝑃𝑛 Days since Daily Precipitation of at least 𝑛 (𝑛 = 10, 20 and 50 𝑘𝑘), (𝑑𝑎𝑦𝑠) 
𝑀𝑃𝑅𝑛 Antecedent Precipitation Index (𝑛 = 5 and 10 day half-life), (𝑘𝑘) (see Chapter 4) 
Antecedent Moisture Conditions based on Discharge 
𝑄𝑏𝑏𝑔 Specific Discharge at the Beginning of the Event, ((𝑘3/𝑠)/𝑘𝑘2) 
𝑀𝑄𝑛 Average Specific Daily Discharge for the 𝑛 days prior to event start (𝑛 = 1, 2, 5, 10 and 30 𝑑𝑎𝑦𝑠), ((𝑘3/𝑠)/𝑘𝑘2) 
𝑀𝑄𝑛 Maximum Specific Daily Discharge for the 𝑛 days prior to event start (𝑛 = 5, 10 and 30 𝑑𝑎𝑦𝑠), ((𝑘3/𝑠)/𝑘𝑘2) 
𝐷𝑁𝑄𝑛 Days since Daily Discharge of at least 𝑛 times the Mean Annual Daily Discharge (𝑛 = 1, 2, 3, 4 and 5), (𝑑𝑎𝑦𝑠) 
𝑀𝑄𝑅𝑛 Antecedent Specific Discharge Index (𝑛 = 5, 10 and 30 day half-life), ((𝑘3/𝑠)/𝑘𝑘2) (see Chapter 4)  
Other Characteristics 
𝑄𝑝 Peak Specific Discharge, ((𝑘3/𝑠)/𝑘𝑘2) 
𝑄𝑏𝑏𝑔/𝑄𝑝 Ratio of Discharge at the Beginning of the Event to Peak Discharge (approximation of event baseflow index), (−) 
𝑃𝑃𝑃𝑃 Event Precipitation, (𝑘𝑘) 
𝑁𝑁𝑀𝑃 Average Air Temperature for the day of Peak Discharge, (℃) 
Note: When the regression equations are used in an operational setting to forecast model parameter values, the event characteristics 𝑄𝑝, 𝑄𝑏𝑏𝑔, 𝑃𝑃𝑃𝑃 and 𝑁𝑁𝑀𝑃 
may be determined from either the respective forecasts or observed data depending if the turbidity forecast corresponds to the time prior to, during or after the 
peak of the streamflow event. 
a 𝑃𝑃𝑃𝑃𝑃2  is calculated by systematically removing each observation and recalculating the regression model (with the same event characteristics present) to 
determine how well the model predicts each removed observation (Minitab 16 Statistical Software).  
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Figure 5.3.  Turbidity forecasts (orange) for events A-F and observed turbidity (black) from 3/19/2014 – 5/21/2014 for Raritan River (top) and 
Brandywine Creek (bottom). 
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5.4.4 Turbidity Forecast Errors 

The turbidity forecast 𝑀𝑁 and 𝑀𝑀𝑁 for various lead times are shown in Figure 

5.4. For both streams, 𝑀𝑁 does not display a clear trend with lead time; however, as in 

Figure 5.2, a ~24-hour oscillation is present due to the correspondence of forecast issue 

times and high turbidity time periods. The 𝑀𝑁 for Raritan River is negative for all lead 

times, whereas Brandywine Creek 𝑀𝑁 is positive. This confirms what is qualitatively 

visible in Figure 5.3 (i.e., Raritan River turbidity forecasts are more likely to differ from 

the observed towards under-forecasting with these 6 streamflow events, while 

Brandywine Creek turbidity forecasts tend towards over-forecasting.)  

 

Figure 5.4.  Mean error (𝑴𝑵) and mean absolute error (𝑴𝑴𝑵) in Raritan River (left) and 
Brandywine Creek (right) turbidity forecasts for various lead times. Forecast lead times are binned 
at nearest 6-hour interval (i.e., a point at 12 hours is all forecasts with: 9 hrs < lead time ≤ 15 hrs). 
Persistence reference represents the observed turbidity at the forecast issue time repeated for all lead 
times in the forecast period. 
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The turbidity forecast 𝑀𝑀𝑁 shows a slight decrease with increasing lead time for 

both streams (Figure 5.4). This is not what was expected based on the assumption that 

time periods further into the future are less well known. However, Figure 5.2 shows that 

streamflow forecast 𝑀𝑀𝑁 also did not increase with lead time. Finally, Brandywine 

Creek has a 𝑀𝑀𝑁 about twice that of Raritan River for most lead times.  

Figure 5.4 shows that the persistence reference 𝑀𝑀𝑁 is clearly greater than the 

turbidity forecast 𝑀𝑀𝑁 for Raritan River at all lead times beyond 6 hours (the shortest 

lead time). This indicates that the turbidity forecasts made for this stream were useful, 

particularly for lead times greater than ~24 hours and result in a 𝑀𝑀𝑁 of about one-third 

of the persistence reference. Brandywine Creek turbidity forecast 𝑀𝑀𝑁 did not compare 

as favorably to the persistence reference, and the turbidity forecasts made for this stream 

had a higher 𝑀𝑀𝑁 than the persistence for 6- and 12-hour lead times. This indicates that 

for these shortest lead times, less absolute error would be obtained from assuming the 

future is the same as the present. However, similar to Raritan River, the turbidity 

forecasts for Brandywine Creek at lead times greater than ~24 hours were useful and 

have about one-half the 𝑀𝑀𝑁 of the persistence reference. 

The general sources of error in the turbidity forecasts were examined by altering 

the turbidity forecast inputs and model parameter values. To assess the impact of NWS 

streamflow forecast error, we compared the turbidity forecast 𝑀𝑀𝑁 that results from 

using a “perfect streamflow forecast” in which each original forecast discharge was 

replaced by the observed discharge. The error resulting from the estimation (i.e., 

forecasting) of turbidity model parameters using regression equations (Table 5.2) was 

evaluated by comparing turbidity forecasts made using “best parameters”, or the optimal 
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parameters determined by fitting the turbidity model to the observed turbidity for each 

event. The resulting turbidity forecast 𝑀𝑀𝑁 for each of these scenarios is shown in Figure 

5.5.  

 

Figure 5.5.  Turbidity forecast mean absolute error (𝑴𝑴𝑵) for several input data scenarios. “Perfect 
Forecast” represents a streamflow forecast that perfectly matches the observations at each original 
forecast time point. “Best Parameters” represents optimal values of turbidity model parameters 𝒂𝟎, 
𝒃, 𝒄 and 𝒓 for each event. 

 

Raritan River turbidity forecasts have a 3-4 𝐹𝑁𝐹 mean absolute error 

improvement if either the streamflow forecast is perfect or the best values of the model 

parameters are used. However, when both of these things occur (perfect streamflow 

forecast and best parameters), the turbidity forecast is substantially better with a 𝑀𝑀𝑁 of 

only 10 𝐹𝑁𝐹. Brandywine Creek similarly shows the greatest improvement in turbidity 

forecast 𝑀𝑀𝑁 with the use of both a perfect streamflow forecast and best parameter 

values, but the turbidity forecasts for this stream are also considerably improved by either 
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of those two input modifications individually. This suggests that improvements in 

turbidity forecasts for Brandywine Creek can be achieved separate from any 

improvements in the NWS streamflow forecast through the refining of the turbidity 

model parameter estimation methods. However, Raritan River turbidity forecast 

improvements in absence of improvements in NWS streamflow forecasts may need to 

come primarily through post-processing or data assimilation strategies. 

Also considered but not shown in Figure 5.5 was the influence of streamflow 

forecast time-resolution on the turbidity forecast 𝑀𝑀𝑁. A perfect streamflow forecast at 

the original 6-hr time-resolution was compared to a perfect streamflow forecast at a 1-hr 

resolution for the same duration into the future. We found no significant difference in 

turbidity forecast 𝑀𝑀𝑁 for the shorter time-resolution for either model parameter 

scenario for both streams. 

5.4.5 Effect of Streamflow Forecast Uncertainty on Turbidity Forecasts 
To understand the effect of streamflow forecast uncertainty on turbidity forecast 

uncertainty, the empirical distributions of the relative forecast discharge errors for the 

study events were randomly sampled and propagated into the turbidity forecast space. 

Figure 5.6 shows the relative forecast discharge error for forecast points associated with 

the study events. The x-axis (forecast specific discharge) was divided into regular, 

logarithmic increments of ~1.6X (2 dB) and the empirical uncertainty intervals for each 

forecast specific discharge bin are shown. Figure 5.6 shows the resulting uncertainty 

intervals generally become wider (larger) as the forecast discharge increases. 
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Figure 5.6.  Relative forecast discharge error for Raritan River (left) and Brandywine Creek (right) 
as a function of forecast specific discharge for individual forecast data points over events A-F. 
Empirical uncertainty intervals (70% dark gray, 90% light grey) shaded for ~1.6X (2 dB) x-axis bins. 
Uncertainty intervals for forecast specific discharge greater than ~0.2 (𝒌𝟑/𝒔)/𝒌𝒌𝟐 were not 
calculated because data points beyond this threshold were sparse and nearly exclusively from a single 
event (event E). 
 

Figure 5.7 shows an example of what the empirical uncertainty intervals look like 

when applied to streamflow forecasts and propagated into the turbidity forecasts. The 

uncertainty intervals for specific discharge are larger above the deterministic NWS 

streamflow forecast than below; however, turbidity uncertainty intervals are narrower in 

the upper portion than the lower. This is related to the impact higher event peak discharge 

(𝑄𝑝) has on the turbidity model parameters determined using the regression equations in 

Table 5.2. Increasing the forecast discharge for Raritan River, for example, causes a 

corresponding increase in model parameter 𝑎0 but a decrease in model parameter 𝑏, with 

the net effect of tempering the proportional turbidity response as streamflow event size 

increases. 
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Figure 5.7.  Three example forecasts from Raritan River event D. Left panels show NWS streamflow 
forecast and empirical uncertainty intervals. Right panels show turbidity forecasts and uncertainty 
intervals produced from streamflow forecast uncertainty. Observed (solid black), observed but not 
yet known at forecast issue time (dotted black), streamflow forecast (red), turbidity forecast (orange), 
90% uncertainty interval (light gray), 70% uncertainty interval (dark grey) and forecast issue time 
(green). 
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 Summary and Conclusions 5.5
There are several notable differences between the turbidity forecasts made in this 

study and the NWS streamflow forecasts on which they are based. First, the turbidity 

forecasts are a product of input data and corresponding model results alone, whereas the 

operational NWS streamflow forecasts are hybrid products of both model results and 

forecaster intervention based on professional experience [Shamir et al., 2006]. 

Additionally, the turbidity forecasts were not subject to any post-processing (e.g., to 

correct systematic bias between the latest observation and first forecast value to make the 

forecast consistent with the latest observation). Thirdly, the turbidity forecasts were not 

preconditioned using observed turbidity data leading up to the forecast issue time (which 

is generally the case for streamflow forecasts). Even without those improvements, the 

turbidity forecasts had lower error than the persistence reference for nearly all lead times, 

suggesting that they are useful in their current implementation. Furthermore, the turbidity 

forecasts in this study were based solely on currently-available observed data and forecast 

inputs, demonstrating that useful water quality forecasts can be made with data readily 

available to the forecaster. 

The two streams used as examples in the current work are representative of a 

much larger group of gage locations across the U.S. for which all necessary inputs (both 

observed and forecast) for stream turbidity forecasting currently exist. This suggests that 

the forecasting performed here could readily be extended to many other streams across 

the country. Additionally, future applications could utilize turbidity to forecast other 

water quality constituents of interest. Turbidity is often a useful surrogate to estimate 

concentrations of suspended sediment [e.g., Gray and Glysson, 2003], pathogens [e.g., 
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Christensen et al., 2000] and agricultural chemicals [e.g., Hickman, 2004]. In the Raritan 

River watershed, for example, fecal coliform levels are elevated and of interest to water 

supply providers [New Jersey Water Supply Authority, 2002]. Turbidity has been shown 

to correlate with fecal coliform and E. coli levels in the watershed [Money et al., 2009], 

suggesting the forecasting of these other water quality constituents may also be possible. 

In the face of growing demand on water resources, water quality forecasting may become 

an increasingly important component of efforts to provide safe drinking water. 
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CHAPTER 6  
 

 

 

Summary and Conclusions 
 
 

 

 

 

 

 

While streamflow forecasting is quite common, stream water quality forecasting 

remains relatively uncommon, despite the clear benefits that it could provide. The 

research presented here demonstrates the utility of short-term (i.e., 3-day) water quality 

forecasting, using turbidity as an example. In pursuing that end goal, this research 

produced a number of tangible products, including: (1) an improved event turbidity 

model, (2) a method for power-law model parameter decorrelation, and (3) extensive 

analyses of the factors influencing turbidity event model parameters. Hopefully, all of 

these will initiate future examination of the hydrologic and catchment controls on 

turbidity behavior during hydrologic events, and refinement of the turbidity forecasting 

methods demonstrated here. The following sections summarize several outcomes of the 

research presented in this dissertation. 
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The improved power-law based model proposed in this research, containing both 

a discharge rate of change term and a supply term, was able to fit a wider range of both 

simple and complex turbidity events than prior models. As such, it is an important tool 

for characterizing water quality during hydrologic events. Historically, simple power law 

models (i.e., rating curves) were commonly used to relate water quality constituent 

“concentrations” to discharge. However, as a monotonic relationship, the power law 

alone is unable to represent the hysteretic behavior frequently observed for turbidity and 

other water quality constituents. Previous researchers have proposed models that included 

a “discharge rate of change” term or a “supply” term, and the research presented here 

showed that, taken together, a single model containing versions of these terms captures a 

wide range of simple and complex event turbidity behaviors resulting from diverse 

energy-driven transport and supply conditions. The resulting model contains four fitting 

parameters—two are associated with a power-law term (𝑎 and 𝑏), plus one each for the 

discharge rate of change (𝑐) and the supply term (𝑟). For a small subset of the events 

modeled in this research, specifically events having different numbers of discharge and 

turbidity peaks (e.g., two turbidity peaks associated with a single discharge peak), even 

the improved model was not always successful in fully capturing the event turbidity 

shape. In many cases, multiple turbidity peaks were associated with multiple precipitation 

periods during a single hydrologic event. Future research should examine the role that 

event precipitation plays in the occurrence of multi-peaked event turbidity.  

The relationships between event model power-law coefficients and 

catchment/event characteristics were clarified through the use of a decorrelation and 

unit simplification procedure. This method involved the transformation of “𝑎” into 𝑎0 
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using a discharge-dimensioned, gage-specific scaling factor, 𝑄0, and resolved two long-

standing issues with the power law. First, it has previously been observed by many 

researchers in diverse fields that the power-law coefficient, 𝑎, and the power-law 

exponent, 𝑏, are highly correlated, which has implications for determining the underlying 

factors influencing each parameter. The procedure used here strategically selects a value 

of 𝑄0 such that the transformed power-law coefficient, 𝑎0, is not correlated with 𝑏. 

Second, this method results in the simplification of the units associated with the power-

law coefficient such that they are no longer dependent on the value of the exponent, 𝑏. 

Furthermore, the gage-specific values of 𝑄0 were found to be correlated to the 

characteristics of the catchment. Initial exploration suggests that 𝑄0 is predictable from 

catchment characteristics, possibly facilitating applications of this methodology to 

“ungaged” locations in future work. 

Turbidity event model parameters, particularly those associated with the power-

law term (𝑎0 and 𝑏), were shown here to be correlated with catchment land cover, 

baseflow index and antecedent moisture conditions. The values of event model 

parameters 𝑎0, 𝑏, 𝑐 and 𝑟 vary on an event-by-event basis, and two separate analyses of 

these parameter values were considered in this dissertation. To understand how the 

characteristics of a catchment relate to general turbidity behavior, the gage median 

parameter values for 110 gages with a combined total of ~6000 individual events were 

explored using correlation analysis and spatial mapping. The results indicated that 

parameter 𝑎0 was well correlated with land cover characteristics, particularly the 

percentage forest. Parameter 𝑏 was found to be highly correlated with many catchment 

characteristics, but was best correlated with baseflow index. The remaining parameters, 𝑐 
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and 𝑟, showed only weak correlations with the catchment-wide characteristics considered 

in this research. Some studies, such as Hunsaker and Levine [1995] and Buck et al. 

[2004], have found water quality constituents to be correlated with localized catchment 

characteristics. Future work will, hopefully, explore if these model parameters can be 

better understood in terms of the characteristics of the catchment local to the gage and/or 

near the stream (i.e., along the stream corridor). 

Turbidity model parameter event-to-event variability was found to be largely 

related to the antecedent moisture conditions preceding the hydrologic event. In order to 

both establish a basis from which to predict model parameter values for forecasting 

purposes, and explore the potential physical controls on event parameter values, this 

research used several methods to predict parameters from the event characteristics. One 

method involved first using cluster analysis to group training events based on 𝑎0, 𝑏, 𝑐 and 

𝑟 similarity (i.e., similarity of the parameter “set”), then utilizing a classification tree 

based on event characteristics to predict parameter sets for new events. In a more 

traditional approach, multiple linear regression was used to predict values of 𝑎0, 𝑏, 𝑐 and 

𝑟 individually from the event characteristics by means of equations developed using 

training events. The results for both prediction methods show that indicators of 

antecedent moisture conditions, particularly those derived from discharge, were the most 

useful predictors of model parameter values. While the cluster/classification approach 

produced a slightly better overall prediction success rate, the regression approach was 

chosen to produce turbidity forecasts in this research. This is because the regression 

approach produced a more stable updating of the turbidity forecast as successive forecasts 

were issued throughout a single event. 
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Useful turbidity forecasts (i.e., better than a persistence reference) based solely 

on currently-available observed data and forecast inputs can be obtained using the event 

model, parameter decorrelation and model parameter prediction methods developed in 

this dissertation. Within the U.S., an extensive gage/station network of observed and 

forecast discharge, precipitation and temperature is available through the efforts of the 

USGS and the NWS. The research presented here utilized these inputs as the basis for 

forecasting of stream turbidity for 3 days into the future with 6-hr time-resolution (to 

match typical streamflow forecasts). The observed and forecast inputs were used in two 

ways—both directly as an independent variable in the turbidity model (i.e., discharge) 

and to estimate the most appropriate values for the turbidity model parameters using 

regression equations. Using archived input forecasts, turbidity forecasts were made for 

events from two streams selected from the larger data set examined here. The forecasts 

were found to be “useful” when compared to a persistence reference. The turbidity 

forecast uncertainty resulting from the forecast discharge uncertainty was also 

considered, and it was found that the uncertainty interval is much wider towards values 

less than the deterministic forecast.  

Future improvements in water quality forecasting are likely to come by 

implementing some of the strategies currently used in streamflow forecasting, such as 

data assimilation (manual or automatic). Additionally, there remain many opportunities 

for refinement of the methods used to forecast event model parameters. Future work 

involving longer data records than what is currently available may permit greater 

representation of extreme events and could support additional analyses of the stationarity 

(or perhaps non-stationarity) of model parameter values for individual streams over time. 



120 
 

Turbidity is both an important primary water quality characteristic and a valuable 

surrogate; therefore, this research provides an important advancement for operational 

water management, in and of itself, and in the foundation it lays for the forecasting of 

other water quality constituents of interest. While the projected impact of climate change 

on water quantity and quality varies by location, the overall implications are largely 

negative, and current water management practices may be insufficient to deal with these 

changes [Bates et al., 2008]. Water quality forecasts may become an important tool 

facilitating day-to-day operational decisions that optimize water management in order to 

cope with the water challenges we will likely face in the future. 
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Note: Table A1 is shown in parts over the next several pages. 

 

Table A 1.  Study gages and catchment characteristics. 
Gage USGS ID Stream Starting Date of Data Useda 
G1 01646305 Dead Run 2008-10-01 
G2 01645762 S F Little Difficult Run 2007-10-01 
G3 01656903 Flatlick Br. 2007-10-01 
G4 01645704 Difficult Run 2007-10-01 
G5 01649190 Paint Br. 2007-10-03 
G6 01480300 W Br. Brandywine C. 2007-10-04 
G7 01473169 Valley C. 2007-10-01 
G8 01480617 W Br. Brandywine C. 2007-10-01 
G9 01472157 French C. 2007-10-01 
G10 01480700 E Br. Brandywine C. 2010-11-11 
G11 01649500 NE Br. Anacostia R. 2007-10-01 
G12 01480870 E Br. Brandywine C. 2007-10-01 
G13 01632900 Smith C. 2010-04-16 
G14 01481000 Brandywine C. 2007-10-01 
G15 01481500 Brandywine C. 2007-10-01 
G16 01400500 Raritan R. 2008-04-15 
G17 01673000 Pamunkey R. 2007-10-01 
G18 01608500 S Br. Potomac R. 2010-10-27 
G19 02035000 James R. 2007-10-02 
G20 01463500 Delaware R. 2007-10-02 

a End date of data interval used was 2013-04-22 for all gages.  
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Table A 1 (continued).  Study Gages and Catchment Characteristics. 

Gage Drainage Areab 
Drainage 
Densityc Average Sloped 

Average 
Elevationd 

(km2) (km/km2) (deg) (m) 
  DA DD SLP ELEV 
G1 5.31 0.73 2.79 85 
G2 7.02 1.15 3.32 120 
G3 10.9 1.33 1.96 111 
G4 14.2 1.25 3.15 124 
G5 33.9 1.26 2.61 122 
G6 48.4 0.67 2.29 221 
G7 53.8 0.98 4.02 108 
G8 143 0.82 3.28 193 
G9 153 0.94 4.21 161 
G10 157 0.99 3.26 170 
G11 188 1.25 2.18 67 
G12 233 1.05 3.48 157 
G13 242 1.67 5.53 422 
G14 743 1.11 2.79 149 
G15 813 1.19 3.4 144 
G16 1269 1.84 2.69 135 
G17 2799 1.65 1.7 101 
G18 3847 1.56 9.12 398 
G19 16199 1.72 5.02 290 
G20 17553 1.17 2.91 385 

b USGS NWIS 
c DD = (total stream length )/(DA);  Total stream length from USGS NHD streamlines. 
d Global Mapper; USGS NED DEM. 
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Table A 1 (continued).  Study Gages and Catchment Characteristics. 

Gage 
Mean Annual 

Runoffe 
Streamflow 
Variabilityf 

Streamflow 
Skewg Baseflow Indexh 

(m) (-) (-) (-) 
  MAR SV SKEW BFI 
G1 0.39 3.45 2.14 0.433 
G2 0.35 3.25 1.763 0.626 
G3 0.57 3.35 2.41 0.465 
G4 0.55 3.43 2.346 0.449 
G5 0.33 1.8 1.741 0.574 
G6 0.58 1.96 1.744 0.576 
G7 0.62 1.56 1.428 0.723 
G8 0.53 1.37 1.432 0.695 
G9 0.57 1.52 1.559 0.669 
G10 0.57 1.12 1.344 0.724 
G11 0.42 2.49 2.443 0.435 
G12 0.62 1.23 1.405 0.718 
G13 0.23 1.64 1.803 0.708 
G14 0.57 1.25 1.421 0.734 
G15 0.57 1.23 1.395 0.73 
G16 0.67 1.72 1.807 0.625 
G17 0.24 1.6 2.155 0.619 
G18 0.31 1.65 2.037 0.633 
G19 0.33 1.27 1.811 0.682 
G20 0.74 1 1.386 0.741 

e USGS NWIS daily streamflow 
f SV = st.dev./mean; USGS NWIS daily streamflow 
g SKEW = mean/median; USGS NWIS daily streamflow 
h Arnold et al. [1995] as in Sawicz et al. [2011]; USGS NWIS daily streamflow 
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Table A 1 (continued).  Study Gages and Catchment Characteristics. 

Gage Foresti Urbani 
Water & 
Wetlandsi Cropsi Pasturei 

(%) (%) (%) (%) (%) 
  FOREST URBAN WATWET CROPS PASTURE 
G1 26.4 70.4 0.9 0 2.2 
G2 55.7 38 3.6 0.3 1.2 
G3 13.4 82.9 0.7 0.2 1.6 
G4 35 60.4 1.8 0.9 1.3 
G5 32.7 56.6 2.2 2.4 4.6 
G6 21.3 10.4 2.6 32.2 27.8 
G7 31.2 51.8 1.2 3.7 5.1 
G8 33.6 19.8 2 17.6 20.2 
G9 49.8 9 2.3 11.7 17.7 
G10 37.1 15.2 4.2 15.7 19.5 
G11 24.7 62.7 5.1 1.4 4.2 
G12 36.3 22.6 3.3 13.6 16.7 
G13 45.9 7.9 0.1 3 43.2 
G14 31.9 23.2 2.1 13.5 22 
G15 32.9 23.4 2.2 12.7 21.5 
G16 40.4 21.5 5.1 13.9 13.9 
G17 57.9 5 6.8 5.3 14.8 
G18 80.6 3.9 0.5 0.4 14.5 
G19 76.6 6.4 1.1 0.4 13.9 
G20 67.5 10.1 5.7 6.3 8.8 

i NLCD 2006. (Categories shown are not inclusive and may not total 100%). 
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Table A 1 (continued).  Study Gages and Catchment Characteristics. 

Gage HSG A Soilsj HSG B Soilsj HSG C Soilsj HSG D Soilsj 
(%) (%) (%) (%) 

  SOILA SOILB SOILC SOILD 
G1 1.7 91.7 4.3 2.3 
G2 5.4 70.5 20.4 3.8 
G3 0 9.8 80.2 9.9 
G4 3.9 52.8 13.4 29.9 
G5 5.4 70.7 18.7 5.2 
G6 5.2 75.6 9.5 9.7 
G7 1.8 79.6 12.4 6.1 
G8 2.5 68.2 16.8 12.5 
G9 5.2 64.6 19.8 10.4 
G10 5.8 74.5 9.2 10.6 
G11 2.7 42.2 33.1 22 
G12 5.2 75.1 9.7 10.1 
G13 0.1 52.2 41.3 6.4 
G14 4.5 72.8 11.8 10.9 
G15 4.4 72.3 12.1 11.2 
G16 0.5 49.1 39.2 10.1 
G17 0.6 50.9 36.6 10 
G18 14.3 21.2 54.9 9.7 
G19 0.3 54.8 34.5 10.3 
G20 4.1 15.8 67.3 11.7 

j www.soilinfo.psu.edu; Hydrologic Soil Groups (HSG) from NRCS STATSGO database (Categories 
shown by not total 100% as areas of open water are omitted).  
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5928 Events from 110 U.S. Gages 
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Section B.1: Gage Data 

Table B 1 lists the 110 U.S. Geological Survey (USGS) gages used in this study, 

and Figure 3.1 in Chapter 3 shows the gage locations and catchment outlines. The 

“NCDC Station ID” corresponds to the NOAA National Climatic Data Center (NCDC) 

station used in the calculation of several meteorological catchment characteristics as 

described in Section B.2. The “Expanded Event Window” is discussed in Section 3.3.1 of 

Chapter 3. 
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Table B 1.  Gage data.  

USGS  
Gage ID Stream Name 

Drainage 
Area (km2) 

Starting date of 
data used 

Ending date of 
data used 

NCDC 
Station ID 

Expanded 
Event 

Window? 
01104455 STONY BROOK 1.24 2007-10-01 2013-05-18 USW00014702  
01400500 RARITAN RIVER 1269.10 2008-04-15 2013-04-22 USC00283029  
01408029 MANASQUAN RIVER 163.95 2007-10-01 2013-11-08 USC00283181  
01408500 TOMS RIVER 318.57 2011-09-21 2013-11-08 USC00283181 3x 
01463500 DELAWARE RIVER 17560.20 2007-10-02 2013-04-22 USC00304731  
01472157 FRENCH CREEK 153.07 2007-10-01 2013-04-22 USC00369464  
01473169 VALLEY CREEK 53.87 2007-10-01 2013-04-22 USC00369464  
01473500 SCHUYLKILL RIVER 4558.40 2012-02-23 2013-11-08 USC00363632  
01480300 WEST BRANCH BRANDYWINE 

CREEK 
48.43 2007-10-04 2013-04-22 USC00369464  

01480617 WEST BRANCH BRANDYWINE 
CREEK 

143.23 2007-10-01 2013-04-22 USC00369464  

01480700 EAST BRANCH BRANDYWINE 
CREEK 

156.95 2010-11-11 2013-04-22 USC00369464  

01480870 EAST BRANCH BRANDYWINE 
CREEK 

232.84 2007-10-01 2013-04-22 USC00369464  

01481000 BRANDYWINE CREEK 743.33 2007-10-01 2013-04-22 USC00369464  
01481500 BRANDYWINE CREEK 813.26 2007-10-01 2013-04-22 USC00369464  
01493112 CHESTERVILLE BRANCH 15.85 2012-06-09 2013-11-08 USW00013701  
01548303 STRAIGHT RUN 16.78 2012-07-18 2013-11-08 USC00369408  
01608500 SOUTH BRANCH POTOMAC 

RIVER 
3848.74 2010-10-27 2013-04-23 USC00467730  

01632900 SMITH CREEK 242.42 2010-04-16 2013-04-23 USC00442208  
01645704 DIFFICULT RUN 14.22 2007-10-01 2013-04-23 USC00448737  
01645762 S F LITTLE DIFFICULT RUN 7.02 2007-10-01 2013-04-23 USC00448737  
01646000 DIFFICULT RUN 149.70 2012-10-10 2013-11-21 USC00448737  
01646305 DEAD RUN 5.31 2008-01-10 2013-04-23 USC00182325  
01648010 ROCK CREEK 164.98 2012-10-01 2013-11-08 USC00186350  
01649190 PAINT BRANCH 33.93 2007-10-03 2013-04-23 USC00180700  
01649500 NORTH EAST BRANCH 

ANACOSTIA RIVER 
188.55 2007-10-01 2013-04-25 USC00180700  

01656903 FLATLICK BRANCH 10.88 2007-10-01 2013-04-23 USC00448737  
01673000 PAMUNKEY RIVER 2799.79 2007-10-04 2013-04-23 USC00445050 2x 
02035000 JAMES RIVER 16205.63 2007-10-02 2013-04-23 USC00448600  
02203863 SHOAL CREEK 22.53 2012-03-19 2013-10-01 USC00095666  
02203900 SOUTH RIVER 256.41 2012-04-04 2013-10-01 USC00095666  
02204130 HONEY CREEK 67.34 2011-05-03 2012-08-16 USC00095666  
02205522 PEW CREEK 18.13 2007-10-01 2013-10-01 USC00098950  
02207335 YELLOW RIVER 673.40 2010-10-01 2012-07-16 USC00095666  
02208130 SHOAL CREEK 10.10 2007-10-01 2013-10-01 USC00098950  
02336152 SOUTH FORK PEACHTREE 15.28 2012-03-17 2013-10-01 USC00095666  
02337410 DOG RIVER 172.24 2007-10-01 2013-10-01 USC00091640  
03067510 SHAVERS FORK 155.92 2011-12-13 2013-10-31 USC00468308  
03238140 TAYLOR CREEK 10.98 2007-10-03 2013-10-23 USW00093812  
03238745 TWELVEMILE CREEK 101.01 2007-10-01 2013-10-24 USW00093812  
03238772 FOURMILE CREEK 8.03 2007-10-04 2012-07-16 USW00093812  
03254550 BANKLICK CREEK 77.70 2007-10-06 2013-10-23 USW00093814  
03260015 PLEASANT RUN CREEK 16.55 2007-10-06 2013-10-31 USW00093814  
03262001 WOOLPER CREEK 62.68 2007-10-16 2013-10-31 USW00093814  
03277075 GUNPOWDER CREEK 94.79 2007-10-09 2013-10-23 USW00093814  
03353200 EAGLE CREEK 266.77 2010-09-30 2013-10-31 USC00129557  
03374100 WHITE RIVER 29279.95 2010-12-03 2013-09-08 USC00120784 3x 
03408500 NEW RIVER 989.38 2007-10-01 2013-10-31 USW00053868  
03432100 HARPETH RIVER 172.49 2008-10-01 2013-05-06 USC00401720  
03601630 LOCKE BRANCH 2.10 2007-10-01 2012-10-17 USC00402989  
04027000 BAD RIVER 1546.23 2011-03-02 2013-11-07 USC00475286  
04040000 ONTONAGON RIVER 3470.60 2011-07-08 2013-10-31 USC00208706  
04087030 MENOMONEE RIVER 89.87 2008-12-29 2013-10-03 USC00473058 2x 
04087050 LITTLE MENOMONEE RIVER 20.72 2008-11-08 2013-10-03 USC00473058  
04087088 UNDERWOOD CREEK 46.88 2010-02-18 2013-10-03 USC00475474  
04087119 HONEY CREEK 26.68 2008-12-06 2013-09-20 USC00475474  
04087120 MENOMONEE RIVER 318.57 2008-11-05 2013-10-03 USC00475474  
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Table B 1 (continued).  Gage data.  

USGS  
Gage ID Stream Name 

Drainage 
Area (km2) 

Starting date of 
data used 

Ending date of 
data used 

NCDC 
Station ID 

Expanded 
Event 

Window? 
04142000 RIFLE RIVER 828.80 2011-06-08 2013-10-03 USC00208800  
04165500 CLINTON RIVER 1901.06 2011-07-15 2013-11-07 USC00206982  
04166500 RIVER ROUGE 484.33 2011-04-01 2013-10-03 USC00202691  
04195500 PORTAGE RIVER 1108.52 2011-04-23 2013-09-19 USC00330862 2x 
04199500 VERMILION RIVER 678.58 2011-06-23 2013-10-03 USW00004849  
04200500 BLACK RIVER 1025.64 2011-06-23 2013-10-03 USW00004849  
04206425 CUYAHOGA RIVER 1437.45 2012-05-24 2013-10-03 USW00014813  
04208000 CUYAHOGA RIVER 1831.13 2011-02-17 2013-10-03 USW00014813  
05054000 RED RIVER OF THE NORTH 17612.00 2007-10-01 2013-11-13 USC00218947 2x 
05517000 YELLOW RIVER 1126.65 2012-05-10 2013-11-13 USC00126989 2x 
06795500 SHELL CREEK 699.30 2008-03-29 2012-10-21 USC00251825  
06800500 ELKHORN RIVER 15203.30 2008-03-27 2013-10-16 USW00014941  
06893300 INDIAN CREEK 68.89 2011-05-18 2012-08-15 USW00003967  
06893350 TOMAHAWK CREEK 61.90 2011-07-08 2012-08-15 USW00003967  
06893390 INDIAN CREEK 166.20 2007-10-02 2013-11-08 USW00003967  
06893820 LITTLE BLUE RIVER 254.34 2009-10-08 2013-11-08 USC00234154  
06893830 ADAIR CREEK 13.31 2008-10-11 2013-11-08 USC00234154  
06893890 EAST FORK LITTLE BLUE 

RIVER 
89.10 2009-12-01 2013-11-08 USC00234154  

06893970 SPRING BRANCH CREEK 21.76 2007-10-05 2013-11-08 USC00234154  
06894000 LITTLE BLUE RIVER 476.56 2007-10-03 2013-11-08 USW00053879  
06914950 BIG BULL CREEK 74.33 2010-10-23 2012-08-15 USW00093909  
06914990 LITTLE BULL CREEK 20.36 2010-09-01 2012-08-15 USW00093909  
07017610 BIG RIVER 1059.31 2011-10-14 2013-11-13 USC00236826  
07018500 BIG RIVER 2375.03 2011-10-14 2013-11-13 USC00236826  
07061270 EAST FORK BLACK RIVER 135.20 2007-10-01 2013-11-08 USC00236826  
07075270 SOUTH FORK OF LITTLE RED 

RIVER 
193.47 2010-07-24 2013-11-08 USC00032794  

07143672 LITTLE ARKANSAS RIVER 1965.81 2007-10-01 2013-11-08 USC00145152 2x 
07144100 LITTLE ARKANSAS RIVER 3209.01 2007-10-01 2013-11-08 USC00145152  
07191222 BEATY CREEK 153.12 2007-10-01 2013-11-08 USC00032930  
07263296 MAUMELLE RIVER 189.07 2007-10-09 2013-11-08 USC00030130  
08048000 W FK TRINITY RIVER 6773.29 2010-08-21 2013-11-08 USC00419532  
08068000 W FK SAN JACINTO RIVER 2144.36 2009-08-18 2013-11-08 USC00414382  
08068500 SPRING CREEK 1059.26 2007-10-01 2013-11-08 USW00053910  
08070200 E FK SAN JACINTO RIVER 1004.92 2007-10-01 2013-11-08 USW00053902 2x 
08188060 SAN ANTONIO RIVER 9246.30 2011-07-27 2013-11-08 USW00012921  
11274790 TUOLUMNE RIVER 779.59 2007-10-01 2013-11-02 USW00053150  
11462500 RUSSIAN RIVER 937.58 2008-07-19 2013-11-02 USW00023275  
11467000 RUSSIAN RIVER 3470.60 2008-06-07 2013-11-02 USW00023275  
11501000 SPRAGUE RIVER 4053.35 2007-11-17 2013-11-02 USC00353232 2x 
11502500 WILLIAMSON RIVER 7770.00 2007-10-17 2013-11-02 USC00353232 2x 
12100490 WHITE RIVER 1230.25 2010-05-27 2013-09-05 USC00456295  
12101500 PUYALLUP RIVER 2455.32 2012-05-03 2013-09-05 USC00456295  
12186000 SAUK RIVER 393.68 2011-09-23 2013-09-05 USC00451992  
12214500 SUMAS RIVER 80.29 2011-04-21 2013-09-05 USC00451484  
14182500 LITTLE NORTH SANTIAM 

RIVER 
290.08 2007-10-01 2013-09-05 USC00352292  

14206950 FANNO CREEK 81.59 2007-10-03 2013-09-05 USC00355945  
14210000 CLACKAMAS RIVER 1737.89 2007-10-01 2013-09-05 USC00352693  
14211010 CLACKAMAS RIVER 2434.60 2007-10-01 2013-09-05 USC00352693  
14240525 NF TOUTLE RIVER 453.25 2010-05-01 2013-09-05 USC00451760  
14242580 TOUTLE RIVER 1284.64 2010-04-01 2013-09-05 USC00451760  
14316500 N UMPQUA RIVER 1230.25 2010-06-15 2012-10-14 USC00354835  
14338000 ELK CREEK 344.47 2008-01-26 2011-06-05 USC00355055  
14361500 ROGUE RIVER 6345.50 2012-09-06 2013-03-14 USC00355055  
071912213 SPAVINAW CREEK 420.95 2007-10-01 2013-11-08 USC00032930  
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Section B.2: Catchment Data 

A total of 29 catchment characteristics were determined for each of the 110 study 

gages. A summary of these results is shown in Table 3.1 of Chapter 3. The details of the 

data sources and methods used to determine each catchment characteristics are discussed 

in the following sections. 

Data Sources 

The GIS software Global Mapper was used to delineate each catchment based on 

gage location and digital elevation data from the USGS National Elevation Dataset 

(NED) (10m resolution), which was used to calculate several topographic and 

morphologic characteristics (SF, DD, SLP, ELEV, RELIEF and RELIEF RATIO).  

Land cover data was obtained from the USGS 2006 National Land Cover 

Database (NLCD) (30m resolution) and was used to calculate the fraction of land cover 

classes present (FOREST, AG, URBAN and WETWAT). 

Soil data from the Center for Environmental Informatics (www.soilinfo.psu.edu; 

Hydrologic Soil Groups (HSG) from Natural Resources Conservation Service (NRCS) 

State Soil Geographic (STATSGO) database) was used to calculate the fraction of HSG 

classes present (SOILA, SOILB, SOILC and SOILD).  

Daily meteorological data was obtained from the NOAA National Climatic Data 

Center (NCDC) from the available station closest to the centroid of the catchment (Table 

B 1) for the 6-year period of 2007-10-01 to 2013-09-30 and used to calculate catchment 

climate characteristics (PSI and AI).  
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Climate 30-year (1981-2010) normals from the PRISM Climate Group 

(http://prism.oregonstate.edu) were used to calculate several catchment climate 

characteristics (MAT, MAP and RR). These characteristics could have been calculated 

from NCDC station data; however, spatial datasets were used throughout this study, when 

available, with an eye towards future un-gaged applications. 

Surface water features (e.g., streamlines, water bodies) were obtained from the 

National Hydrography Dataset (NHD) and used to calculate several characteristics related 

to the drainage network and impoundments present (DD, ID, IA and IMA). 

Mean daily discharge data was obtained from the USGS for the 6-year period of 

2007-10-01 to 2013-09-30 and used to compute the flow characteristics (MAR, RR, SV, 

SKEW and BFI).  

Catchment Characteristics 

LAT – Gage latitude, (degrees); as published by USGS. 

LONG – Gage longitude, (degrees); as published by USGS. 

DA – Drainage area, (km2); as published by USGS. 

SF – Shape factor, (-); defined as the catchment width divided by the catchment length; 

calculated as the catchment drainage area (DA) divided by the catchment length squared. 

The catchment length was the distance from the gage to the most distant catchment 

boundary, along a line approximately following the main stem of the stream. 

DD – Drainage density, (km/km2); calculated as the total length of USGS NHD 

streamlines within the catchment bounds divided by the catchment drainage area (DA). 
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SLP – Mean catchment slope, (degrees); determined using Global Mapper and the USGS 

NED. 

ELEV – Mean catchment elevation, (m); determined using Global Mapper and the USGS 

NED. 

RELIEF – Relief, (m); calculated as the maximum elevation minus the minimum 

elevation. This was determined using Global Mapper and the USGS NED. 

RELIEF RATIO – Relief ratio, (-); calculated as the relief (RELIEF) divided by the 

catchment length. The catchment length was the distance from the gage to the most 

distant catchment boundary, along a line approximately following the main stem of the 

stream.  

SOILA – Fraction of type A SCS hydrologic soil group, (%); spatial data obtained from 

the Center for Environmental Informatics, proportions within catchment bounds 

determined using Global Mapper. 

SOILB – Fraction of type B SCS hydrologic soil group, (%); spatial data obtained from 

the Center for Environmental Informatics, proportions within catchment bounds 

determined using Global Mapper. 

SOILC – Fraction of type C SCS hydrologic soil group, (%); spatial data obtained from 

the Center for Environmental Informatics, proportions within catchment bounds 

determined using Global Mapper. 

SOILD – Fraction of type D SCS hydrologic soil group, (%); spatial data obtained from 

the Center for Environmental Informatics, proportions within catchment bounds 
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determined using Global Mapper. Mixed classes (i.e., A/D, B/D and C/D) were 

considered class D. 

FOREST – Fraction of forest land cover, (%); spatial data obtained from USGS 2006 

National Land Cover Database, includes: Deciduous Forest, Evergreen Forest and Mixed 

Forest classifications. 

AG – Fraction of agriculture land cover, (%); spatial data obtained from USGS 2006 

National Land Cover Database, includes: Cultivated Crops and Pasture/Hay 

classifications. 

URBAN – Fraction of urban land cover, (%); spatial data obtained from USGS 2006 

National Land Cover Database, includes: Developed Open Space, Developed Low 

Intensity, Developed Medium Intensity and Developed High Intensity classifications. 

WETWAT – Fraction of wetland or water land cover, (%); spatial data obtained from 

USGS 2006 National Land Cover Database, includes: Open Water, Woody Wetlands and 

Emergent Herbaceous Wetlands classifications. 

MAT – Mean annual temperature, (oC); calculated from PRISM spatial dataset based on 

catchment boundaries using Global Mapper. 

MAP – Mean annual precipitation, (m); calculated from PRISM spatial dataset based on 

catchment boundaries using Global Mapper. 

PSI – Precipitation seasonality index, (-); calculated from the NCDC dataset, where MAP 

is the mean annual precipitation and xn is the mean monthly precipitation [Walsh and 

Lawler, 1981; Sawicz et al., 2011]: 
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AI – Aridity index, (-); calculated as the mean annual potential evapotranspiration (PET) 

divided by the mean annual precipitation (MAP). The PET was calculated from the 

NCDC dataset daily average temperature using the Hargreaves method [Hargreaves and 

Samani, 1985]. Extraterrestrial radiation was estimated from gage latitude and Julian day 

[Allen et al., 1998]. 

ID – Impoundment density, (number/km2); calculated as the number of USGS NHD 

waterbodies classified as “lake/pond” or “reservoir” within (partly or fully) the catchment 

divided by the catchment drainage area (DA). 

IA – Fraction of impoundment area, (%); calculated as the total area of all USGS NHD 

waterbodies classified as “lake/pond” or “reservoir” within (partly or fully) the catchment 

divided by the catchment drainage area (DA). (Note: this catchment characteristic is 

similar to WETWAT above, but it is derived from a different dataset and does not include 

“wetlands”.) 

IMA – Fraction of largest impoundment area, (%); calculated as the area of the largest 

USGS NHD waterbody classified as “lake/pond” or “reservoir” within (partly or fully) 

the catchment divided by the catchment drainage area (DA). 

MAR – Mean annual runoff, (m); calculated as the sum of the USGS mean daily 

discharge dataset divided by the number of years in the data period and divided by the 

catchment drainage area (DA). 
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RR – Runoff ratio, (-); calculated as the mean annual runoff (MAR) divided by the mean 

annual precipitation (MAP). 

SV – Streamflow variability, (-); calculated as the standard deviation of the USGS mean 

daily discharge dataset divided by the mean of the USGS mean daily discharge dataset. 

SKEW – Skewness in daily flows, (-); calculated as the mean of the USGS mean daily 

discharge dataset divided by the median of the USGS mean daily discharge dataset. 

BFI – Baseflow index, (-); calculated from the USGS mean daily discharge dataset using 

the methods of Arnold et al. [1995] as described in Sawicz et al. [2011]. 
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Section B.3: Study Events 

 

 

 

Figure B 1.  Number of events per gage used in this study. Histogram displays distribution of number 
of events per gage and shows color key for map of gage event totals. 
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Figure C 1.  Boxplots of best-fit event model parameter values for the events in the validation 
datasets: 𝒂𝟎 (𝑭𝑵𝑭), 𝒃 (-), 𝒄 (𝑭𝑵𝑭(𝒌𝒌𝟐𝒔)(𝒔/𝒌𝟑)), 𝒓 (𝒌𝒌𝟐/𝒌𝟑) and 𝑵𝑵𝑵 (-). Boxplot boxes contain 
the middle 50% of the data (with the median shown as a line within the box), whiskers extend to the 
nearest data point within 1.5 box lengths from box edge and stars denote events which fall outside the 
upper and lower whiskers (outliers); boxplot colors indicate stream.  
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Figure C 2.  Dendrogram showing cluster analysis results and the events associated with each cluster 
(shape group) for Brandywine Creek. The events are shown as turbidity vs. discharge loops and are 
colored by shape group. The small plots of individual events all have the same axis scaling. 
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Figure C 3.  Dendrogram showing cluster analysis results and the events associated with each cluster 
(shape group) for S.B. Potomac River. The events are shown as turbidity vs. discharge loops and are 
colored by shape group. The small plots of individual events all have the same axis scaling. 
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Figure C 4.  Classification Tree for Brandywine Creek. Terminal node (circles) class identity colored 
by shape group, as shown in Figure C 2. Membership for training events shown with rectangles 
representing individual events under each terminal node. Only 59 of the total 62 events are shown 
due to three events having missing characteristic data for a branch the event encounters. 
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Figure C 5.  Classification Tree for S.B. Potomac River. Terminal node (circles) class identity colored 
by shape group, as shown in Figure C 3. Membership for training events shown with rectangles 
representing individual events under each terminal node. 
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Figure C 6.  Comparison of predicted parameter values and fitted parameter values for Raritan 
River. Units are: 𝒂𝟎 (𝑭𝑵𝑭), 𝒃 (-), 𝒄 (𝑭𝑵𝑭(𝒌𝒌𝟐𝒔)(𝒔/𝒌𝟑)) and 𝒓 (𝒌𝒌𝟐/𝒌𝟑). 
 

 

Figure C 7.  Comparison of predicted parameter values and fitted parameter values for Brandywine 
Creek. Units are: 𝒂𝟎 (𝑭𝑵𝑭), 𝒃 (-), 𝒄 (𝑭𝑵𝑭(𝒌𝒌𝟐𝒔)(𝒔/𝒌𝟑)) and 𝒓 (𝒌𝒌𝟐/𝒌𝟑). 
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Figure C 8.  Comparison of predicted parameter values and fitted parameter values for S.B. Potomac 
River. Units are: 𝒂𝟎 (𝑭𝑵𝑭), 𝒃 (-), 𝒄 (𝑭𝑵𝑭(𝒌𝒌𝟐𝒔)(𝒔/𝒌𝟑)) and 𝒓 (𝒌𝒌𝟐/𝒌𝟑). 
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Section D.1: Flow Diagram of Calibration and Operational Forecasting 

 

 

 

Figure D 1.  Flow diagram showing turbidity model calibration and operational forecasting. 
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Section D.2: 𝑽(𝒕) – Streamflow Event Cumulative Discharge 

 

 

Figure D 2.  Diagram showing calculation of 𝑽(𝒕), which is used in the turbidity model (equation 
(5.1) in Chapter 5). 
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Section D.3: Uncertainty Intervals 

 

Definitions 

“forecast point” – a single time in the future (e.g., 3/20/15 2:00 pm) with an associated 

forecast (e.g., a forecast discharge of 0.10 (m3/s)/km2). 

“streamflow forecast” or “turbidity forecast” – the typically 12 forecast points (3 days x 

4/day (6-hr)) issued at a particular time (e.g., 3/20/15 9:37am). 

 

Pre-processing 

1. The observed discharge corresponding to each discharge forecast point was 

determined.  

2. Pairs of forecast and observed discharge data were binned into logarithmic 

intervals of ~1.6X (or 2 dB) based on forecast discharge. A given observed 

discharge data point may be part of several forecast/observation data pairs due to 

the regularity of forecast point times (i.e., 0:00, 6:00, 12:00 and 18:00 UTC) and 

the frequency of forecast issue (at least one forecast issued per day). 

3. For each data pair, relative forecast discharge error (observed divided by forecast 

“𝑜𝑏𝑠/𝑓𝑐𝑠𝑡”) was calculated. 

4. For each forecast discharge bin, data pairs were arranged in ascending order based 

on values of 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡.  

5. For each forecast discharge bin, the array of ascending 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡 points were 

evenly spaced and linearly interpolated such that the array now has 1001 



161 
 

numbers. The first number is the lowest value of 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡, while the last number 

is the highest value of 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡. 

Simulation 

6. For each originally issued streamflow forecast, a “new” streamflow forecast was 

made by performing the following steps for each point in the forecast: 

a. Generate a random number from 0-1, multiply the number by 1000, and 

then round to the nearest whole number (resulting in 1001 whole number 

between 0-1000). 

b. Determine which of the forecast discharge bins to use (from “step 2”) 

based on which interval the original forecast discharge for the data point 

falls into. 

c. Use the number generated in “step 6a” to select (“look-up”) a value of 

𝑜𝑏𝑠/𝑓𝑐𝑠𝑡  from the array created in “step 5”. 

d. Multiply the selected value of 𝑜𝑏𝑠/𝑓𝑐𝑠𝑡 by the original forecast discharge 

for the data point to obtain a “new” forecast for the point. 

7. Repeat “step 6” 10,000 times for each originally issued streamflow forecast. 

8. Make turbidity forecasts for each “new” streamflow forecast. (i.e., 10,000 

turbidity forecasts will be made corresponding to the 10,000 streamflow forecasts 

associated with each single original streamflow forecast). 

Post-processing  

9. Each original forecast point (both discharge and turbidity) now has 10,000 “new” 

forecast values associated with it. Repeat the following for each point: 

a. Arrange the 10,000 values in ascending order. 
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b. Select the 500th, 1500th, 8500th and 9500th numbers from the array.  

c. The interval between the 500th and the 9500th numbers is the 90% 

uncertainty interval, between the 1500th and the 8500th is the 70% 

uncertainty interval. 
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Section D.4: Streamflow Forecasts for Each Streamflow Event 

 

 

Figure D 3.  NWS streamflow forecasts for Raritan River events A-F. 
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Figure D 4.  NWS streamflow forecasts for Brandywine Creek events A-F. 
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Section D.5: Turbidity Forecasts for Each Streamflow Event 

 

 

 

 

Figure D 5.  Turbidity forecasts for Raritan River events A-F. 
 



166 
 

 

 

 

 

 

Figure D 6.  Turbidity forecasts for Brandywine Creek events A-F. 
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