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Abstract

Computational Analysis of Language Use in Autism

Masoud Rouhizadeh

Doctor of Philosophy

the Center for Spoken Language Understanding within

the Oregon Health & Science University

School of Medicine

October 2015

Autism spectrum disorder (ASD) is a neurodevelopmental disorder characterized by im-

paired social communication, and restricted, repetitive patterns of behavior and interest.

These two core symptoms can appear at the language level and result in problems such as

using inappropriate words, idiosyncratic language, topic repetition, and lack of conversa-

tional responsiveness. Existing methods for the evaluation of language in ASD are mainly

based on subjective parental and clinical reports. In this thesis, we propose fast, objec-

tive, scalable, automatic analysis of these interrelated aspects of ASD language, utilizing

computational methods for natural language processing based on unannotated verbatim

transcripts of conversations. We first apply word ranking and distributional semantic mod-

els to automatically determine off-topic lexical content in children’s narrative retellings.

Our classification of unexpected words is sufficiently accurate to distinguish the retellings

of children with autism from those with typical development (TD). Second, we utilize

xiii



semantic similarity measures to identify idiosyncratic topic digressions expressed in nar-

ratives. Our findings indicate that TD children tend to use similar words and semantic

concepts when retelling the same narrative, while children with ASD use different words

and concepts that are potentially related to their individual topics of interest. Third,

we try to quantify restrictive and repetitive interests and topic repetition in spontaneous

conversations of autistic children. Using various similarity measures, we show that the

children with ASD have significantly higher ratio of semantically overlapping dialogue

turns compared to their TD peers, as a result of higher topic perseveration in their con-

versations. Finally, we focus on social communication and interaction in children with

ASD and we analyze their question responsiveness as well as the use of discourse markers

and acknowledgments in various contexts. Our findings suggest that the ASD children are

less responsive compared to TD children, and have problems in the appropriate use of con-

versational cues. Our proposed methods and results in this thesis underscore the potential

of automated natural language processing techniques for improving the understanding of

the prevalence and diagnostic significance of language use in ASD.
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Chapter 1

Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental disorder characterized by im-

paired communication and social behavior as well as by the presence of restrictive and

repetitive behavior (RRB) (American Psychiatric Association, 2000, 2013). According to

the Centers for Disease Control and Prevention (CDC), ASD affects one in 68 children

in the United States as of 2014 (CDC, 2014), a dramatic increase from one in 88 in 2012

(CDC, 2012), and one in 152 in 2007 (CDC, 2007). This large increase is partially due to

changes in diagnosis criteria and procedures, and increased access to diagnosis or treat-

ment, although the exact cause is still unknown (Newschaffer et al., 2007). Nevertheless,

there are likely many children with ASD conditions who remain undiagnosed due to lack

of access to qualified clinical assessment. In addition, those families who are aware of

their children’s ASD conditions may have difficulty in accessing professional evaluation,

monitoring, and treatment due to lack of financial resources, living in rural areas, or cul-

tural and language barriers. Even if the parents have adequate access to professional

help, limited-time clinical visits might not provide a “broad picture” of the language and

behavioral issues of their child.

ASD is hard to diagnose. Currently there is no genetic or other physical or neuroimaging

tests for the diagnosis of autism, and it is mostly diagnosed by clinical autism-specific

behavioral assessments as well as parental reports (London, 2007). Although impaired

language is not necessary for a diagnosis of ASD, it is nevertheless frequently observed in

ASD, especially in the form of atypical pragmatic language (Bishop, 1989; Tager-Flusberg,

1999; Tager-Flusberg et al., 2005b). This is not surprising, given that atypical pragmatic

1
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language is a plausible manifestation of a core deficit of ASD, impaired social commu-

nication. The evaluation of these characteristics is required in major ASD diagnostic

instruments such as the Autism Diagnostic Observation Schedule (ADOS, Lord et al.,

2002), Social Communication Questionnaire (SCQ, Rutter et al., 2003), and the Autism

Diagnostic Interview-Revised (ADI-R, Lord et al., 1994).

Such assessments, however, are largely based on subjective, aggregate ratings. Objective

evaluation requires analyzing natural language samples, which is not frequently done in

clinical practice and research environments. A proper and comprehensive analysis of

language generally involves manual coding which is labor-intensive and usually requires

extensive training. Manual coding is also a subjective procedure, and it is difficult to

implement a reliable and objective coding system across coders and different research

groups. Moreover, coding protocols usually need to be adapted for new tasks, populations,

and diagnosis criteria. Although language-based measures are useful and informative for

tracking responses to language and communication intervention, the demand for human

experts, time, and training, makes such measures hard to apply in research studies and

clinical practice related to ASD treatment.

Automated methods from Natural Language Processing (NLP) could be of great utility

in addressing these issues. First, they provide objective and quantitative evaluation of

language samples, as opposed to qualitative impressions. Second, they merely rely on

manual verbatim transcriptions, hence they are completely unbiased to the child’s diag-

nosis even compared to manual analysis by the clinician. Third, once the methods are

developed, they require only low-cost non-expert “raw” transcription with considerably

less training than labor-intensive expert coding. Fourth, the automated methods are far

more generalizable across different research and clinical sites as they provide robust and

reliable analysis of language tasks. Fifth, they facilitate the analysis of larger, contextually

more diverse language samples from a child, compared to short-term clinical visits. This

analysis can provide a more illustrative picture of the child’s language and aid in track-

ing his/her response to communication intervention. In addition, a large-scale analysis

could result in detecting significant language behaviors (such as topic repetition) which
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may not be easy to observe and capture by clinicians during administration of structured

tasks.

1.1 Problem statement

Semantic and pragmatic language are generally atypical or impaired in autism spectrum

disorder (Bishop, 1989; Tager-Flusberg, 1999; Tager-Flusberg et al., 2005b). It includes

atypical language and topic digressions in narrative retellings, idiosyncratic topic persever-

ation in dialogue, and a lack of conversational reciprocity. Although these problems have

been frequently observed in research studies on language use in ASD, their objective and

quantitative evaluation is not well addressed in current autism diagnosis instruments, and

their assessment is mostly limited to high-level question items, requiring impressionistic

judgments from parents, teachers, and/or clinicians.

The in-depth analysis of pragmatic language use in clinical and research settings requires

expert-level manual annotation. Such annotations are time-consuming, tedious, and prone

to human error. In addition, there is little or no standard definition for many of these

problems in the literature, and most researchers have designed their own guidelines for

the annotation and characterization these phenomena.

Computational methods for natural language processing, and in particular distributional

semantic models, could provide automated, fast, objective, large-scale, reliable, standard

measurements for the analysis of semantic and pragmatic aspects of language. However,

as we will see in later sections of this thesis, little or no previous work has addressed the

automated analysis of these phenomena in autism.

1.2 Research objectives

In this thesis, we propose, implement, and evaluate the significance of automated mea-

sures for the analysis of pragmatic language use in autism. In particular, we focus on

determining off-topic words and topic shifts in narrative retellings, verbal perseveration,
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and lack of conversational responsiveness. More precisely, the six major objectives of the

thesis are the following:

Atypical language as a behavioral marker of autism. We will demonstrate –by

manual annotation– that atypical language and, in particular, idiosyncratic lexical

items are significantly more frequent in narratives produced by children with ASD.

Word ranking and semantic expansion for detecting atypical language. We will

show that distributional semantic models for word association and ranking, in addi-

tion to corpus-based and knowledge-based semantic expansion, can very accurately

identify idiosyncratic lexical items in narrative retellings.

Characterizing topic digression in narratives. We will present our methods for

pairwise semantic comparison of narratives of children children with ASD and typ-

ical development, and identifying idiosyncratic topic digressions in the retellings

generated by children with ASD.

Similarity measures for quantifying topic repetition in conversations. We will

describe the applications of distributional semantic similarity methods for deriving

verbatim and/or purely semantic similarity scores between conversational turns at

different distance windows in order to capture topic repetitions.

Computational analysis of conversational reciprocity. We will explain our method-

ology for question classification, and the analysis of appropriate use of discourse

markers and acknowledgment terms in post-question and post-statement contexts.

Statistical significance of our measures. For each measure, we analyze their statis-

tical power in differentiating children with ASD and typical development.

1.3 Organization of the dissertation

In the next two chapters we present the necessary background for our original work.

In Chapter 2, we give an overview of the computational background for distributional

semantic models and similarity measures at the lexical and document levels. Chapter
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3 provides detailed information about the participants of this study, their recruitment,

screening and diagnosis process, as well as their neuropsychological assessments. We also

explain the two main data sets that we analyze in this thesis: children’s retellings of the

NEPSY Narrative memory (NMM), and conversation transcripts of the Autism Diagnostic

Observation Schedule (ADOS).

In the later chapters we present the original research conducted for this thesis. Chap-

ters 4 and 5 focus on semantic and pragmatic atypicality in narrative retellings. Chapter

4 explores the presence of atypical lexical items in narratives and our automated meth-

ods for detecting such items, and Chapter 5 describes our technique for characterizing

idiosyncratic interest and topic deviations of children with ASD in the NEPSY narra-

tive retelling task. Chapters 6 and 7 focus on the analysis of the semi-structured ADOS

dialogues. Chapter 6 reports our methods for characterizing topic perseveration and re-

strictive repetitive patterns in conversations, and Chapter 7 discusses our analysis of

conversational responsiveness and the use of appropriate conversational cues. Finally, in

Chapter 8, we conclude the findings of the thesis and summarize our contributions. We

propose future work, including suggestions for additional analysis based on our findings

and methods, as well as applying the methods developed in the thesis on clinical data

from other neuropsychological disorders.
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ADOS Autism Diagnostic Observation Schedule
ALI autism with language impairment
ALN autism language normal (no language impairment)
ASD autism spectrum disorder
CA chronological age
Cos cosine similarity score
IDF inverse document frequency
IR information retrieval
Jac Jaccard similarity coefficient
LI meeting criteria for a language impairment
LS Lin’s universal similarity
LSA latent semantic analysis
NEPSY A Developmental NEuroPSYchological Assessment
NLP natural language processing
NNM NEPSY Narrative Memory
NVIQ nonverbal IQ
PLR pure lexical relatedness
RFM relative frequency measure
RRB restrictive and repetitive behavior
SLI specific language impairment
SOR semantic overlap ratio
TD typical development/typically developing
TF term frequency
VIQ verbal IQ
VLR verbatim word overlap with lexical relatedness
WJC weighted Jaccard similarity coefficient
WM WordNet-based mutual similarity
WV WordNet-based vector similarity

Table 1.1: Acronyms and initialisms used in this thesis.



Chapter 2

Preliminaries and technical background

In this chapter we present the technical background for the original research that we con-

ducted in later chapters. We start with the definition of vector space models and the

way we use them for semantic representation of documents and language samples. We

continue to describe distributional similarity measures, and their integrated term weight-

ing, association measures, and knowledge-based lexical similarity metrics. In addition,

we briefly describe the prerequisites for similarity methods we used, including n-gram

language models, part-of-speech tagging, and text pre-processing.

2.1 Vector space model

The vector space model is an algebraic model for document representation in the form of

vectors of words or terms . It is widely used in distributional semantics to represent the

meaning of words, phrases, or documents, and measure the similarity between those. The

idea is to represent each document in the corpus as a vector in vector space. Vectors that

are closer together in the space use a noticeable proportion of the same words, and so are

presumably semantically more similar.

Consider that we observe three children are talking about climbing a branch of an oak

tree. We see that the first child mentioned the word “climb” five times, “tree” four times,

“branch” one time, and “oak” three times in his or her conversation. More formally we

represent the frequency of this set of four words as:

7
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d = {‘climb’: 5, ‘tree’: 4, ‘branch’: 1, ‘oak’: 3 }

We can illustrate this set of words or document d in a vector space representation as:

�d = (5, 4, 1, 3)

where each dimension of �d corresponds to words “climb”, “tree”, “ branch”, and “oak”

respectively.

Now assume that the second child mentioned only the term “climb” from the above list

and he repeated that four times, and a third child mentioned each word “climb” and “tree”

only once. The vector space representation of these two cases will be:

�d� = (4, 0, 0, 0)

�d�� = (1, 1, 0, 0)

It is easy to say that the first and the third children (d and d
�� respectively) have similar

conversations since they both have words “climb” and “tree” in common. The second

child, however, is different from the two since he or she only shares the word “climb” with

them. This similarity can be illustrated in the plot of these three vectors based on the

first two dimensions “climb” and “tree”, where we can see the smaller angle between d

and d
�� (Figure 2.1).

We use some terminology in the vector space model definition. A document refers to the

unit of text, indexed in the system and could be used in retrieval. A term represents a
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Figure 2.1: A graphical illustration of document similarity in a 2-dimensional vector space
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lexical item or longer phrases, depending on the application. A query refers to the user’s

query in form of a set of terms. Documents and queries are represented as vectors �d and

�q. The vectors for a document d and a query q is represented as follows:

�d = (d1, d2, . . . , dn) (2.1)

�q = (q1, q2, . . . , qn)

Each dimension of the vectors corresponds to a separate term. So the number of dimen-

sions in the vector is the total number of terms in all of the documents. The value of each

dimension is the term weight, which is usually a function of the term’s frequency in the

document. Several different ways of computing the term weight’s values have been devel-

oped. The simplest form is the raw frequency counts of the terms in documents (Luhn,

1957). In Section 2.3, we describe several term weighing methods.

The vector space model has been used in many semantic tasks of natural language pro-

cessing, such as in information retrieval, information extraction, topic modeling, text sum-

marization, question answering, indexing, and relevance rankings. Some variants of the

vector space model are used in Web search engines to retrieve relevant text documents to

word-based queries of users (Manning et al., 2008). Other variants have been successfully

applied as similarity metrics between words, sentences, and larger documents in various

tasks. The main well-performing algorithms for calculating semantic relatedness between

words utilize vector space models (Pantel and Lin, 2002; Rapp, 2003; Turney et al., 2003).

The same is the case for major algorithms for characterizing lexical semantic relations

(Lin and Pantel, 2001; Turney, 2006; Nakov and Hearst, 2008; Turney et al., 2010).

2.2 Similarity measures

By modeling the documents as vectors, we can measure the similarity of two documents

by performing algebraic operations between their vectors. A large number of similarity

measures between two vectors exist. This is historically due to the fact that different

researchers have come up with various approaches to quantify similarity. Nevertheless,
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this diversity reveals that similarity can be quantified and conceptualized in different

ways, each highlighting different relations and association between vectors (Sepkoski Jr,

1974).

2.2.1 Jaccard similarity coefficient

Jaccard similarity coefficient, introduced by Jaccard (Jaccard, 1912), measures similarity

between two sets by comparing the size of their overlap against the total size of the two

sets, i.e., the similarity is defined as the size of intersection divided by the size of union

of the sets. A natural generalization of Jaccard similarity to n-dimensional vectors is

defined as follows (Dagan, 2000; Jurafsky and Martin, 2009; Grefenstette, 1994; Kendrick,

1964):

simJaccard(�q, �d) =

�N
i=1

min(qi, di)�N
i=1

max(qi, di)
(2.2)

Intuitively, Jaccard similarity is the amount of features present in both vectors, divided

by the amount of features present in either or both vectors.

2.2.2 Cosine similarity score

We can measure the distance of two vectors by the cosine of the angle between the two, as

formulated in Equation 2.3. A cosine similarity score of 1.0 indicates that two documents

have the same terms and in the same frequencies, whereas cosine of 0 means that they

share no common terms.

simcosine(�q, �d) =

�N
i=1

qi × di��N
i=1

q
2
i ×

��N
i=1

d
2
i

(2.3)

This metric measures the orientation of similarity and not the magnitude. If two vectors

point to the points far from each other, they still could be similar if there is a small angle

between the vectors. If the vectors contain raw frequencies, the cosine cannot be negative,
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but term weighting can introduce negative values (see Section 2.3 for more information

about term weighting).

A notational variant for the representation of cosine similarity is to divide the intersection

(i.e. the dot product) of the document vector and the query vector by the multiplication

of the norm (i.e. the length) of the two vectors, as formulated in Equation 2.4. This is

also called normalized dot product.

simcosine(�q, �d) =
�q · �d
|�q||�d|

(2.4)

2.2.3 Relative frequency measure

Relative frequency measure was introduced by Hoad and Zobel (2003) as a similarity

measure between two co-derivative documents. The main application of this measure is to

identify plagiarism at the document level. A simple variation of this measure, presented

by Metzler et al. (2005) is formulated as follows:

SimRelFreq(�q, �d) =
1

1 + max(|�q|,|�d|)
min(|�q|,|�d|)

N�

i=1

1

1 + |qi − di|
(2.5)

The numerator is 1 in this variation but it can be replaced by a term weighting factor to

assign higher weights to document-specific words. The denominator consists of two parts.

The first part penalizes the difference between the lengths of the vectors, and the second

part penalizes the differences between the term values.

2.2.4 Vector distance measures

Similarity can be computed using a measure of distance between the two vectors. Turney

et al. (2010) suggest to convert a distance measure to a similarity measure by inversion or

subtraction:
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sim(�q, �d) =
1

dist(�q, �d)
(2.6)

sim(�q, �d) = 1− dist(�q, �d)

Two of the simplest vector distance measures are Levenshtein and Euclidean distance. The

Levenshtein distance, also known as Manhattan distance or L1 norm, gives the Manhattan

or “city block” distance between two vectors. This metric is defined as:

distManhattan(�q, �d) =
N�

1

|qi − di| (2.7)

The Euclidean distance metric, also known as L2 norm, defines the squared distance of

two vectors as the sum of squared differences in their coordinates. The distance itself is

the square root of the squared distance:

distEuclidean(�q, �d) =

����
N�

1

(qi − di)2 (2.8)

These two metrics are more popular in geometric measures than information retrieval and

lexical similarity. Other common information theoretic distance metrics are Kullback-

Leibler divergence or KL divergence (Kullback and Leibler, 1951), and Bhattacharya

(Bullinaria and Levy, 2007) which measure the similarity of two vectors based on the

similarity of their probability distributions.

2.2.5 BLEU score

BLEU (Papineni et al., 2002) is the most popular automated method for evaluation of

machine translation (MT). It calculates a weighted average of the number of n-gram over-

laps (see Subsection 2.6.1 for the definition of n-gram) between the MT output and one

or more reference human translations. BLEU can be considered as a similarity metric

between two documents, although it is not a variant of vector space model. It extends the
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familiar precision metric to a modified n-gram precision in case of comparing the candidate

translation against multiple reference translations. Simple precision is the number of can-

didate words (unigrams) in a reference translation, divided by the total number of words

in the candidate. Modified unigram precision ensures that a reference word is considered

exhausted after a matching candidate word is identified. To do this, the maximum number

of occurrences of a word in any of the reference translations (max ref count) are counted,

and then the count of each candidate word is clipped by its max ref count. The modified

precision is similarly calculated for higher-order n-grams, often up to quadrigrams, as

well.

The sentence-level modified n-gram precision is then extended over the entire test set.

BLEU first adds the clipped n-gram counts for all the candidates, and then divides by

the total number of candidate n-grams in the test set. The modifies precision score is

thus:

pn =

�
C∈{Candidates}

�
n-gram∈C Countclip(n-gram)

�
C�∈{Candidates}

�
n-gram�∈C� Countclip(n-gram�)

(2.9)

A good candidate translation should be neither too long nor too short. Traditionally,

precision is combined with recall to deal with such length-related problems. However,

recall over multiple references is not a good measure, because a good candidate translation

only recalls one of the references, not all. Thus, a multiplicative factor called brevity penalty

is introduced in calculating the BLEU score. Brevity penalty (BP) is defined as:

BP =






1 if c > r

e
(1− r

c ) if c ≤ r

(2.10)

where c is the length of the candidate translation and r is the effective reference length

computed by summing the best match lengths for each candidate. Finally, BLEU score is

calculated as the geometric mean of the modified n-gram precisions, pn, multiplied by the

brevity penalty:
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BLEU = BP × exp(
1

n

n�

i=1

log pi) (2.11)

2.2.6 Application of similarity measures

In this thesis we apply various variations of the described similarity measures to analyze

language samples of children with ASD and typical development. These samples include

children’s narrative retellings and conversational turns. Thus, in our case, units of com-

parisons, i.e. documents, are either narratives or dialogue turns. We don’t have the

notion of queries or 1-to-n comparison, instead we compare documents against each other

in an n-to-n comparison schema. Moreover, following a common practice in information

retrieval, we compute the similarity between two documents only based on the present

words in those documents and not all the words in the corpus. This practice dramatically

reduces the vector dimensions since it eliminates many zero values corresponding to the

terms that do not appear in those two documents.

2.3 Term weighting and association measures

Term frequency (i.e., raw frequency of a term in a document) suggests that terms that

occur more frequently are best terms for document content identification, compared to the

other terms in the document. However, terms that frequently appear in many documents

may not be useful to distinguish target documents. The best terms to identify target

documents are the ones that are specific and mostly associated to those documents. To

reflect how important a term is to a document in a corpus, several term weighting methods

are available. We describe the tf-idf family of measures, pointwise mutual information,

log-likelihood ratio, and log-odds ratio.
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2.3.1 TF.IDF

The most widely-used family of measures for term weighting is obtained by the product

of the term frequency or tf (Luhn, 1957), and the inverse document frequency or idf

(Sparck Jones, 1972; Salton and Buckley, 1988). A term gets a high weight if it is frequent

in the document (i.e., tf is high), but rare in other documents (i.e., df is low). The idf is

computed as (the logarithm of) the number of the documents in the corpus or D, divided

by the number of documents where the term w appears, or dfw (Sparck Jones, 1972):

idfw = log(
D

dfw
) (2.12)

Let tfwd be the frequency of term w in document d. Then tf-idfwd is calculated as (Manning

et al., 2008):

tf-idfwd = tfwd × idfw (2.13)

Similar to idf, tfwd is sometimes converted into log-domain as well.

2.3.2 Log likelihood ratio

Log likelihood ratio (Dunning, 1993a) is another well-performing method for term weight-

ing and calculating word associations. It is defined as the ratio between probability of

observing a term w in document d and the overall probability of observing w in other

documents than d i.e. d̄ (Manning and Schütze, 1999). The following two explanations

are examined:

• Hypothesis 1. P (w|d) = P (w|d̄)

• Hypothesis 2. P (w|d) �= P (w|d̄)

Hypothesis 1 expresses that the occurrence of word w is independent of observing it in

document d, and Hypothesis 2 says that occurrence of w is dependent to seeing it in d

which is a good evidence that w is an associated word to d.
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We use the maximum likelihood estimate of the probabilities p, p1, and p2 based on the

following formulation:

p = P (w) =
cw

N

p1 = P (w|d) = tfwd

cd
(2.14)

p2 = P (w|d̄) = cw − tfwd

N − cd

where cw is the total count of w in our corpus, cd the number of words in document d, tfwd

the count of word w in document d, and N total number of words in our corpus.

If we assume a binomial distribution:

b(k;n, x) =

�
n

k

�
x
k(1− x)(n−k) (2.15)

the likelihood of hypotheses 1 and 2, given the observed counts cw, cd, and tfwd is:

L(H1) = b(tfwd; cd, p)b(cw − tfwd;N − cd, p) (2.16)

L(H2) = b(tfwd; cd, p1)b(cw − tfwd;N − cd, p2)

The log likelihood ratio for the two hypotheses then will be calculated as follows:

(2.17)

log λ = log
(H1)

(H2)

= log
b(tfwd; cd, p)b(cw − tfwd;N − cd, p)

b(tfwd; cd, p1)b(cw − tfwd;N − cd, p2)
= logL(tfwd, cd, p) + logL(cw − tfwd, N − cd, p)

− logL(tfwd, cd, p1)− logL(cw − tfwd, N − cd, p2)

where L(k, n, x) = x
k(1−x)(n−k). Following Dunning (1993a) we compute −2 log λ which

is close to χ
2.
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2.3.3 Log odds ratio

The next term weighting and association measure we discuss is the log-odds ratio. Assum-

ing ps to be a probability of success, the odds ratio of ps is defined as:

odds(ps) =
ps

1− ps
(2.18)

We then define odds ratio θ between a term w and document d as the ratio between the

odds of seeing w in d or P (w|d), and the odds of seeing w in all other documents or

P (w|d̄). Given the counts and probabilities defined above, we can formulate θ as follows

(Mladenic and Grobelnik, 1999):

(2.19)

θ =
odds(p1)

odds(p2)

=
p1/(1− p1)

p2/(1− p2)

=
p1(1− p2)

p2(1− p1)

=
P (w|d)(1− P (w|d̄))
P (w|d̄)(1− P (w|d))

=
tfwd(N − cd − cw + tfwd)

(cw − tfwd)(cd − tfwd)

we then calculate the log θ. To smooth zero values, we add 0.5 to the each multiplier in

the final equation above.

2.3.4 Pointwise Mutual Information

In addition to term weighting, we can calculate the association and relatedness between

different terms in two document vectors. In this case, instead of looking for exact term

matches, we consider weights of associations between terms. Pointwise Mutual Information

(PMI, Fano and Hawkins, 1961; Church and Hanks, 1990), or point mutual information, is

a measure of association used in information theory. PMI measures how much the proba-

bility of co-occurrence of two events differs from the expected probability of the individual



18

events, assuming they are independent. Given two terms w1 and w2, PMI(w1, w2) is

formalized as:

PMI(w1, w2) = log2
P (w1, w2)

P (w1)P (w2)
(2.20)

The numerator essentially says how many times we observe w1 and w2 together in a given

context (e.g. document), and the denominator expresses the how often we expect w1 and

w2 co-occur, assuming that their occurrence is independent of each other (Jurafsky and

Martin, 2009).

2.4 WordNet lexical database

Lexical and knowledge resources such as FrameNet (Baker et al., 1998a), Cyc (Lenat,

1995), and WordNet (Fellbaum, 1998), are extensive sources for lexical semantic, or com-

mon sense knowledge. The most commonly used lexical resource for English NLP appli-

cations is WordNet1, which is an online lexical database of English developed in 1995 in

Princeton. In this thesis, we use WordNet in combination with our similarity and term

weighting metrics for semantic expansion and extracting similarity between the lexical

items.

WordNet includes three databases for nouns, verbs, as well as adjectives and adverbs. It

does not include prepositions and other closed-class or function words. Each database

includes a set of lemmas. An example lemma entry for ‘cat’ is shown in Figure 2.2. As

can be seen, the lemma ‘cat’ is annotated with eight senses for the noun and two senses

for the verb. Each sense indicates a specific concept, consisting of a set of synonym words

(or sometimes a single word) called synsets, a definition of the concept called gloss, and

sometimes an example of the usage of that concept in the form of a sentence.

1
http://wordnet.princeton.edu/
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Noun

1. cat1, true cat1 (feline mammal usually having thick soft fur and no ability to roar: domestic
cats; wildcats)

2. guy1, cat2, hombre1, bozo2, sod4 (an informal term for a youth or man) “a nice guy”; “the
guy’s only doing it for some doll”; “the poor sod couldn’t even buy a drink”

3. cat3 (a spiteful woman gossip) “what a cat she is!”

4. kat1, khat1, qat1, quat1, cat4, Arabian tea1, African tea1 (the leaves of the shrub Catha
edulis which are chewed like tobacco or used to make tea; has the effect of a euphoric
stimulant) “in Yemen kat is used daily by 85% of adults”

5. cat-o’-nine-tails1, cat5 (a whip with nine knotted cords) “British sailors feared the cat”

6. Caterpillar2, cat6 (a large tracked vehicle that is propelled by two endless metal belts;
frequently used for moving earth in construction and farm work)

7. big cat1, cat7 (any of several large cats typically able to roar and living in the wild)

8. computerized tomography1, computed tomography1, CT2, computerized axial tomography1,
computed axial tomography1, CAT8 (a method of examining body organs by scanning them
with X rays and using a computer to construct a series of cross-sectional scans along a single
axis)

Verb

1. cat1 (beat with a cat-o’-nine-tails)

2. vomit1, vomit up1, purge6, cast11, sick1, cat2, be sick1, disgorge2, regorge1, retch1, puke1,
barf1, spew3, spue2, chuck4, upchuck1, honk4, regurgitate4, throw up1 (eject the contents
of the stomach through the mouth) “After drinking too much, the students vomited”; “He
purged continuously”; “The patient regurgitated the food we gave him last night”

Figure 2.2: WordNet 3.1 entry for ‘cat’.

2.4.1 Synsets

Synsets or synonym sets are the most important semantic primitive in WordNet. Each

concept is represented in WordNet as a list of cognitive synonyms or near synonyms

instead of logical forms. As an example, the entry for lemma ‘cat’ includes synsets such

as {cat1, true cat1}, or {computerized tomography1, computed tomography1, CT2, [...],

CAT8}. Each of these lexical items can be used to refer to the specific concept of the

synset. The number associated with each lexical item indicates the sense number of that

item used in that specific synset.
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Relation Definition between X → Y Example

hypernym/superordinate concept → superordinates breakfast1 → meal1

hyponym/subordinate concept → subordinates meal1 → lunch1

coordinate/sister terms two concepts share a hypernym breakfast1 — lunch1

meronym whole → part table2 → leg3

holonym part → whole window1 → building1

antonym semantic opposition between concepts night1 ⇔ date4

Table 2.1: Most frequent noun relations in WordNet

Relation Definition between X → Y Example

hypernym event → superordinate event walk1 → move1

troponom event → subordinate event walk1 → stroll1

coordinate/sister terms two events share a hypernym fly9 — ride2

entailment verb/event → verb/event it entails divorce2 → marry1

antonym semantic opposition between events increase1 ⇔ decrease1

Table 2.2: Most frequent verb relations in WordNet

The WordNet 3.1 database contains 117,798 nouns with 82,115 synsets, 11,529 verbs with

13,767 synsets, 21,479 adjectives with 18,156 synsets, and 4,481 adverbs with 3,621 synsets.

On average, each noun has 1.24 senses, each verb has 2.17 senses, and each adjective and

adverb has 1.40, and 1.25 senses, respectively2. Verbs, are by far the most polysemous

category.

2.4.2 Lexical relations in WordNet

Synsets are linked to other synsets by means of lexical sense relations. Tables 2.1 and 2.2

demonstrate the important relations between nouns and verbs in WordNet. The most im-

portant relation in organizing the meanings of adjectives and adverbs is antonymy, defined

as symmetric semantic opposition between two concepts such as wet1, and dry1.

2
http://wordnet.princeton.edu/wordnet/man/wnstats.7WN.html
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cat, true cat
⇒ feline, felid

⇒ carnivore
⇒ placental, placental mammal, eutherian, eutherian mammal

⇒ mammal, mammalian
⇒ vertebrate, craniate

⇒ chordate
⇒ animal, animate being, beast, brute, creature, fauna

⇒ organism, being
⇒ living thing, animate thing

⇒ whole, unit
⇒ object, physical object

⇒ physical entity
⇒ entity

Figure 2.3: WordNet hypernymy chain for the noun synset {cat, true cat}

2.4.3 Lexical hierarchies in WordNet

Nouns are the most common category in WordNet and they are mainly organized by

hypernymy-hyponymy relations. Each synset is directly related to its immediately more

general synset through direct hypernymy relation, and to its immediately more specific

concept via hyponymy. There relations are transitive and can continue to produce longer

concept chains on each side. Figure 2.3 demonstrates the hypernymy chain for the noun

synset {cat, true cat}. The immediate hypernym of this synset is {feline, felid}, following

the chain will lead to concepts like {mammal, mammalian}, and even further to {animal,

animate being}. Eventually we get to the more abstract concepts such as {object, physical

object}, and finally {entity} which is the top node of noun hierarchies in WordNet (also

called root or unique beginner) (Jurafsky and Martin, 2009).

2.5 WordNet-based lexical similarity

Two words can be semantically similar to each other, whereas they might not be syn-

onymous. Compared to synonymy, semantic similarity is a looser metric and requires

some common semantic features or elements between two words. Lexical similarity can be
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used in many NLP applications such as information retrieval (Hearst, 1994), information

extraction (Spasic et al., 2005), text summarization (Erkan and Radev, 2004), question

answering (Soubbotin and Soubbotin, 2001), plagiarism detection (Clough, 2000), and

automatic essay grading (Mihalcea et al., 2006). In all of these applications lexical simi-

larity helps to expand the semantic space of lexical items in document vectors by including

similar terms between documents in addition to exact words. This facilitates capturing

topically and semantically related words and documents.

A popular approach for computing lexical similarity is using knowledge-bases and lexical

databases such as WordNet, in which similarity between words is defined based on the

structure of the knowledge-base. In WordNet, in particular, lexical similarity is calculated

based on the semantic relations defined above, mainly hypernymy-hyponymy relations.

Since different parts-of-speech categories have separate databases in WordNet, most of the

WordNet-based lexical similarity measures can only be calculated with the same part-of-

speech. To assign part-of-speech tags to words in our corpus we use an HMM POS-tagger,

as we describe in Subsection 2.6.2.

2.5.1 Simple path similarity

The simplest measure of similarity between two words is the length of the path between

the two in the (hierarchy) graph of a knowledge-base. The intuition behind this approach

is that words are more similar to their adjacent words in the hierarchy such as their sister,

children, or parent terms. The more distant the words are in this particular representation

of concepts, the less similar they are. We can formally define path length similarity as

follows (Jurafsky and Martin, 2009):

pathLen(c1, c2) = the number of edges in the shortest path in the thesaurus graph be-

tween the sense node c1 and c2.

Path length similarity is often defined in the log domain to reduce path count variations

according to the following equation (Leacock and Chodorow, 1998):
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SimpathLen(c1, c2) = − log pathLen(c1, c2) (2.21)

2.5.2 Information content lexical similarity

There are two problems with the path length similarity metric: First, it assumes that the

hierarchy graph is uniformly distributed, or in other words all the edges in the hierarchy

have similar values. However, in WordNet some concepts have a more fine-grained classi-

fication with longer hypernymy chain. Thus, a large number of edges in such hierarchies

does not necessarily illustrate the semantic distance. Second, higher concepts in the hier-

archy are very abstract. They connect many nodes in the hierarchy but such connections

are not very informative in terms of semantic similarity.

Resnik (1995) suggested a probabilistic approach to calculate the information content of

the nodes in hierarchy. He defined the frequency of concept c or freq(c) as the number of

words in a corpus which are the hyponyms of the concept c. The probability of concept c,

or P (c) is then defined as freq(c) normalized by the total number of words in the corpus,

N :

freq(c) =
�

n∈words(c)

count(n) (2.22)

where words(c) is the set of hyponym words of c. Then:

P (c) =
freq(c)

N
(2.23)

Following standard definitions in information theory, Resnik (1995) defines the information

content of concept c or IC(c) as:

IC(c) = − logP (c) (2.24)
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Concepts with high probability then have lower information content, hence the more ab-

stract a concept, the lower its information content. Assuming the lowest common subsumer

or LCS of two concepts c1 and c2 as the lowest node in WordNet hierarchy that is the

hypernym of c1 and c2, Resnik similarity between the two concepts is defined as the in-

formation content of their lowest common subsumer, calculated by the following formula

(Jurafsky and Martin, 2009):

SimResnik(c1, c2) = − logP (LCS(c1, c2)) (2.25)

The intuition behind this similarity is that two words are more similar if they share a less

abstract and more concrete subsumer, i.e. they have more information in common.

Lin (1998) extends this idea and defines similarity between two concepts as the relation

between the amount of information needed to express their commonality and the infor-

mation required to fully describe each of the two concepts by normalizing their shared

information content with their probability. More formally, Lin’s universal similarity is

defined as (Lin, 1998):

SimLin(c1, c2) =
2× logP (LCS(c1, c2))

logP (c1) + logP (c2)
(2.26)

An alternative formula, called Jiang-Conrath distance (Jiang and Conrath, 1997) derived

from distance rather than similarity between two concepts:

SimJC(c1, c2) = 2× logP (LCS(c1, c2))− logP (c1) + logP (c2) (2.27)

2.6 N-grams and part-of-speech tagging

2.6.1 N-grams

An n-gram is a sequence of N tokens of text or speech. Tokens can be words, characters,

phonemes, syllables, etc. according to the application. An n-gram of size 1, 2, and 3
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are commonly called unigram, bigram, and trigram respectively. An n-gram model, com-

putes the probability of the last token of an n-gram, given the previous tokens (Jurafsky

and Martin, 2009). N -gram models are widely used in computational linguistics, com-

putational biology, augmentative communication, and many speech and natural language

processing tasks including part-of-speech tagging, machine translation, speech recognition,

sentiment extraction, spelling correction and prediction, and lexical similarity.

The probability of a sequence of k words w = w1w2 . . . wk, using the chain rule of proba-

bilities is estimated by multiplying conditional probabilities of each word given its history

of previous words:

P (w1 . . . wk) =
k�

i=1

P (wi|w0 . . . wi−1) (2.28)

However, computing the exact probability of a word given its entire long history is prac-

tically impossible. Thus, according to Markov assumption, an n-gram model limits the

distance of dependencies by approximating the history to just the few last words. As a

result, the estimation becomes:

P (w1 . . . wk) =
k�

i=1

P (wi|wi−n . . . wi−1) (2.29)

The simplest method to compute the estimated n-gram probabiliy P (w|h), for all words w

for any given history h in a corpus, is to use maximum likelihood estimation. The relative

frequency notation from Roark and Sproat (2007) for this estimation is:

�P =
c(hw)��
w c(hw�)

(2.30)

where c(hw) is the count of hw in the corpus, and it is normalized by the sum of the

counts of all n-grams that share the same history.
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2.6.2 POS Tagging

Part-of-speech (POS) tagging is the process of assigning a POS tag to each word in a

corpus. POS tagging is an important type of lexical disambiguation performed usually

as a pre-processing step for the majority of computational linguistics tasks. POS tag

of a word gives a lot of useful information for language processing about the word and

its neighbors. It distinguishes the word class between eight main classes: noun, verb,

pronoun, preposition, adverb, conjunction, participle, and article (Jurafsky and Martin,

2009). It also distinguishes subclasses such as different verb tenses, or whether a noun is

singular or plural. For example, the Penn Treebank corpus (Marcus et al., 1994) has a

tag set of size 45 POS tags or the CHILDES (MacWhinney, 2000) corpus has a tag set of

size 31.

Several algorithms have been applied to POS tagging problem including rule-based meth-

ods and stochastic methods. Rule-based methods use hand-written rules to assign words’

POS tags. One of the most common stochastic approaches to POS tagging is the Hidden

Markov Model, or HMM. In an HMM model, POS tagging is a sequence classification task

which, given the observation of a sequence of words (a sentence), aims to assign it the

most likely hidden state sequence of POS tags. The main features used to train an HMM

model are tag-transition and observation probabilities.

The HMM POS tagging model can be extended to a log-linear model to allow a variety

of features to be used in the model (Roark and Sproat, 2007). Various information in

the context, including n-gram of surrounding words, n-grams of surrounding tags, and

additional orthographical features to tag rare and unknown words, can be captured in a

log-linear model through linear combination of weighted features. The POS tagger we

used in thesis uses a log-linear model (Yarmohammadi, 2014).
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2.7 Pre-processing of the text

Recall that our overall goal is to apply NLP methods for the analysis of pragmatic language

in autism. We pre-process our corpus of children’s narrative retellings and conversations

before applying vector space models and other measures for document and term similarity.

The common pipeline for text pre-processing involves tokenization, lemmatization (or

stemming), and removing stop words.

Tokenization

Tokenization or word segmentation is the task of breaking and separating words (i.e.

tokens) from a stream of text. Words in English are often separated by whitespace but this

character is not always a good indicator for the tokenization boundary. In our tokenization

process, we separate phrases like “I’ll” into two terms “I” and “-’ll” and represent names

like “Los Angeles” as “Los-Angeles”). We also separate utterance-final punctuations from

the last word of the utterance.

Lemmatization

The focus of the language analyses in this thesis is on the semantic and pragmatic level.

Thus, similar to some other applications such as information retrieval, we try to reduce

morphological variations of words that may cause data sparsity. A popular method for

doing this is stemming which is the process for stripping off word endings like “-ing”,

“-ed”, “-s”, and “-es” to reduce the inflected word forms into their stem. A more com-

plex alternative to stemming which we use in this thesis is lemmatization. In a simple

lemmatization process, we map irregular inflectional variations as “went” or “sung” into

the lemma forms “go” and “sing”, using a look-up table.
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Stop words

Stop words are often high-frequency, closed-classed, function words such as “may”, “the”,

or “of” which convey little meaning on their own. We follow the common practice in

information retrieval and eliminate such words because of their low semantic weight and

their high frequency which often makes the size of document vectors considerably larger.

Our stop word list is created based on the popular list from Selkirk (1986).



Chapter 3

Participants and data

3.1 Participants

The total number of participants in the studies in this thesis is 115, from the Portland,

OR metropolitan area, between the ages of four and eight years, including: 44 typically

developing children (TD) (32 males), 20 children with Specific Language Impairment (SLI)

(12 males), and 51 children with autism spectrum disorder (ASD) (45 males). The ASD

group is divided into two groups: children with ASD and without language impairment

(ALN; N = 25; 22 males), and children with ASD and language impairment (ALI; N =

26; 23 males). The reported information on the participants in this thesis are from the

following publications: van Santen et al. (2013), Van Santen et al. (2010), and Hill et al.

(2015).

3.1.1 Recruitment and screening procedure

Participants were originally recruited for an NIH-funded study on prosody in autism. The

recruitment process for the ASD group was done through autism clinics, local healthcare

specialists, parent groups, education service districts, and non-profit autism organizations.

The recruitment process for the SLI group was done through local speech clinics, speech

language pathologists, and the Oregon Speech and Hearing Association. In addition, the

recruitment team put advertisements at “community tables” in local elementary schools

and in local newspapers.

29
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The minimum required full-scale IQ (FSIQ, the composite score of verbal and non-verbal

IQ) score for the study participants was 70 (mean=104.6) indicating no mental retardation

or intellectual disability. FSIQ was measured by the Wechsler Preschool and Primary Scale

of Intelligence (WPPSI-III) (Wechsler, 2002) for children at ages four to seven, and the

Wechsler Intelligence Scale for Children (WISC-IV) (Wechsler, 2003) at ages seven and

older. All participants were native speakers of English and they were “verbally fluent”,

requiring a mean length of utterance (MLU, measured in morphemes per utterance) of at

least 3.

The exclusion criteria of the participant include any of the following: identified metabolic,

neurological, or genetic disorder; brain lesion; gross sensory or motor impairment; oro-

facial abnormality (e.g., cleft palate); identified mental retardation; or bilinguality. In

addition, during a clinical screening, a speech and language pathologist confirmed that

each participant’s expressive speech was acceptable for performing the speech tasks, and

verified that the child did not have speech intelligibility impairment.

3.1.2 Diagnosis of ASD

Diagnosis of ASD was done by a team of clinicians with specific expertise in ASD (in-

cluding two Clinical Psychologists, a Speech Language Pathologist, and an Occupational

Therapist). The clinicians used the criteria for ASD in the DSM-IV-TR (American Psychi-

atric Association, 2000) to base their judgment. ASD diagnosis was determined through

best-estimate clinical (BEC) judgment (Klin et al., 2000; Spitzer and Siegel, 1990). The

ASD group in this study (ALI and ALN) includes only children which received consen-

sus BEC diagnosis of ASD. BEC diagnosis was verified by scores above the established

threshold for ASD on the Autism Diagnostic Observation Schedule (ADOS-G) (Gotham

et al., 2007), as well as the suggested cut-off score of 12 (Lee et al., 2007) on the Social

Communication Questionnaire (SCQ) (Rutter et al., 2003). The majority of children met

ADOS-G criteria for autism (ALN=19; ALI=23) (Gotham et al., 2009); a total of eight

children met ASD but not autism criteria (ALN=6; ALI=3).
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3.1.3 Diagnosis of Language Impairment

Diagnosis of language impairment (ALI and SLI groups) was performed using the Clinical

Evaluation of Language Fundamentals (CELF), a composite summary of receptive and

expressive language abilities. A child was diagnosed with language impairment if he or

she received a Core Language Scores (CLS) lower than one standard deviation below the

mean (standard score < 85) on the CELF. CELF CLS was measured the CELF 4 (Semel

et al., 2003) children with the age of six years or older, and by the CELF Preschool-2 (Semel

et al., 2004) for children bellow the age of six. 26 children with ASD (52%) received the

diagnosis of language impairment based on this criterion (the ALI group).

A child received a diagnosis of SLI if he or she met one of the following criteria: (1) a

documented history of language delay and/or language deficits; and (2) BEC consensus

judgment of language impairment but without ASD, considering all the available evidence,

including: medical and family history, assessments performed in this study, locally-based

assessments performed by others before this study, and information obtained from school.

However, several children with BEC SLI diagnosis had above threshold scores for ASD on

the ADOS-G (n = 4) or the SCQ (n = 8). Normally, it is not recommended to use only one

of these measures (ADOS-G or SCQ) in isolation to identify the diagnostic status. If one of

these measures is above the threshold, then BEC is considered to be the most accurate way

to diagnose (Jones and Lord, 2013). Thus, in order to maintain a representative sample

of the SLI population in this work, children with a BEC diagnosis of SLI are included

if they exceeded thresholds on either ADOS-G or SCQ, but not both (van Santen et al.,

2013).

We should note that the CELF CLS is a composite score of receptive and expressive

language abilities including phonology, morphology, syntax, semantics, and vocabulary.

Hence, SLI language problems in this research are not limited to morphosyntactic prob-

lems –as usually discussed in the literature– and may include deficits in any of the areas

of language production and/or comprehension mentioned above. The SLI group, while
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explicitly selected to not include children with ASD, is heterogeneous and can neverthe-

less be expected to be at risk for numerous neuropsychiatric issues (Beitchman, 1996). In

addition, even though the children in the ALN group did not receive language impairment

diagnosis based on the CELF Core Language Scores, their language development can not

precisely be characterized as unimpaired or typical (Hill et al., 2015).

3.1.4 TD Children

Children who did not receive diagnosis of ASD and SLI were assigned to the TD group,

but were excluded if they meet one of the following criteria: either a ADOS-G or a SCQ

score above ASD threshold; a family member diagnosed with ASD or SLI; or a history of

psychiatric disturbance (e.g., ADHD, Anxiety Disorder, Bipolar Disorder).

3.1.5 Measures

The ADOS-G and the SCQ was used for the evaluation of core ASD symptomatology.

Language ability was measured by the CELF (Preschool-2 or 4). Depending on the child’s

age, WPPSI-III or the WISC-IV was used for measuring IQ. Receptive vocabulary of each

child was evaluated by the Peabody Picture Vocabulary Test - 3rd Edition (PPVT-III)

(Dunn and Dunn, 1997) based on established norms for children 2-6 through adulthood.

Semantic verbal fluency was evaluated using subtests from the NEPSY (Korkman et al.,

1998); the children were asked to list as many animals as possible in 60 seconds, and

the same instruction was repeated for foods. The Nonword Repetition Task (NRT) was

administered and scored based on Dollaghan and Campbell (1998). Table 3.1 shows

the descriptive statistics of the four groups with the significance results of paired group

contracts using the Welch’s two-sample t-test: T-Statistics (t), P-Value (p), and Cohen’s

D for effect size (d). The reported measures include the following: chronological age

(CA), FSIQ, nonverbal IQ (NVIQ), verbal IQ (VIQ), CLS, MLU, SCQ Total score, ADOS

Total score, ADOS Restricted Repetitive Behaviors score (RRB), ADOS Social Affect

(SA).
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Table 3.1 shows the descriptive statistics of the four groups with the significance results of

paired group contracts using the Welch’s two-sample t-test: T-Statistics (t), P-Value (p),

and Cohen’s D for effect size (d). The reported measures include the following: chrono-

logical age (CA), FSIQ, nonverbal IQ (NVIQ), verbal IQ (VIQ), CLS, MLU, SCQ Total

score, ADOS Total score, ADOS Restricted Repetitive Behaviors score (RRB), ADOS

Social Affect (SA). We will analyze the narrative retellings (see Section 3.2) of a subset

of the ALN and TD groups in Chapter 4, and 5. The descriptive statistics of these two

groups are reported in Table 3.2.

3.2 NEPSY Narrative memory

The first data set we analyze in this thesis is the narrative retellings from the Narrative

Memory subset of subtest of the NEPSY (A Developmental NEuroPSYchological Assess-

ment) (Korkman et al., 1998). The NEPSY is a comprehensive series of neuropsychological

tests in children from 3 to 16 years old in six functional domains: attention and executive

functions, visuospatial functions, language and communication, memory and learning, sen-

sorimotor functions, and social perception. The NEPSY Narrative Memory (NNM) subset

(part of memory and learning domain) is a narrative retelling task in which the examiners

reads a short story to the child, and he has to retell the story to the examiner.

3.2.1 Administration

In the first version of NNM (1998) which is the one used in our study, the examiner starts

with “I am going to read you a story. Listen carefully so you can tell me the story when

I am finished.” then she reads the brief story shown in Figure 3.1. She then prompts

the child to initiate his retelling by saying “Now you tell me the story.”. If the child has

difficulties in initiating his retelling, the examiner could help by saying “How did the story

start?” In case the child stops before the end of the story, the examiner could prompt by

saying “Then what happened?”, or “Tell me more.” up to three times. The child’s response

is expected to contain the essential information of the story. It is not required to be a
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Mean (SD)

Contrast Measure Group1 Group 2 t p d

ASD vs. TD

n = 51 n = 44

CA 6.58 (1.2) 6.2 (1.26) 1.51 0.135 0.31

FSIQ 98.29 (15.64) 119.57 (11.72) −7.56 0.000 −1.56

NVIQ 108.94 (17.22) 118.43 (14.49) −2.92 0.004 −0.6

VIQ 94.73 (17.86) 119.45 (12.77) −7.84 0.000 −1.61

MLU 4.2 (0.97) 4.9 (0.96) −3.53 0.001 −0.73

SCQ Total 20.68 (5.23) 2.91 (2.6) 21.39 0.0 4.4

ADOS Total 7.41 (1.96) 1.25 (0.53) 21.53 0.0 4.43

ADOS RRB 3.92 (1.82) 0.39 (0.58) 13.12 0.0 2.7

ADOS SA 7.22 (2.15) 1.34 (.71) 18.39 0.0 3.78

ALN vs. TD

n = 25 n = 44

CA 6.45 (1.3) 6.2 (1.26) 0.79 0.433 0.2

FSIQ 107.64 (14.9) 119.57 (11.72) −3.44 0.001 −0.86

NVIQ 114.0 (16.99) 118.43 (14.49) −1.1 0.279 −0.27

VIQ 107.72 (14.81) 119.45 (12.77) −3.32 0.002 −0.83

MLU 4.53 (1.023) 4.9 (0.96) −1.49 0.144 −0.37

SCQ Total 20.41 (4.9641) 2.91 (2.6) 16.4 0.0 4.11

ADOS Total 6.88 (2.02) 1.25 (0.53) 13.62 0.0 3.41

ADOS RRB 3.44 (1.4457) 0.39 (0.58) 10.11 0.0 2.53

ADOS SA 6.52 (2.4) 1.34 (.71) 10.53 0.0 2.64

ALI vs. ALN

n = 26 n = 25

CA 6.7 (1.11) 6.45 (1.3) 0.73 0.466 0.21

FSIQ 89.31 (10.23) 107.64 (14.9) −5.1 0.000 −1.43

NVIQ 104.08 (16.29) 114.0 (16.99) −2.13 0.038 −0.6

VIQ 82.23 (9.79) 107.72 (14.81) −7.22 0.000 −2.02

CLS 72.04 (12.08) 106.92 (13.54) −9.69 0.000 −2.72

MLU 3.87 (0.8036) 4.53 (1.02) −2.54 0.014 −0.72

SCQ Total 20.94 (5.559) 20.41 (4.96) .36 .723 .1

ADOS Total 7.92 (1.78) 6.88 (2.03) 1.95 0.058 0.55

ADOS RRB 4.38 (2.0411) 3.44 (1.45) 1.91 0.062 0.54

ADOS SA 7.88 (1.6572) 6.52 (2.4) 2.35 .023 .66

ALI vs. SLI

n = 26 n = 20

CA 6.7 (1.11) 6.96 (1.12) −0.78 0.437 −0.23

FSIQ 89.31 (10.23) 87.95 (8.15) 0.5 0.619 0.15

NVIQ 104.08 (16.29) 100.85 (12.6) 0.76 0.453 0.23

VIQ 82.23 (9.79) 85.3 (6.39) −1.28 0.207 −0.38

CLS 72.04 (12.08) 73.5 (9.09) −0.47 0.642 −0.14

MLU 3.87 (0.8036) 4.07 (1.01) −0.68 0.504 −0.21

SCQ Total 20.94 (5.559) 11.61 (6.64) 5.07 0.0 1.51

ADOS Total 7.92 (1.78) 2.85 (2.58) 7.51 0.0 2.23

ADOS RRB 4.38 (2.0411) 1.6 (1.67) 5.09 0.0 1.51

ADOS SA 7.88 (1.6572) 3.0 (2.22) 8.22 0.0 2.45

SLI vs. TD

n = 20 n = 44

CA 6.96 (1.11) 6.2 (1.26) 2.44 0.019 0.66

FSIQ 87.95 (8.1465) 119.57 (11.72) −12.46 0.000 −3.36

NVIQ 100.85 (12.60) 118.43 (14.49) −4.93 0.000 −1.33

VIQ 85.3 (6.39) 119.45 (12.77) −14.24 0.000 −3.84

MLU 4.07 (1.0136) 4.9 (0.96) −2.93 0.007 −0.84

SCQ Total 11.61 (6.6376) 2.91 (2.6) 5.66 0.0 1.53

ADOS Total 2.85 (2.58) 1.25 (0.53) 2.75 0.013 0.74

ADOS RRB 1.6 (1.667) 0.39 (0.58) 3.17 0.005 0.85

ADOS SA 3.0 (2.2243) 1.34 (.71) 3.26 .004 .88

Table 3.1: Descriptive statistics and paired group contrasts of all participants (van
Santen et al., 2013; Van Santen et al., 2010; Hill et al., 2015)
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Mean (SD)

Measure ALN TD t p d

n = 21 n = 39

CA 6.51 (1.3256) 6.2 (1.23) 0.88 0.385 0.24

FSIQ 106.1 (15.2967) 118.56 (11.63) −3.26 0.003 −0.88

NVIQ 112.71 (17.5503) 117.08 (14.42) −0.98 0.336 −0.26

VIQ 105.76 (14.8859) 118.9 (13.1) −3.4 0.002 −0.92

SCQ TOT 20.7 (5.2198) 2.9 (2.57) 14.69 0.0 3.98

ADOS TOT 12.48 (4.7605) 1.36 (1.48) 10.43 0.0 2.82

ADOS RRB 8.0 (1.4142) 2.49 (2.04) 12.28 0.0 3.32

ADOS SA 6.48 (2.3795) 1.28 (0.65) 9.81 0.0 2.66

Table 3.2: Descriptive statistics and group contrasts for the ALN and TD subsets of
which we analyzed the narrative retellings

Jim was a boy whose best friend was Pepper. Pepper was a big black dog. Jim liked
to walk in the woods and climb the trees. Near Jim’s house was a very tall oak tree
with branches so high that he couldn’t reach them. Jim always wanted to climb that
tree, so one day he got a ladder from home and carried it to the oak tree. He climbed
up, sat on a branch, and looked out over his neighborhood. When he started to get
down, his foot slipped, his shoe fell off, and the ladder fell to the ground. Jim held
onto a branch so he didn’t fall, but he couldn’t get down. Pepper sat below the tree
and barked. Suddenly Pepper took Jim’s shoe in his mouth and ran away. Jim felt
sad. Didn’t his friend want to stay with him when he was in trouble? Pepper took
the shoe to Anna, Jim’s sister. He barked and barked. Finally Anna understood that
Jim was in trouble. She followed Pepper to the tree where Jim was stuck. Anna put
the ladder up and rescued Jim. Wasn’t Pepper a smart dog?

Figure 3.1: NNM narrative.

verbatim and this response will be counted towards the Free Recall score. If the child

fails to provide information on some elements, then the examiner asks element-specific

questions to determine the Cued Recall score. In this work we only analyze the narrative

retellings from the Free Recall section of the test. Examples of such retelling from children

in this study are shown in Figures 3.3 and 3.4.
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NNM Story Elements
1 Jim
2 Pepper
3 big
4 black
5 liked to walk in the woods or climb trees
6 tree/oak with branches too high for Jim to reach
7 climbed the tree/oak
8 got a ladder or carried a ladder to the tree/oak
9 looked out over the neighborhood or looked around
10 slipped or shoe fell or ladder fell or got stuck or couldn’t get down
11 Pepper ran for help or went to get help or ran away
12 Jim was sad or thought Pepper didn’t want to stay
13 Anna
14 Jim‘s sister
15 took her Jim’s shoe
16 barked and barked
17 Anna put the ladder back up or rescued Jim or helped Jim.

Figure 3.2: Story element list in the Record Form for the NNM narrative.

Pepper rescued Jim. Her sister put up the ladder and she and she rescued Jim. And
Pepper barked and barked to tell her to tell Jim’s sister. And that ’s all. Oh, one one
more thing. Jim was walking in the woods. I wanted to call it Pepper rescued Jim.

Figure 3.3: Sample retelling from a TD child (score = 6).

3.2.2 Scoring

Scoring is based on a Record Form, which is a score-sheet included in the NEPSY materials

and consists of 17 story elements and paraphrases of some of them. The elements contained

in the Record Form are presented in Figure 3.2. The NNM Free Recall score is calculated

by counting how many from a set of 17 story elements were used by a child. The typical

scoring procedure is in real time using the record from, however, the scores used in our

study are obtained from a research work on narratives (Prud’hommeaux, 2012). Scores

in that work were assigned by first identifying the words and phrases corresponding to

I remember Jim went up a tree with a ladder. He lost his shoe, he got stuck, he hung
from a from a branch. Pepper took his shoe. He showed it to his sister and she helped
him down. And that‘s it. Let me look at this picture with my trusty vision gadget.

Figure 3.4: Sample retelling from an ALN child (score = 6).
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each element in the Record Form, manually verifying those alignments, and deriving the

summary Free Recall score. Agreement between scores in and those assigned by the

examiner in real time was 0.97 as measured by the Pearson product-moment correlation

coefficient.

3.3 The Autism Diagnostic Observation Schedule (ADOS)

The Autism Diagnostic Observation Schedule (ADOS) (Lord et al., 2002) is a widely-

used instrument for ASD diagnosis. It consists of a semi-structured series of spontaneous

conversations and interactions between a participant and an examiner (usually 30 to 60

minutes long) in which the examiner asks questions and provides prompts that serve

to bring out verbal and nonverbal behaviors indicative of ASD. It is designed for the

assessment of communication, social interaction, play, imagination, and restrictive and

repetitive behavior based on a schedule of activities including Picture Description, Play,

and Wordless Picture Book Description.

3.3.1 Design and Administration

The ADOS consists of four overlapping modules, each of them is appropriate to different

language-ability and developmental levels. Each module approximately takes 30 minutes

to administer and only one module is used for an individual at a certain point of time

(Lord et al., 2002).

Module 1 is intended for young children with no consistent use of spontaneous phrase

speech. Module 2 is designed for non-verbally fluent children but with ability to gen-

erate some flexible phrases. Module 3 is destined for children who are verbally fluent,

defined as the language-ability to (a) generate several sentence types (including multiple

clauses) and syntactic structures, (b) speak about out-out-context events and objects, and

(c) making logical connections in sentence boundaries. Playing with toys should also be

age-appropriate for these children. Module 4 is designed for verbally-fluent adults and

adolescents who are not willing to play with toys. It includes several tasks from Module
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Module 1 Module 2 Module 3 Module 4

Preverbal/ Flexible Fluent speech Fluent speech
single words/ phrase speech child/adolescent adolescent/adult
simple phrases

Anticipation of Construction task Construction task Construction task
a social routine

Make-believe play Make-believe play Current work/
school/daily living

Functional and Joint interactive play Joint interactive play Socioemotional questions:
symbolic imitation Plans and dreams

Free play Free play Break Break
Snack Snack

Response to name Response to name Cartoons Cartoons

Response to joint attention Response to joint attention Socioemotional questions: Socioemotional questions:
Emotions Emotions

Birthday party Birthday party Socioemotional questions: Socioemotional questions:
Friends/loneliness/marriage Friends/loneliness/marriage

Bubble play Bubble play Socioemotional questions: Socioemotional questions:
Social difficulties/annoyance Social difficulties/annoyance

Anticipation of a Anticipation of a Creating a story Creating a story
routine with objects routine with objects

Demonstration task Demonstration task Demonstration task

Conversation Conversation / Conversation /
reporting a nonroutine event reporting a nonroutine event

Description of picture Description of picture Description of picture

Looking at a book Telling a story from a book Telling a story from a book

Table 3.3: ADOS Modules 1-4 activities (Lord et al., 2000)

3 in addition to conversation items about daily activities. The major difference between

Modules 3 and 4 is whether play or a conversation interview is used by the examiner to

acquire information on social-communication ability of the participant. Table 3.3 summa-

rizes the required levels of language ability, as well as the list of activities for Modules 1

to 4.

3.3.2 Diagnostic algorithms and scoring

ADOS classifications are according to the subsets of items in each module listed in Ta-

ble 3.4. These items are included in a scoring algorithm based on DSM-IV diagnostic cri-

teria (American Psychiatric Association, 2000), resulting in ADOS Communication score,
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ADOS Reciprocal Social Interaction score, and the ADOS Total score (the sum of the

Communication and Reciprocal Social Interactions scores) (Lord et al., 2002).

Once calculated, the scores are compared against an algorithm threshold for autism and

more broadly autism spectrum disorder on each of the above domains. If a child exceeds

the specific threshold in all three domain, they are assumed as meeting the criteria for

that specific classification (Lord et al., 2002).

3.4 Data collection procedure

All procedures in this study obtained the approval of Institutional Review Board (IRB)

of Oregon Health & Science University. Participating families were completely informed

about the study procedures and provided consent forms. Participants were asked to com-

plete a set of experimental tasks as well as cognitive, language, and neuropsychological

tests in approximately 6 sessions (each 2 - 3 hours long). ADOS and NNM sessions were

recorded by a microphone connected to a computer. All ADOS and the majority of NNM

sessions were also video-recorded.

Child and examiner speech were then transcribed at the word level, indicating utterance

boundaries, by one or more annotators based on the 2004 EARS Official Annotation

Guidelines for conversational speech (Strassel, 2004). The transcribers were blind to the

study hypotheses and child diagnosis, cognitive level, and language ability. Unless noted

otherwise, all of the automated analysis were performed on these unannotated, “raw”,

transcripts which can be obtained relatively quickly with no specific expertise or training.

In a separate labeling process for the ADOS transcripts, mazes (false starts, revisions, and

repetitions) were annotated and removed from our analysis.

3.5 Summary

In this chapter we provided a detailed overview of our study participants, their diagnosis

processes, as well as their cognitive, language, and neuropsychological tests and scores.



40

Module 1 Module 2 Module 3 Module 4

Preverbal/ Flexible Fluent speech Fluent speech
single words/ phrase speech child/adolescent adolescent/adult
simple phrases

Algorithm items

Stereotyped/idiosyncratic Stereotyped/idiosyncratic Stereotyped/idiosyncratic Stereotyped/idiosyncratic
words or phrases words or phrases words or phrases words or phrases

Gestures Descriptive, conventional, Descriptive, conventional, Descriptive, conventional,
instrumental gestures instrumental gestures instrumental gestures

Unusual eye contact Unusual eye contact Unusual eye contact Unusual eye contact

Facial expressions Facial expressions Facial expressions Facial expressions
directed to other directed to other directed to other directed to other

Quality of social overtures Quality of social overtures Quality of social overtures Quality of social overtures

Response to joint attention Amount of reciprocal Amount of reciprocal Amount of reciprocal
social communication social communication social communication

Shared enjoyment Quality of social response Quality of social response Quality of social response

Use of other’s body Conversation Conversation Conversation
to communicate

Pointing Pointing to express interest Emphatic or emotional gestures

Showing Overall quality of rapport Overall quality of rapport

Frequency of vocalization Amount of social overtures Insight Empathy/comments
directed to others on others’ emotions

Spontaneous initiation of Spontaneous initiation of Reporting of events Responsibility
joint attention joint attention

Other items

Immediate echoing Immediate echoing Immediate echoing Immediate echoing

Speech abnormalities Speech abnormalities Speech abnormalities Speech abnormalities

Imagination/functional play Imagination/functional play Imagination Imagination

Mannerisms Mannerisms Mannerisms Mannerisms

Unusual sensory behaviors Unusual sensory behaviors Unusual sensory behaviors Unusual sensory behaviors

Repetitive interests Repetitive interests Excessive, specific Excessive, specific
and behaviors and behaviors interests interests

Rituals and compulsive Rituals and compulsive
behaviors behaviors

Overactivity Overactivity Overactivity Overactivity

Negative behavior Negative behavior Negative behavior Negative behavior

Anxiety Anxiety Anxiety Anxiety

Table 3.4: ADOS Modules 1-4 items for diagnosis of autism (Lord et al., 2000)
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We discussed our four diagnosis groups and their descriptive statistics on various measures

and the significance results of paired group contracts. We also described the two data sets

that we analyze in this thesis: The NEPSY Narrative Memory (NNM) subset, and the

Autism Diagnostic Observation Schedule (ADOS).



Chapter 4

Detecting semantically unexpected words

in narratives

4.1 Introduction

Atypical and idiosyncratic language has been one of the core symptoms observed in verbal

individuals with autism since Kanner first assigned a name to the disorder (Kanner et al.,

1943). It is listed as a feature of autism in DSM-IV-TR and DSM-5 (American Psychiatric

Association, 2000, 2013) and currently serves as a diagnostic criterion in many of the most

widely used diagnostic instruments for ASD (Lord et al., 1994, 2002; Rutter et al., 2003).

The phenomenon is especially marked in the areas of semantics and pragmatics (Tager-

Flusberg, 2001; Volden and Lord, 1991).

Structured language assessment tools are often not sensitive to the ASD-specific semantic

and pragmatic atypicality in language samples. Instead, the degree of language atypicality

is often determined via subjective parental reports (e.g., asking a parent whether their child

has ever used odd phrases (Rutter et al., 2003)) or general impressions during clinical

examination (e.g., rating the child’s degree of “stereotyped or idiosyncratic use of words

or phrases” on a four-point scale (Lord et al., 2002)). This has led to a lack of reliable and

objective information about the frequency of atypical language use and its precise nature

in ASD.

42
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4.1.1 Off-topic content in the narratives of individuals with ASD

Manual analysis of spontaneous language samples in children and young adults with autism

has shown that they have significantly more irrelevant, bizarre, and idiosyncratic content

in their narratives, compared to their typically developing peers within the same age range

and with similar morphosyntactic language abilities.

In one of the earliest studies on narrative abilities in ASD, Loveland et al. (1990) compared

retellings from 16 children and young adults with high-functioning autism (HFA), to 16

language- and aged-matched peers with Down Syndrome. The task was recalling the story

from a short puppet show or video sketch to an examiner and answer follow-up questions.

The two groups did not differ in producing understandable narratives, answering follow-

up questions, and structural language use. However, individuals with HFA produced

significantly more bizarre language and off-topic content both in their narratives, and in

their responses to questions. They also had more problems grasping the story as a set of

meaningful events and sometimes they recognized the story characters as objects instead

of agents.

Landa, Martin, Minshew and Goldstein (1995, reported in Landa et al., 2000) examined

narrative elicitation and story completion in adolescents and adults with HFA compared

to a neurotypical group, matched on age, IQ, and gender. The authors found no significant

difference in story length, although they observed more variability in story length in the

HFA group. In addition, the individuals with HFA produced significantly less coherent

narratives with more incomplete episodes and irrelevant content, failing to provide a clear

gist of the story.

In another study, Capps et al. (1998) explored personal experience narratives in 15 children

with autism compared to 15 children with developmental delay, matched on language and

mental age. They showed that children with autism, in general, generated significantly

fewer narratives on personal experience and their narratives were not always topically

relevant.
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Klin (2000) analyzed narrative productions in adolescents and adults with HFA, Asperger’s

Syndrome (AS), and typical development (TD). They had 20 subjects in each group, age-

and IQ-matched. The task was to produce a narrative, describing the depicted events

in short silent cartoon animations, and attribute social meaning to the cartoon. The

author found that the HFA and AS groups mentioned significantly fewer social elements

and almost 30% of those elements were irrelevant and unrelated to the social plot of the

stories, a significant difference.

Losh and Capps (2003) explored the narrative abilities in 28 children with autism or AS

compared to 22 TD matched on age and verbal IQ. They investigated narrative elicitations

from a wordless picture book as well as personal experience narratives. They found no

difference between the two groups in the narrative lengths and the range of topics in

both tasks. The authors showed that the children with autism had more difficulties in

personal experience narratives. In particular, they used less evaluation, less complex

syntactic structures, and provided significantly more irrelevant and bizarre information.

In addition, the children with autism had more problems in using casual relationships

between the events in both narrative contexts.

In a more recent study, Diehl et al. (2006) investigated story recall and coherence of

wordless picture book narratives from 17 children with HFA compared to 17 TD children,

matched on age, gender, language, and cognitive ability. The authors did not observe

any noticeable difference between the two groups in terms of narrative length, complexity,

and number of elements recalled. There was also no difference in the use of the gist

events of the story to assist recalling of the elements, as well as the use of important

versus peripheral story elements. However, authors observed significantly more instances

of idiosyncratic and unusual language in the narratives produced by children with ASD

in addition to significantly fewer casual connections among events.

Goldman (2008) analyzed narratives of personal experience and events of 14 children with

HFA compared to 12 children with developmental language disorder and 12 TD children,

all matched on age and non-verbal IQ. They did not find any group difference in the

narrative structure and conversation format, but they found that the HFA group required
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significantly more support from the examiner to produce narratives. In addition, the HFA

group had significantly higher ratio of off-topic narrative content and irrelevant answers.

They also had problems in understanding and generating the narrative at the high-level

as well as problems in specifying the goals of the story.

4.1.2 Goals of this study

Given the above research findings in the biomedical literature, our goal in this work is to

automatically identify instances of contextually atypical language at the lexical level in

narrative retellings produced by children with ASD and typically developing children. We

expect that children with ASD use more idiosyncratic, unexpected, or off-topic words, and

we manually determine those words in our corpus of narrative retellings. We then apply

two word ranking methods and distributional semantic modeling in order to automatically

identify these unexpected words.

In particular, we follow these three goals in this chapter:

1. We hypothesize more irrelevant, off-topic, unexpected, or off-topic lexical content in

spontaneous narrative retellings of children with ASD.

2. We manually determine the instances of those words to test our hypothesis and

create a gold standard to evaluate our automated measures.

3. We use word-ranking methods and semantic expansion to automatically detect these

lexical items.

Our results indicate that, children with ASD produce more semantically unexpected and

off-topic words in their narratives than typically developing children (as suggested by the

previous findings). In addition, we demonstrate that our automated methods for iden-

tifying these words are accurate enough to serve as an adequate substitute for manual

annotation. Although unexpected off-topic word use is only one aspect of the atypical

language in ASD, our work in this chapter highlights the potential of computational lan-

guage evaluation and analysis methods for improving our understanding of the linguistic
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Mean (SD)

Measure ALN TD t p d

Narr. Length 70.76 (48.17) 86.03 (43.82) −1.21 .883 −.33

NDW 39.39 (22.57) 44.1 (17.1) −.84 .796 −.23

NDCR 21.05 (13.47) 24.64 (10.92) −1.05 .85 −.28

NNM FR 4.9 (3.73) 6.26 (3.43) −1.38 0.176 −0.37

NDW, number of distinct words; NDCR, number of distinct content word roots; NNM FR, NEPSY

Narrative Memory Free Recall score.

Table 4.1: Descriptive statistics and group contrasts of NNM retellings scores

deficits associated with ASD. The methods and results in this chapter are in part based

on Rouhizadeh et al. (2013).

4.2 Participants and data

Participants in this study are 39 children with typical development (TD) and 21 high-

functioning children with ASD and without language impairment (ALN), ranging in age

from 4 to 9 years. Table 3.2 in Chapter 3 reports descriptive statistics of these two

groups.

The narrative retelling task analyzed here is the NEPSY Narrative Memory (NNM) subtest

(Korkman et al., 1998), described in detail in Chapter 3, Section 3.2. The NNMwas admin-

istered by a trained clinician to each study participant, and each participant’s retelling was

recorded, transcribed, and evaluated according to the published scoring guidelines.

Table 4.1 reports descriptive statistics of narrative retellings of our study participants in

terms of overall narrative lengths, number of distinct words (NDW), number of distinct

content word roots (NDCR), and the NEPSY Narrative Memory Free Recall score (NNM

FR). As can be seen, there is no significant difference between the ALN and TD groups

in these measures based on the Welch’s two-sample t-test.
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Using Amazon’s Mechanical Turk (AMT), we also collected a corpus of 186 retellings from

(assumingly) neurotypical adults. We describe how this corpus was used in Section 4.3,

below. The task included listening (but not reading) a recording of the story and when

finished, provided the story retelling in written form. We briefly reviewed the responses

and removed about 20 empty, very short, or junk inputs.

Two annotators, blind to the diagnosis of the experimental subjects, identified every word

in each retelling transcript that was unexpected (i.e. irrelevant, off-topic) given the larger

context of the story. For instance, in the sentence T-rex could smell things, both T-rex

and smell were marked as unexpected, since there is no mention of either concept in the

story. In a seemingly more appropriate sentence, the boy sat up off the bridge, the word

bridge is considered unexpected since the boy is trapped up in a tree rather than on a

bridge.

4.3 Methods

We begin with the expectation that different retellings of the same source narrative will

share a common lexical semantic space (see Chapter 3). The presence of words outside of

this set of vocabulary or semantic space in a retelling could suggest that the speaker has

digressed from the topic of the story. Our approach for automatically identifying these

unexpected and off-topic words relies on the ranking of words according to the strength

of their association with the target topic of the corpus of narrative retellings. Our word

ranking methods are based on the frequency of a word in the child’s retelling relative to

the frequency of that word in other retellings in the larger corpus of retellings. These

ranking methods are similar to those developed for the Information Retrieval (IR) task of

topic modeling, where the objective is to identify topic-specific sets of words – i.e., words

that appear frequently in only a subset of topically-related documents – in order to cluster

together documents about a similar topic. Details about how we utilize and interpret these

rankings for our particular goal are provided in the following sections.
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Before calculating the word rankings, we first tokenize and downcase the transcripts and re-

move all punctuation. In addition, we lemmatize words to decrease the sparsity caused by

inflectional variations. The pipeline for identifying the unexpected words in each retelling

starts by assigning a rank score to each word in each retelling using two word ranking

methods described below. A threshold over these scores is determined for each child using

leave-one-out cross validation in order to select a set of potentially unexpected words (see

Subsection 4.3.3). This set of potential unexpected words is then filtered using two se-

mantic expansion approaches that allow us to eliminate words that were not used in other

retellings but are semantically related to topic of the narrative. This final set of words is

evaluated against the set of manually identified unexpected words in order to measure the

performance accuracy of our automated off-topic word identification methods.

4.3.1 Word ranking methods

TF.IDF

The first word ranking method that we used is a variation of the tf-idf, or term frequency-

inverse document frequency, a family of term weighting measures proposed by Luhn (1957);

?. We use the following formulation to calculate tf-idfw,m for each word w in each child’s

narrative retelling m (Manning et al., 2008):

tf-idfw,m =





(1 + log(tfw,m))× log( N

dfw
) if tfw,m ≥ 1

0 otherwise
(4.1)

where tfw,m is the term frequency of word w in narrative m; dfw is the document frequency

of w, or number of retellings from the full corpus of child and adult retellings containing

the word w; and N is the total number of retellings in the full corpus.
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Log odds ratio

The log-odds ratio (van Rijsbergen et al., 1981), is another association measure and ranking

method used in information retrieval and extraction tasks. It is defined as the ratio

between the odds of a particular word, appearing in a child’s retelling as estimated using

its relative frequency in that retelling, and the odds of that word appearing in all other

retellings, again estimated using its relative frequency in all other retellings. Let the

probability of a word w appearing in a retelling m be p1 and the probability of w appearing

in all other retellings m̄ be p2, i.e:

p1 = P (w|m) (4.2)

p2 = P (w|m̄) (4.3)

We can express the odds ratio of w in m as follows (Mladenic and Grobelnik, 1999):

odds ratio =
odds(p1)

odds(p2)
=

p1/(1− p1)

p2/(1− p2)
(4.4)

4.3.2 Application of word ranking methods

As previously mentioned, both of these word ranking methods are used in IR to cluster

together documents about a similar target topic. In IR, words that appear only in a subset

of documents from a large and varied corpus of documents will have high ranking scores,

and the documents containing those words will likely be focused on the same topic.

In our task, however, we have a single cluster of documents focused on a single specific

topic: the NNM narrative. Topic-specific words have to occur much more frequently than

other words across all retellings. As a result, words with high tf-idf and log-odds scores are

likely to be those unrelated to the topic of the NNM story. In other words, a high rank

indicates that the word w is very specific to the retellingm, which in turn suggests that the

word might be unexpected or off-topic in the larger context of the NNM narrative.
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If a child veers away from the topic of the NNM story and uses words that do not occur

frequently in the retellings produced by neurotypical speakers, his or her retellings will

contain more words with high ranking score. Thus we expect that this set of high-scoring

words is likely to overlap significantly with the set of words identified by the manual

annotators as unexpected or off-topic in the context of the NNM narrative.

4.3.3 Cross-validation and determining the operating points

Applying these word ranking methods to each word in each child’s retelling provides a

list of words from each retelling ranked in order of decreasing tf-idf or log-odds score. We

use leave-one-out cross-validation to determine, for each method, the best operating point

that maximizes the accuracy of unexpected word identification in terms of F-measure.

For each child, the threshold is found using the data from all of the other children. This

threshold is then applied to the ranked word list of the held-out child. All words above

this threshold are potentially unexpected words, while all words below this threshold are

considered to be expected and appropriate in the context of the NNM narrative. The next

stage in the pipeline is therefore to use external resources to eliminate any semantically

appropriate words from the set of potentially unexpected or off-topic words generated via

thresholding on the tf-idf or log-odds score.

4.3.4 Semantic expansion of unexpected words

The corpus of retellings that we use to generate the word rankings described above, is very

small. It is therefore possible that a child may have used an entirely appropriate word

that by chance was never used by another child or one of the neurotypical adults. Thus

we use a corpus-based and a knowledge-based approach to find semantically related words

or synonyms of the potential unexpected words and check if either of those are present in

the corpus of retellings.
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Corpus-based semantic expansion

We use the CHILDES corpus of transcripts of children’s conversational speech (MacWhin-

ney, 2000) to generate topic estimates for each potentially unexpected word. To do this,

we first located every utterance in the CHILDES corpus containing that potentially unex-

pected word. We then measure the association of that word with every other open-class

word collocated in an utterance, using the log likelihood ratio (Dunning, 1993b). The

20 words from the CHILDES corpus with the highest log likelihood ratio (i.e., the words

most strongly associated with the potentially unexpected word), are assumed to collec-

tively represent a particular topic (the number of 20 is rather an arbitrary choice but as

we will see, it results in a very good performance). If more than two of the words in

the vector of words representing this topic are also present in the NNM source narrative

or the adult retellings, the word that generated that topic is eliminated from the set of

unexpected words. Words that are not present in the CHILDES corpus are annotated as

unexpected.

Knowledge-based semantic expansion

Knowledge bases are semantically rich resources which can be used as an alternative

resources for lexical semantic expansion. In particular, we use WordNet (Fellbaum, 1998),

an online thesaurus of English, in which nouns, verbs, adjectives and adverbs are grouped

into sets of synonyms called synsets (see Chapter 3). For each word in the set of potentially

unexpected words, we locate the WordNet synset for that word. If any of the WordNet

synonyms of the potentially unexpected word is present in the source narrative or in one

of the adult retellings, that word is removed from the set of unexpected words. Same as

above, words that are not present in WordNet are tagged as unexpected.
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word t-rex smell couch meat guy way sense far great rescue

score 8.1 7.7 7.7 7.2 5.6 4.2 4.2 3.9 3.6 2.8

Table 4.2: Example of word raking based on tf-idf scores.

4.4 Results

Each of our word ranking methods (i.e. tf-idf or log-odds) can be applied separately,

or in combination with corpus-based or knowledge-based semantic expansion procedures,

forming six conditions overall. Table 4.2 shows an example of word ranking based on tf-idf

scores. The highlighted words are the ones with score above threshold, hence annotated

as potentially unexpected words. Since “boy” and “Jim” were words in the story and the

word “guy” is a closely semantically associated to either, “guy” is crossed-out from the

set of unexpected words.

It is important to note that the optimized threshold described in Subsection 4.3.3 is deter-

mined separately for each combination of term weighting and semantic expansion method.

This may result in potentially a different threshold for each combination tested, hence we

do not necessarily expect precision to increase and recall to decrease after semantic ex-

pansion. Rather, if the semantic expansion is effective, we expect F-measure to increase

since the threshold is selected in order to optimize that measure.

4.4.1 Accuracy of automated methods

Table 4.3 reports the performance accuracy (precision, recall, and F-measure) of our meth-

ods in identifying unexpected words against the set of manually annotated off-topic words

described in Subsection 4.2. We see that the log-odds method outperforms tf-idf both with

and without semantic expansion. Semantic expansion improves F-measure under both

word ranking schemes. Applying corpus-based semantic expansion yields higher precision

at the expense of recall, and applying knowledge-based semantic expansion results in the

noticeably highest F-measure with improvements in both precision and recall.
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Word Ranking Semantic Expansion Precision Recall F-measure

TF-IDF
NO 75.31 80.26 77.71

Corpus-based 78.67 77.63 78.15
Knowledge-based 87.01 88.16 87.58

Log-odds
NO 75.29 84.21 79.5

Corpus-based 79.22 80.26 79.74
Knowledge-based 87.80 94.74 91.14

Table 4.3: Accuracy of unexpected word identification methods.

4.4.2 Significance of the group differences

As explained in Section 4.3, the purpose of identifying these unexpected words was to

determine whether children with autism produce unexpected and off-topic words at a

higher rate than children with typical development. To test the significance of difference in

rate of unexpected word use between the two groups, we perform aWelch’s two-sample one-

tailed t-test, assuming that our groups have unequal variances and unequal sample sizes.

For each word ranking method in combination with the semantic expansion techniques,

we report the group average rate of unexpected word use as well as the significance test

results in Table 4.4 and Figure 4.1.

Our expectation of higher rate of unexpected words in the ALN group appears to be

true in our manually annotated data. On average, 13.37% of the words types produced

by children with ALN were marked as unexpected, while only 4.28% of words produced

by children with TD were marked as unexpected, a significant difference (p < 0.05).

This significant between-group difference in rate of unexpected word use holds even when

using the automated methods of unexpected word identification, with the best performing

unexpected word identification method estimating a mean of 12.78% in the ALN group

and 4.69% in the TD group (p < 0.05).
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Word Ranking Semantic Expansion ALN TD t p d

TF-IDF
- .1419 (.2266) .0427 (.0603) 1.97 .031 .52

Corpus-based .1314 (.2216) .0396 (.0559) 1.87 .038 .51
Knowledge-based .1207 (.1900) .0437 (.0618) 1.81 .042 .49

Log-odds
- .1599 (.2172) .0578 (.0870) 2.07 .025 .56

Corpus-based .1331 (.1857) .0521 (.0773) 1.91 .034 .52
Knowledge-based .1278 (.1958) .0469 (.0690) 1.83 .04 .50

Manual annotation .1337 (.1979) .0428 (.0656) 2.04 .026 .55

Table 4.4: Significance of the group differences in the average rate of unexpected word
use using automated unexpected word identification methods

Group differences

Manual

TF-IDF

TF-IDF+CHILDES

TF-IDF+WN

Log-odds

Log-odds+CHILDES

Log-odds+WN

0 0.05 0.10 0.15 0.20

Rate of use of unexpected words

TD
ALN

*

*

*

* p < 0.05

Detecting semantically unexpected words in narratives Results

*

*

*

*

27

Friday, October 23, 2015

Figure 4.1: Plot of group comparison based on the average rate of unexpected word use

4.5 Conclusions and future work

In this chapter we presented automated methods for examining our hypothesis that chil-

dren with autism have used significantly more off-topic and unexpected words in their

narrative retellings compared to their typically developing peers. We first manually an-

notated the unexpected words in our narrative corpus and then we utilized automated

methods for ranking and filtering unexpected words according to their distributions in

different corpora, which are adapted from techniques originally developed for topic mod-

eling in the context of information retrieval and extraction tasks.
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Based on manual annotation we illustrated our hypothesis was true. In addition, we

have demonstrated the utility of automated approaches for the analysis of semantics and

pragmatics and we were able to use these methods to identify unexpected or off-topic words

with high enough accuracy to replicate the patterns of unexpected word use manually

observed in our two diagnostic groups.

In future work, we plan to use a development set to determine the optimal number of

topical words (that could be larger or smaller than 20) and achieve a better topic esti-

mate in the corpus-based semantic expansion stage of the pipeline in order to maintain

improvements in precision without a loss in recall. We would also like to investigate using

part-of-speech, word sense, and parse information to improve our approaches for both se-

mantic expansion and topic estimation. Although the rate of unexpected word use alone

is unlikely to provide sufficient power to classify the two diagnostic groups investigated

here, we expect that it can serve as one feature in an array of features that capture the

broad range of semantic and pragmatic atypicalities observed in the spoken language of

children with autism. Finally, we plan to apply these same methods to identify the con-

fabulations and topic shifts often observed in the narrative retellings of the elderly with

neurodegenerative conditions.

4.6 Summary

Atypical semantic and pragmatic expression is frequently reported in the language of

children with autism. Although this atypicality often manifests itself in the use of unusual

or unexpected words and phrases, the rate of use of such unexpected words is rarely

directly measured or quantified. In this chapter, we used distributional semantic models

to automatically identify unexpected words in narrative retellings by children with autism.

The classification of unexpected words is sufficiently accurate to distinguish the retellings

of children with autism from those with typical development.



Chapter 5

Identifying idiosyncratic topic digressions

in narratives

5.1 Introduction

One of the core features of Autism Spectrum Disorder (ASD) is preoccupation with spe-

cific restricted interests and activities (American Psychiatric Association, 2000, 2013). In

verbal individuals with ASD, such a preoccupation can manifest itself as a tendency to

fixate on a particular idiosyncratic topic, and a narrow range of interests.

As we explained in detail in Chapter 4, manual analysis of conversations and narratives

of individuals with ASD by trained coders has shown that children and teenagers with

autism include significantly more bizarre and irrelevant content in their narratives (Love-

land et al., 1990; Losh and Capps, 2003) and introduce more abrupt topic digressions in

their conversations (Lam et al., 2012) than their typically developing peers. In the pre-

vious chapter, we have explored automatic detection of idiosyncratic lexical items, using

techniques originally developed for information extraction. There has been little work,

however, in annotating the precise direction of the departure from a target topic. Thus,

it is not clear whether children with ASD are initiating similar topic digressions or pur-

suing idiosyncratic directions in their narratives and conversations consistent with their

restricted interests.

56



57

5.1.1 Goals of this study

In this chapter, we attempt to automatically identify topic digressions in the narrative

retellings of children with ALN (ASD, with no language impairment) and to determine

whether these digressions are influenced by their idiosyncratic or restricted interests. We

utilize several measures designed to capture different aspects of semantic similarity be-

tween a pair of retellings. We compare all pairs of narratives from TD children, all pairs

of narratives from ALN children, and each pair of narratives from TD and ALN chil-

dren.

To clarify, we follow these two goals in this chapter:

1. We hypothesize less similarity and more topic digressions in the narrative retellings

of children with ALN.

2. We use distributional semantic similarity measures to test our hypothesis and auto-

matically identify topic digressions expressed in children’s narrative retellings.

We find that TD children share the greatest semantic similarity with one another, while

children with ALN have significantly less word similarity with TD children and even less

similarity with other ALN children. These results suggest that TD children tend to adhere

to the target topic in the narrative retellings, while children with ALN often stray from

the target topic and introduce topic digressions. Furthermore, the fact that the lexical

semantic space of an individual child with ALN seem not to resemble the lexical semantic

space of other children with ALN, suggests that when a child with ALN chooses to abandon

the target topic, he or she does so in an idiosyncratic way. The reported methodology

and results in this chapter are based on Rouhizadeh et al. (2015a), and Rouhizadeh et al.

(2014).

5.1.2 Related work

To the best of our knowledge, the only similar study on identifying semantic differences

among the narratives of children with ASD and typical development is the work by Losh
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and Gordon (2014). The authors used Latent Semantic Analysis (LSA, Landauer and

Dumais, 1997) to compare the semantic space of narratives of 22 high-functioning indi-

viduals with autism and 26 typically-developing controls. The subjects were between 8-14

years old, matched on age, non-verbal, and verbal IQ. The narrative data include two

different contexts: a narrative recall tasks (similar to NNM), and a wordless picture book

narration task. For the story recall task, the authors calculated the LSA similarity of the

retellings of each subject in each group with the original text of the story, and they found

that this similarity is significantly lower in the ASD group compared to controls. They

also observed a greater variability in similarity scores of the ASD group. In addition, for

both story recall and picture book narration tasks, the most similar narratives from the

control group were selected, and their LSA scores were averaged to generate an empirically

derived standard, reflecting the ‘average standard’ topic space of each task. The authors

then computed the LSA similarity between the retellings of the remaining participants and

that average standard. They found that, compared to the controls, the story retelling of

the ASD group is significantly less similar to the average standard, whereas their picture

book narrations are not different.

A major caveat with the above work is the assumption that the most similar narratives

from the control group generate an average standard semantic space. We think that this

approach has the tendency to centralize the average standard topic space around the (ran-

domly) repeated themes by selected participants from the control group. In addition, the

authors did not provide specific information about their word ranking and term weighting

methods when calculating the LSA similarities. As we have seen in the previous chapter,

the off-topic words tend to have high rankings in specific narratives and these rankings

will have an impact on the LSA score. Finally, the authors did not compare the narra-

tives of each group to each other, providing comparisons only to the original story or the

average standard. In our proposed method, all of these issues have been addressed, and in

addition, we use multiple semantic similarity measures as opposed to single LSA similarity

score. Note that the work by Losh and Gordon (2014) and the work we present in this
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Jim went up a tree with a ladder. He lost his shoe he got stuck he hung from
a branch. Pepper took his shoe. He showed it to his sister and she helped him
down. Let me look at this picture with my trusty vision gadget.

The boy got stuck and someone rescued him and pepper was a really smart
dog. Dogs have a great sense of smell too, like T-rex. T-rex could smell things
that were really far away. T-rex could be over there and the meat could be
way back there under the couch Well, that guy got stuck on the tree and then
he, and then Pepper, his shoe fell out of the tree. Anna rescued it. Pepper
brought his shoe back and Anna rescued them.

Figure 5.1: Two topically different NNM retellings with similar
free recall scores (6 and 5, respectively).

chapter have been done independently and researchers on the both sides were unaware of

each other’s work.

5.2 Participants and data

Participants in this study are the same as Chapter 4 and include 39 TD children and

21 children with ALN, between 4 to 9 years old (for more details refer to Table 3.2,

Chapter 3). Similar to Chapter 4, here we use also retellings from the NEPSY Narrative

Memory (NNM). As explained in Chapter 3, under standard administration of the NNM,

a retelling is scored according to how many story elements from a predetermined list it

contains. The guidelines for scoring do not require verbatim recall for most elements

and generally allow the use of synonyms and paraphrases. As is typically reported when

comparing matched groups (Diehl et al., 2006), we observed no significant difference in

the standard NNM free recall score (NNM FR) between the TD group and the ALN

group (see Table 4.1 in Chapter 4). It might seem that a low similarity score between

two retellings simply indicates that one retelling includes fewer story elements. However,

given the equivalent number of story elements recalled by the two groups, we can assume

that a low similarity score indicates a difference in the quality rather than the quantity

of information in the retellings. Figure 5.1 shows two topically different NNM retellings

with similar free recall scores.
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5.3 Methods

5.3.1 Word weighting and normalization

We expect that two different retellings of the same narrative will lie in the same lexico-

semantic space and will thus have high similarity scores. In this work we use well-known

similarity measures with two modifications. As we discussed in Chapter 4 and Rouhizadeh

et al. (2013), children with autism tend to use more off-topic and unexpected words. We

have shown that such words always have high inverse document frequency (IDF) scores

since they are very specific to a particular retelling. By including IDF weights, a similarity

measure would be biased toward off-topic words rather than actual content words in the

NNM story elements. Conventional IDF weights are therefore not useful for our particular

purpose in the current chapter since we are interested to capture those similar narratives

that convey the story gist. Nevertheless, we remove closed-class function words to avoid

their bias in our similarity measures. In addition, we lemmatize our narrative corpus to

reduce the sparsity due to inflectional variation.

5.3.2 Word overlap measures

As we explained, children talking about the same story are highly likely to use same or

similar set of words. In this subsection we describe a family of semantic similarity measures

that take overlapping words between two narratives into account.

Jaccard similarity coefficient

The Jaccard similarity coefficient (SimJac, Jaccard, 1912) is a simple word overlap measure

between a pair of narratives n and m defined as the size of intersection of the words in

narratives n and m, relative to the size of word union of n and m:

SimJacc(n,m) =
|n ∩m|
|n ∪m| (5.1)
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Cosine similarity score

Cosine similarity score SimCos is the similarity between two narratives n and m measured

by taking the cosine of the angle between their term-frequency vectors. We use a non-

weighted cosine similarity based on the following formula, where tfw,n is the term frequency

of word w in narrative n:

SimCos(n,m)=

�
w∈n∩m

tfw,n × tfw,m

� �
wi∈n

(tfwi,n)
2

� �
wj∈m

(tfwj ,m)2
(5.2)

Relative frequency measure

Relative frequency measure (SimRF , Hoad and Zobel, 2003) is an author identity measure

for identifying plagiarism at the document level. This measure normalizes the frequency of

the words appearing in both narratives n and m by the overall length of the two narratives,

as well as the relative frequency of the words common to the two narratives. We used a

simplified variation of this measure, described by Metzler et al. (2005) and formulated as

follows:

SimRF (n,m) =
1

1 + max(|n|,|m|)
min(|m|,|m|)

×
�

w∈n∩m

1

1 + |tfw,n − tfw,m| (5.3)

BLEU

BLEU (Papineni et al., 2002) is commonly used measure of n-gram overlap for automati-

cally evaluating machine translation output (see Chapter 2 for more details). Since BLEU

is inherently an overlap measure, we could use that as similarity metric between two nar-

ratives. Because BLEU is a precision metric, the BLEU score for any pair of narratives

n and m will depend on which narrative is considered the “reference”. To create a single

BLEU-based overlap score for each pair of narratives, we calculate SimBLEU(n,m) as the

avarage of BLEU(m,n) and BLEU(n,m).
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5.3.3 Knowledge-based measures

It is reasonable to expect people to use synonyms or semantically similar words in their

narrative retellings. It is therefore possible that children with autism are discussing the

appropriate topic but choosing unusual words within that topic space in their retellings

which could be consistent with the type of atypical language often observed in children

with ASD. Based on this, we use a set of measures that consider the semantic overlap of

two narratives using WordNet (Fellbaum, 1998) similarities (Achananuparp et al., 2008),

in addition to simple word overlap, in order to distinguish instances of atypical but se-

mantically appropriate language from true examples of poor topic maintenance.

Most WordNet-based similarity measures can only use word pairs with the same part-of-

speech (POS). For automatic POS tagging of the narrative corpus, we trained a multi-class

classifier (Yarmohammadi, 2014) from labeled training data from the CHILDES corpus

of transcripts of children’s conversational speech (MacWhinney, 2000). The classifier uses

a discriminative linear model, learning the model parameters with the averaged percep-

tron algorithm (Collins, 2002). The feature set includes bigrams of surrounding words, a

window of size 2 of the next and previous words, and the POS-tag of the previous word.

An additional orthographical feature set is used to tag rare and unknown words. This

feature set includes prefixes and suffixes of the words (up to 4 characters), and presence

of a hyphen, digit, or an uppercase character. See Chapter 3, Subsection 2.6.2 for more

information about part-of-speech tagging.

WordNet-based vector similarity

In a modified version of WordNet-based vector similarity (SimWV , Li et al., 2006) we first

create vectors vn and vm for each narrative n and m, where each element corresponds to

a word in the type union of n and m. We assign values to each element e in vn using the

following formulation:
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S(e, n) = max
wi∈n

LS(e, wi) (5.4)

where LS is Lin’s universal similarity (Lin, 1998). Lin’s universal similarity of two identical

words is equal to 1. Thus if the element e is present in n, S(e, n) will be 1. If not, the

most similar word to e will be chosen from words in n using Lin’s universal similarity and

S(e, n) will be that maximum score. The same procedure is applied to vm, and finally

the similarity score between n and m is derived from the cosine score between vn and

vm.

WordNet-based mutual similarity

In a modified version of WordNet-based mutual similarity (SimWM , Mihalcea et al., 2006),

we find the maximum similarity score S(wi,m) for each word wi in narrative n with words

in narrative m as described in Equation 5.4. The same procedure is applied to narrative

m, and SimWM is calculated as follows:

SimWM (n,m)=
1

2
(

�
wi∈n

S(wi,m)

|n| +

�
wj∈m

S(wj , n)

|m| ) (5.5)

5.3.4 Analytical plan

Pairwise similarity matrix

For each of the semantic similarity measures, we build a similarity matrix comparing every

possible pair of children. Because this pairwise similarity matrix is diagonally symmetrical,

we need only consider above-diagonal section of the matrix in our analyses.

Our hypothesis is that we observe less similarity in the narrative retellings of children

with ALN and our goal is to explore the degree of similarity, as measured by the semantic
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overlap measures, within and across diagnostic groups. With this in mind, we consider

the following three sub-matrices for of each similarity matrix: one in which each TD child

is compared with every other TD child (the TD.TD sub-matrix); one in which each ALN

child is compared with every other ALN child (the ALN.ALN sub-matrix); and one in

which each child is compared with the children in the diagnostic group to which he does

not belong (the TD.ALN sub-matrix).

Monte Carlo permutation

We may not have enough information and a priori reason to assume that the pairwise

similarity measures of all children are from any particular distribution. In order to cal-

culate the statistical significance of these between-group differences, we therefore apply

the Monte Carlo permutation method, a non-parametric procedure widely used in non-

standard significance testing situations (see (Kroese et al., 2014) for more details on this

method and its applications in various scientific fields).

For each pair of sub-matrices (e.g., TD.TD vs ALN.ALN) described above, we first cal-

culate two statistics that compare the cells in one sub-matrix with the cells in other

sub-matrices: the t-statistic, using the Welch Two Sample t-test; and the w -statistic, us-

ing the Wilcoxon rank sum test. We call these observed values observed -t and observed -w

respectively. We next take a large random sample with replacement from all possible

permutations of the data by shuffling the diagnosis labels of the children for a relatively

large number of times (say 1000). We then calculate t-statistic and w -statistic for each

shuffle and count the number of times the observed -t and observed -w exceed the values

generated by the 1000 shuffles.
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Group Top 10 overlapping words

TD.TD shoe, tree, climb, ladder, fall, Pepper, Jim, dog, sister, branch
TD.ALN shoe, tree, Jim, climb, dog, ladder, Pepper, fall, branch, sister
ALN.ALN shoe, tree, Jim, dog, climb, Pepper, ladder, branch, boy, run

Table 5.1: Top 10 overlapping words between the groups

Group Examples of non-overlapping words

TD.TD book, class, coconut, couch, lie, picture, spike, stuff, tight, watch
TD.ALN arm, bottom, cousin, doctor, eat, fruit, giant, meat, push, sense
ALN.ALN bite, bridge, crunch, donut, gadget, lizard, microphone, sell, table, vision

Table 5.2: Examples of non-overlapping words between the groups

5.4 Results

5.4.1 Overlap score between group pairs

Table 5.3 shows the average semantic overlap scores between the narratives for each of

the three sub-matrices described above. We see that for both the word-overlap and the

knowledge-based semantic similarity measures described in Section 5.3.1, on-average, TD

children are most similar to other TD children. ALN children are less similar to TD

children than TD children are to one another; and children with ALN are even less similar

to other ALN children than to TD children. Some examples of overlapping and non-

overlapping terms between the groups are provided in Tables 5.1 and 5.2 respectively.

The non-overlapping terms appear to be topically diverse and at the same time irrelevant

lexical items to the context of the NEPSY narrative.

5.4.2 Significance of group differences

We calculate the statistical significance of the following comparisons, using the Monte

Carlo permutation method (see Subsection 5.3.4): TD.TD vs ALN.ALN; TD.TD vs
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TD.TD TD.ALN ALN.ALN

SimJac 0.19 0.14 0.11
SimCos 0.42 0.34 0.28
SimRF 2.07 1.52 1.08
SimBLEU 0.36 0.29 0.24
SimWV 0.54 0.47 0.42
SimWM 0.80 0.69 0.59

Table 5.3: Average semantic overlap scores for each group.

measure statistic
p-values

TD.TD vs ALN.ALN TD.TD vs TD.ALN TD.ALN vs ALN.ALN

SimJac
t .014* .022* .022*
w .012* .002* .002*

SimCos
t .025* .043* .027*
w .025* .001* .001*

SimRF
t .056 .072 .046*
w .012* .002* .002*

SimBLEU
t .032* .039* .034*
w .036* .002* .002*

SimWV
t .014* .008* .028*
w .01* .01* .01*

SimWM
t .018* .007* .042*
w .018* .002* .002*

*: p < .05; t: t-test statistic; w: Wilcoxon rank sum test statistic

Table 5.4: Monte Carlo significance test p-values for each similarity measure

TD.ALN; and TD.ALN vs ALN.ALN. Table 5.4 summarizes the results of these signifi-

cance tests. In all cases, the differences are significant at p<0.05 except for the first two

comparisons in the t-test permutation of SimRF , which narrowly eluded significance.

5.4.3 Non-metric multidimensional scaling

In order to visualize the (dis-)similarities we observed in our statistical analysis between

the TD and ALN groups, we utilize non-metric multidimensional scaling (MDS) (Borg

and Groenen, 2005) of the pairwise similarity matrices. MDS finds Euclidean distances

between the items in a pairwise similarity matrix, as well as the non-parametric monotonic



67

relationship between their dissimilarities using isotonic regression. These computations

will result in finding the location of each item in a low-dimensional (here 2D) space.

Figures 5.2-a-f visualize the location of semantic similarity of each narrative of the two

groups in a 2-D MDS representation based on our similarity measures. As we can see in

these figures, the TD group are more clustered around the center, whereas the ALN groups

are more scattered, showing their dissimilarities with themselves and the TD group.

5.5 Conclusions and future work

Low lexical overlap similarity measures by themselves might indicate that children with

ALN are using semantically appropriate but infrequent or sophisticated words that were

not used by other children. We note, however, that the knowledge-based overlap measures

(SimWV and SimWM ) follow the same pattern as the purely lexical overlap measures

(SimJac, SimCos, SimRF , and SimBLEU ). This suggests that it is not the case that

children with ALN are simply using rare synonyms of the more common words used by

TD children. Instead, it seems that the children with ALN are moving away from the target

topic and following their own individual and idiosyncratic semantic paths. These findings

provide additional quantitative evidence not only for the common qualitative observation

that young children with ALN have difficulty with topic maintenance, but also for the

more general behavioral symptom of idiosyncratic and restricted interests.

A focus of our future work will be to manually annotate the narrative retellings to de-

termine the frequency of topic departures and the nature of these departures. Given the

semantic differences seen here, we expect to find not only that children with ALN are de-

parting from the topic of the source narrative more frequently than children with typical

development, but also pursue topics of their own individual restricted interests.

We are also interested in applying the analysis described above to a set of retellings from

seniors with and without mild cognitive impairment, a frequent stage prior to dementia.

Similar to children with ASD, seniors with dementia are also more likely to include irrele-

vant information in their narrative retellings. This irrelevant extra information, however,
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Figure 5.2: Plots of non-metric multidimensional scaling of semantic similarities between
narratives of the ALN and TD groups
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is often based on real-world knowledge, and thus may not result in a decrease in semantic

overlap with narratives produced by unimpaired individuals.

5.6 Summary

A defining symptom of autism spectrum disorder is the presence of restricted and repet-

itive activities and interests, which can surface in language as a perseverative focus on

idiosyncratic topics. In this chapter, we use semantic similarity measures to identify such

idiosyncratic topics in narratives produced by children with TD and ALN. We find that

neurotypical children tend to use the same words and semantic concepts when retelling

the same narrative, while children with ALN, even when producing accurate retellings, use

different words and concepts relative not only to neurotypical children but also to other

children with ALN. Our results indicate that children with ALN not only stray from the

target topic but do so in different individual ways.



Chapter 6

Quantifying topic repetition in

spontaneous conversations

6.1 Introduction

An important characteristics of Autism Spectrum Disorder (ASD) is the presence of re-

strictive and repetitive behavior (RRB) (American Psychiatric Association, 2000, 2013).

RRB is grouped into two major categories: (1) lower-order repetitive behaviors including

sensory and motor movements (Prior and Macmillan, 1973; Turner, 1999). Examples of

these behaviors are repetitively flapping the arms, and spending hours lining up toy bricks.

Such behaviors are usually observed in younger and lower functioning children (Leekam

et al., 2011), and have been the most widely studied form of repetitive behavior in autism

(Turner, 1999); (2) higher-order cognitive behaviors including circumscribed interests, in-

sistence on sameness, and topic repetition which are observed in older, higher functioning

children even with good language ability (Boyd et al., 2012; Szatmari et al., 2006; Turner,

1999; Kanner et al., 1943).

Higher-order behaviors have been less systematically studied, but there is evidence for

their presence in autism. Kanner et al. (1943) listed stereotypy, routines, echolalia and

“obsessive desire for sameness” as main characteristic of individuals with ASD from the

early days he conceptualized the disorder (Kanner et al., 1943). Wing and Gould (1979)

claimed that the existence of detailed and elaborate routines is a clear distinguishing factor

in individual with and without a history of autism (See Turner, 1999, and Leekam et al.,

70
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2011 for an overview and discussion). Higher-order RRBs are manifested at the language

level as well, and they affect linguistic processing, that involve semantics, pragmatics, and

formulations of discourse (Rapin and Dunn, 1997).

6.1.1 Topic repetition in individuals with ASD

Topic repetition (or perseveration) at the language level is a specific item of higher-order

RRB, listed under “highly restricted, fixated interests that are abnormal in intensity or

focus” in DSM-IV-TR and DSM-5 (American Psychiatric Association, 2000, 2013). It is

defined as fixation during conversation on a specific and sometimes idiosyncratic topic or

theme (Sudhalter et al., 1990) and is referred to as patterns of circumscribed interest in the

autism literature (Robinson and Vitale, 1954). Topic repetition is often observed as fixed

and repetitive “information flow” throughout a conversation (Arora, 2008; Robinson and

Vitale, 1954). It involves using words and phrases related to an individual’s circumscribed

interest (Rein, 1984), as well as frequently (re-)introducing tangental and repetitive con-

versation topics (Sudhalter et al., 1990). Loveland and Tunali-Kotoski (2005) define it as

“limited topics of interest to no one but the child”. Not surprisingly, it interferes with the

ability to engage in a responsive and meaningful conversation (Arora, 2008; Rapin and

Katzman, 1998).

Although widely reported as a characteristic of ASD individuals (Baker et al., 1998b;

Baker, 2000; Koegel and Frea, 1993; Ross, 2002; Tager-Flusberg et al., 2005a), there

has been little work on systematic and quantitative analysis of this phenomenon and

evaluations of topic repetition has been based on subjective observations.

Rein (1984) explored whether individuals with ASD use verbal perseverations with com-

municative intent. He studied 15 subjects with autism, from 9.1 to 26.0 years old, through

four school or work days. Defining verbal perseveration as talking excessively about a par-

ticular topic of interest, he coded conversation utterances based on their function, setting,

response of listeners, and whether or not it was a verbal perseveration. He found that

approximately 17% of the total number of utterances observed were verbal perseverations
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and the majority of utterances were used with communicative intent. However, he did not

report any comparison with a control group in his study.

Rehfeldt and Chambers (2003) examined perseverative speech for a 23-year-old man with

ASD. Results showed that topic perseverations were not changed when the experimenter

used social attention (e.g. eye contact). The authors found that interventions consisting

of differential reinforcement of alternative verbal responses, and extinction of topic perse-

verations, were effective in decreasing verbal perseverations and increasing on-topic and

appropriate verbal responses.

Stribling et al. (2009) studied topic repetition in conversations and interactions between

a boy with ASD and a researcher, a school staff member and a mobile robot. The authors

analyzed sequences of interaction and counted instances of repeated occurrences of a top-

ical theme. Although they did not have any control group, the authors found repetitions

of the same topic in the boy’s conversations and they argue for the analysis of topic perse-

veration considering sequential context and interactional aspects of conversations.

Nadig et al. (2010) conducted an analysis of verbal exchange and eye gaze based on con-

versations of children with autism and typically developing children with an adult. The

participants include 20 children with high-functioning autism, and 17 Typically Devel-

oping (TD) children. Groups were matched in terms of age, gender, language level, and

Performance IQ. Subjects participated in a conversation with an adult about a circum-

scribed interest or favorite hobby, and a generic topic. Authors found that speaking

about circumscribed interest negatively affected the reciprocal conversation and could

cause more one-sided interaction in children with autism compared to TD. However, Boyd

et al. (2007), Baker et al. (1998b), and Vismara and Lyons (2007) found the opposite

effect of embedding circumscribed interest on the social behaviors of children with autism.

Each of these studies examined three children diagnosed with autism and reported that

the intervention of the perseverative interests improves the quality of interaction between

the children and caregivers. In other words, they found that the caregivers had better in-

teractions with the children if they allow the children talk about their restricted interests.

Nadig et al. (2010) relate this difference to impact of circumscribed interests on social
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communication at different levels of development on the autism spectrum, and suggests

further research in that area.

Other previous work studied verbal perseveration, including topic repetition and excessive

self-repetition, in other neurodevelopmental disorders. Martin et al. (2012) analyzed ver-

bal perseveration and topic repetition of boys with Fragile X syndrome with and without

ASD, Down syndrome and typical development. For each subject they manually coded

their ADOS conversation for topic repetition. If a child repeated a topic or theme ex-

cessively and more than two times, it was assumed an instance of topic perseveration.

The authors found significantly more topic preservation in boys that had both Fragile X

syndrome and ASD, compared to all other groups and they suggest that autism status

does affect topic preservation in boys with Fragile X syndrome. In another study Murphy

and Abbeduto (2007) examined gender differences for verbal perseveration of individuals

with fragile X syndrome. Narration and conversation contexts were designed to collect

spontaneous language samples from 16 adult male and 18 adult female participants. Lan-

guage transcripts were coded for utterance-level (i.e. words or phrases) repetition, topic

repetition, and conversational device (i.e. rote phrases or expressions) repetition. Male

participants produced more conversational device repetition than did female participants

independent of cognitive or linguistic ability. They also found that more topic repetition

occurred in conversation than in narration regardless of gender.

As we can see, assessment of topic repetition has been mainly based on (subjective) clinical

observations and, in particular, conversation tasks. Robust evaluation of topic repetition

usually requires topic annotation across all the dialogue, hence few studies have system-

atically addressed this phenomena in autism. In addition, some of the existing studies

did not clearly distinguish verbatim versus topic repetition in their analysis. Some other

only include one or few ASD participants and did compare their findings with a control

group. Moreover, lack of scalable and reliable methods for measuring RRB and topic rep-

etition in clinical interventions remains to be a challenge based on current research work

(Leekam et al., 2011). Finally, to the best of our knowledge, no study have investigated

topic repetition in autism, using an automated, quantitative, objective approach.
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In a previous study, van Santen et al. (2013) reported an automated method for identifying

and quantifying two types of repetitive speech in ASD: repetitions of what the child him-

or herself said(intra-speaker repetitions), and repetitions of what the conversation partner

said (inter-speaker repetitions, or echolalia). The authors found robust differences in

echolalia between children with ASD and typical development but no significant difference

in self-repetition. The focus of that study was on verbatim repeats of word n-grams at

short turn distances. To the best of our knowledge, there is no study for computational

assessment of topic repetition in spontaneous conversations of children with ASD.

6.1.2 Goals of this study

In this study, we attempt to automatically assess the presence of topic repetition (i.e.

RRB at the semantic level) in children’s conversation with an adult examiner during a

semi-structured dialogue. We hypothesize a significantly higher semantic overlap ratio

(SOR) (see Subsection 6.3.1) between dialogue turns in children with ASD compared to

(a) those with typical development (TD), and (b) those with language impairment (LI).

We compute the SOR for each child by averaging the similarity of every turn pair in four

distance windows. To do so, we utilize multiple semantic similarity metrics – as we did in

the previous chapter– based on verbatim word overlap and lexical relatedness, weighted

by child specificity scores.

In summary, we explore these three goals in this chapter:

1. We automatically assess the presence of topic repetition in children’s conversation.

2. We hypothesize more SOR in children with ASD than their TD and LI peers.

3. We use distributional semantic similarity measures to analyze our hypothesis.

Our analysis indicates that, based on different similarity metrics, the ASD group had

a significantly higher SOR than the TD or LI groups in most of the distance windows.

These results support our hypothesis. Thus, patterns of semantic similarity between a

child’s turns could provide an automated and robust ASD-specific behavioral marker.
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The reported methodology and results in this chapter are partially based on Rouhizadeh

et al. (2015b).

6.2 Participants and data

Participants in this study include 44 children with TD, 25 children with ASD without

language impairment (ALN), 26 children with ASD and language impairment (ALI), and

20 children diagnosed with Specific Language Impairment (SLI), as described in detail in

Chapter 3 and in particular, Section 3.1.

Our automated methods in this chapter are applied to unannotated ADOS conversation

transcripts (see Chapter 3, Section 3.3). We especially assume that the ADOS conversa-

tions are well-suited for the analysis of topic repetitions. On one hand, the ADOS tries to

minimize the regular variability of children in daily conversations, since it is a common,

semi-structured context enhances comparability of the natural language samples across

children and groups. On the other hand, it is designed to elicit behaviors that are indica-

tive of ASD, including topic repetitions, and there are well-established procedures (via

the ADOS manual and research training) for presentation of activities. Although all of

the children are exposed to and encouraged to engage in the similar set of conversation

topics by the examiner, we expect children with ASD to have more topic repetition and

be less willing to collaborate with the examiner and to stick with their own topics of

interest.

6.3 Methods

6.3.1 Measuring the semantic overlap ratio

In order to calculate the semantic similarity at different turn intervals, for each child,

we calculate the similarity score between every turn pair I and J in the following turn

distance windows w:
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a) 0 < w ≤ 3: J is between 1 to 3 turns after I (short-distance window),

b) 3 < w ≤ 9 (mid-distance window),

c) 9 < w ≤ 27 (long-distance window),

d) 0 < w ≤ l, where l is the length of conversation (overall conversation).

Then we compute the child’s semantic overlap ratio (SOR) for a given window w by

averaging the similarity scores of turn pairs in w. Window d (0 < w ≤ l) provides the

child’s overall SOR.

For comparing turn pair I and J , we explore three families of semantic similarly measures:

a) measures that compute verbatim word overlap, b) measures that integrate verbatim

word overlap with lexical relatedness, and c) measures that exclude verbatim overlap but

consider lexical relatedness. We explain each of these measures in this section.

Because of MLU differences between groups (see Table 3.1), there may also be turn length

differences between groups. Thus, it is in principle possible that differences in average

turn length could bias the proposed similarity measures. To address this issue, we use a

radical method in which we create completely artificial turns, as follows: all utterances of

each child are concatenated and then chunked to strings of n words. This was done under

the assumption that each child’s ADOS is a sequence of term distributions representing

topics, and topic repetitions can be modeled by calculating the similarity of chunks of n

words. Throughout this study n = 10, and the word turn refers to strings of 10 consequent

words from the child’s utterances (we plan to explore the effect of applying different sizes

of n other than 10 in the future).

6.3.2 Child-specificity weight factor

We expect children with ASD to use more specific terms, relevant to their particular and

often idiosyncratic interest due to their restrictive behavior. Therefore, all of our measures

include a child-specificity weight factor. To assign a higher weight to words specific to a

particular child, and a lower weight to the words used frequently by a large number of

children, we apply an inverse document frequency (idf) term weight using the standard
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definition of idf in Information Retrieval (IR) (Sparck Jones, 1972; Salton and Buckley,

1988; Manning et al., 2008):

idfw = log

�
N

dfw

�
(6.1)

where N is the total number of participants and dfw is the number of children who used the

word w. We also lemmatize our corpus (see Section 2.7 in Chapter 2) to reduce the sparsity

(hence higher idf weights) caused by inflectional variations of the same lexeme.

6.3.3 Measuring verbatim word overlap

Weighted Jaccard Similarity Coefficient

The weighted Jaccard similarity coefficient (WJC, Jaccard, 1912) is a word overlap mea-

sure between a pair of turns I and J defined as the sum of the minimum term frequency

of each overlapping word w in I and J weighted by idfw normalized by the sum of the

maximum term frequency of each word in either turn:

WJC(I, J) =

�
w∈I∩J

min(tfw,I , tfw,J)× idfw

�
w∈I∪J

max(tfw,I , tfw,J)
(6.2)

where tfw,I is the term frequency of w in I (number of times w occurs in I), and tfw,J is

the term frequency of w in J .

Relative Frequency measure

Relative frequency measure (RFM , Hoad and Zobel, 2003) is a similarity measure between

co-derivative documents and sentences. Here we use this metric to measure the similarity

of the two turns I and J by the weighted relative frequency of their common words (Metzler

et al., 2005):
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RFM(I, J) =
�

w∈I∩J

idfw

1 + |tfw,I − tfw,J |
(6.3)

6.3.4 Integrating verbatim word overlap with lexical relatedness

It is a valid assumption that children are discussing the same or similar topics using

synonymous or semantically similar words. Specifically, children with autism often use

idiosyncratic yet relevant words within a particular topic space. Based on this assumption,

we use a WordNet-based similarity measure that integrates verbatim word overlap with

lexical relatedness (VLR, Mihalcea et al., 2006).

We begin with finding the maximum lexical similarity score SVLR(wi, J) for each word wi

in turn I with words in turn J using the following formulation (see Subsection 2.5.2 in

Chapter 2):

SVLR(wi, J) = max
wj∈J

LS(wi, wj)× idfwi (6.4)

where LS is Lin’s universal similarity (Lin, 1998).

So, if wi ∈ J , max
wj∈J

LS(wi, wj) is equal to 1, hence SVLR(wi, J) = idfwi . If wi /∈ J , the

most similar word to wi will be chosen from words in J using Lin’s universal similarity

and SVLR(wi, J) will be that maximum score multiplied by idfwi . The same procedure is

applied to the words in J , and finally the VLR similarity between I and J is calculated

using the following formulation:

VLR(I, J) =
1

2
(
�

wi∈I
SVLR(wi, J) +

�

wj∈J
SVLR(wj , I)) (6.5)

Most WordNet-based similarity measures can only use word pairs with the same part-of-

speech (POS). We therefore POS-tagged our narrative corpus using a perceptron tagger

(Yarmohammadi, 2014). See Chapter 3, Subsection 2.6.2 for more information about

part-of-speech tagging.
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Lin’s universal similarity can only be applied to word pairs with the same part-of-speech

(POS). For POS tagging of the ADOS corpus, we used a multi-class classifier (Yarmoham-

madi, 2014). See Chapter 5, Subsection 5.3.3, and Chapter 3, Subsection 2.6.2 for more

information about this tagger and part-of-speech tagging in general.

6.3.5 Pure lexical relatedness measure

To completely eliminate the effect of verbatim word overlap and exact repeats, we modified

our WordNet-based similarity measure such that it takes account of lexical relatedness but

precludes verbatim word overlap. This pure lexical relatedness similarity measure (PLR)

is calculated based on the following formulation:

SPLR(wi, J) =






0 if wi ∈ J

max
wj∈J

LS(wi, wj)× idfwi otherwise
(6.6)

The only difference of Equation 6.6 compared to Equation 6.4 is that SPLR(wi, J) will be 0

if the word wi is present in J . If not, we apply the same procedure as in Equation 6.4 and

choose the most similar word to wi from words in J . Similarly, words in J are compared to

I, and the PLR similarity between I and J is calculated by Equation 6.5, replacing SVLR

with SPLR. In other words, the pure lexical relatedness similarity measure between I and

J is derived only from the cumulative similarity scores of their most similar words.

6.4 Results

As described in Subsection 6.3.1, we calculate window-specific and overall SOR of each

child using three families of similarity measures. To test the significance of difference in

SOR between our diagnosis groups, we perform a two-tailed Welch’s two-sample t-test,

assuming that our groups have unequal variances and unequal sample sizes. For each

distance window, and each similarity measure, we report the means of SOR in each group

(with standard deviation) as well as the significance test results: t-Statistics (t), P-Value
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Mean SOR (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs. TD

WJC .0109 (.0041) .0081 (.0025) 4.14 0.0* .85

RFM .1476 (.0458) .118 (.0305) 3.74 0.0* .77

VLR .5316 (.1747) .4527 (.1133) 2.65 .01* .54

PLR .1971 (.0562) .1824 (.0441) 1.43 .155 .29

ALN vs. TD

WJC .0108 (.0046) .0081 (.0025) 2.81 .008* .7

RFM .1475 (.0462) .118 (.0305) 2.86 .007* .72

VLR .5803 (.1931) .4527 (.1133) 3.02 .005* .76

PLR .2096 (.0508) .1824 (.0441) 2.24 .03* .56

ALI vs. ALN

WJC .011 (.0036) .0109 (.0046) .09 .926 .03

RFM .1476 (.0464) .1475 (.0462) .01 .988 0.0

VLR .4848 (.1435) .5803 (.1931) −2.0 .052 −.56

PLR .1852 (.0595) .2096 (.0508) −1.58 .121 −.44

ALI vs. SLI

WJC .011 (.0036) .008 (.0024) 3.35 .002* 1.0

RFM .1476 (.0464) .1088 (.0306) 3.41 .001* 1.01

VLR .4848 (.1435) .4005 (.1069) 2.28 .027* .68

PLR .1852 (.0595) .1613 (.0384) 1.65 .107 .49

SLI vs. TD

WJC .008 (.0024) .0081 (.0025) −.13 .9 −.03

RFM .1088 (.0306) .118 (.0305) −1.11 .273 −.3

VLR .4005 (.1069) .4527 (.1133) −1.77 .084 −.48

PLR .1613 (.0384) .1824 (.0441) −1.94 .059 −.52

Table 6.1: Results of paired-group contrasts in distance window 0 < w ≤ 3

(p), and Cohen’s D for effect size (d). These results are reported in Tables 6.1, 6.2, 6.3,

and 6.4 and Figures 6.1, 6.2, 6.3, and 6.4.

Results are consistent and qualitatively similar in different combinations of distance win-

dows and similarity measures. In all groups and in all measures, we observe a higher

SOR in shorter distances that decreases as we increase the distance. In all combinations

(including the overall SOR), we observe a higher SOR in ASD compared to TD; ALN

compared to TD; and ALI compared to SLI. In the majority of cases these differences are

statistically significant (p < .05). However, we did not observe significant difference be-

tween the following groups in any combination: ALI compared to ALN, and SLI compared

to TD.

In the shortest distance window (0 < w ≤ 3) we observe significantly higher SOR in ASD

versus non-ASD groups using WJC, RFM , and VLR. However, using PLR (pure lexical

relatedness similarity measure) we see a non-significantly higher SOR in ASD compared to
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Mean SOR (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs. TD

WJC .0038 (.0019) .0028 (.001) 3.21 .002* .66

RFM .0551 (.0251) .0435 (.0145) 2.79 .007* .57

VLR .3074 (.0976) .2615 (.0535) 2.89 .005* .59

PLR .1887 (.0609) .1626 (.037) 2.56 .012* .53

ALN vs. TD

WJC .0037 (.0015) .0028 (.001) 2.56 .015* .64

RFM .0536 (.0184) .0435 (.0145) 2.36 .023* .59

VLR .3209 (.0764) .2615 (.0535) 3.44 .001* .86

PLR .1973 (.0508) .1626 (.037) 3.0 .005* .75

ALI vs. ALN

WJC .0039 (.0022) .0037 (.0015) .36 .722 .1

RFM .0564 (.0305) .0536 (.0184) .4 .692 .11

VLR .2943 (.1144) .3209 (.0764) −.98 .333 −.27

PLR .1804 (.0691) .1973 (.0508) −1.0 .322 −.28

ALI vs. SLI

WJC .0039 (.0022) .0026 (.0013) 2.53 .015* .75

RFM .0564 (.0305) .0376 (.0184) 2.59 .013* .77

VLR .2943 (.1144) .2329 (.073) 2.21 .032* .66

PLR .1804 (.0691) .1512 (.0469) 1.7 .096 .51

SLI vs. TD

WJC .0026 (.0013) .0028 (.001) −.79 .436 −.21

RFM .0376 (.0184) .0435 (.0145) −1.27 .214 −.34

VLR .2329 (.073) .2615 (.0535) −1.57 .128 −.42

PLR .1512 (.0469) .1626 (.037) −.96 .344 −.26

Table 6.2: Results of paired-group contrasts in distance window 3 < w ≤ 9

Mean SOR (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs. TD

WJC .0019 (.001) .0014 (.0005) 3.07 .003* .63

RFM .028 (.0141) .0218 (.0082) 2.68 .009* .55

VLR .2428 (.073) .2064 (.0418) 3.03 .003* .62

PLR .1793 (.0566) .1579 (.0365) 2.22 .029* .46

ALN vs. TD

WJC .0019 (.001) .0014 (.0005) 2.44 .02* .61

RFM .0285 (.0137) .0218 (.0082) 2.23 .032* .56

VLR .2565 (.0682) .2064 (.0418) 3.33 .002* .83

PLR .1867 (.0469) .1579 (.0365) 2.65 .011* .66

ALI vs. ALN

WJC .0019 (.001) .0019 (.001) −.29 .773 −.08

RFM .0275 (.0147) .0285 (.0137) −.24 .808 −.07

VLR .2297 (.0764) .2565 (.0682) −1.32 .192 −.37

PLR .1721 (.0647) .1867 (.0469) −.93 .358 −.26

ALI vs. SLI

WJC .0019 (.001) .0013 (.0004) 2.56 .015* .76

RFM .0275 (.0147) .0192 (.0053) 2.68 .011* .8

VLR .2297 (.0764) .1836 (.0523) 2.43 .02* .72

PLR .1721 (.0647) .1402 (.0436) 2.0 .052 .59

SLI vs. TD

WJC .0013 (.0004) .0014 (.0005) −.86 .395 −.23

RFM .0192 (.0053) .0218 (.0082) −1.51 .137 −.41

VLR .1836 (.0523) .2064 (.0418) −1.72 .096 −.46

PLR .1402 (.0436) .1579 (.0365) −1.58 .123 −.43

Table 6.3: Results of paired-group contrasts in distance window 9 < w ≤ 27



82

Mean SOR (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs. TD

WJC .0018 (.0009) .0011 (.0002) 4.85 0.0* 1.0

RFM .0253 (.0113) .0173 (.0034) 4.75 0.0* .98

VLR .2331 (.0769) .1889 (.0373) 3.64 0.0* .75

PLR .1755 (.0558) .1506 (.0355) 2.63 .01* .54

ALN vs. TD

WJC .0016 (.0008) .0011 (.0002) 2.79 .01* .7

RFM .0227 (.0093) .0173 (.0034) 2.78 .01* .7

VLR .2356 (.0668) .1889 (.0373) 3.22 .003* .81

PLR .1807 (.0483) .1506 (.0355) 2.72 .01* .68

ALI vs. ALN

WJC .002 (.001) .0016 (.0008) 1.41 .165 .39

RFM .0277 (.0127) .0227 (.0093) 1.63 .111 .46

VLR .2307 (.0867) .2356 (.0668) −.23 .821 −.06

PLR .1706 (.0627) .1807 (.0483) −.65 .521 −.18

ALI vs. SLI

WJC .002 (.001) .0012 (.0005) 3.08 .004* .92

RFM .0277 (.0127) .0182 (.0059) 3.39 .002* 1.01

VLR .2307 (.0867) .1812 (.0606) 2.28 .028* .68

PLR .1706 (.0627) .1394 (.0433) 1.99 .053 .59

SLI vs. TD

WJC .0012 (.0005) .0011 (.0002) 1.09 .286 .29

RFM .0182 (.0059) .0173 (.0034) .61 .551 .16

VLR .1812 (.0606) .1889 (.0373) −.52 .606 −.14

PLR .1394 (.0433) .1506 (.0355) −1.01 .319 −.27

Table 6.4: Results of paired-group contrasts based on Overall SOR

Results for Weighted Jaccard Similarity Coefficient

57

Quantifying topic repetition in spontaneous conversations Results

0<D≤3

3<D≤9

9<D≤27

0<D≤n

0 0.3 0.6 0.8 1.1

Semantic overlap ratio
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Figure 6.1: Plot of group comparison based on weighted Jaccard similarity coefficient
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Results for Relative Frequency measure
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Figure 6.2: Plot of group comparison based on relative frequency measure

Results for verbatim overlap & lexical relatedness
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Figure 6.3: Plot of group comparison based on verbatim overlap & lexical relatedness
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Results for pure lexical relatedness measure
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Figure 6.4: Plot of group comparison based on pure lexical relatedness measure

TD and ALI compared to SLI. However, the SOR is significantly higher in ALN compared

to TD. An explanation for this observation could be that LI groups tend to use exact sets

of words in shorter turn distances as opposed to topically related ones and this may be due

to their lack of language ability and lexical diversity (Mainela-Arnold et al., 2010).

In the bigger distance windows we see the consistent pattern of significantly higher SOR

in ASD compared to non-ASD groups with the exception of ALI versus SLI, using PLR

which narrowly missed the standard significance levels in a two-tailed t-test. We do not

observe any significant difference in LI compared to non-LI group. More importantly we

observe the exact same pattern of group differences in the overall SOR (calculated for each

child from their entire transcript) as well.

We can see that VLR, and PLR –which take into account lexical similarity with and

without verbatim word overlap respectively– indicate similar patterns as verbatim word

overlap measures (WJC, and RFM). This observation is reasonably consistent with our

expectations that children may use synonyms and semantically similar words (rather than

the exact set of words) within the same topic space.
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diff lwr upr p-adj

ALN-ALI 0.301 -0.97 1.568 0.926
SLI-ALI -1.77 -3.12 -0.43 0.004
TD-ALI -1.17 -2.28 -0.05 0.037
SLI-ALN -2.07 -3.43 -0.72 0.001
TD-ALN -1.47 -2.60 -0.34 0.005
TD-SLI 0.606 -0.61 1.826 0.567

diff, the difference in the observed means; lwr, the lower

end point of the interval; upr, the upper end point of the

interval; p-adj, the p-value after adjustment for the mul-

tiple comparisons.

Table 6.5: Results of multiple group comparisons based on SOR using Tukey HSD test

Since we are doing multiple comparisons, we also perform Tukey’s HSD (Honest Significant

Difference) test (Tukey, 1949) that compares all possible pairs of group means based on

studentized range distribution. The group-means are based on average –per subject– log

scores across multiple windows D and across similarity measures leading into one total

score for each group. The results are reported in Table 6.5 and presented in Figure 6.5

and they are again consistent with what we observe in individual windows using various

measures.

For children with autism we examined correlations of their overall SOR with chronologi-

cal age (CA), full-scale IQ (FSIQ), nonverbal IQ (NVIQ), verbal IQ (VIQ), CELF Core

Language Score (CLS), ADOS total, and ADOS RRB with Bonferroni Correction method

for multiple tests. Results are reported in Table 6.6 and indicate small to moderate (and

rarely significant) negative correlations between SOR and CA, FSIQ, NVIQ, VIQ, and

CLS. There is a moderate (r > .30) correlation between ADOS total and RRB scores

(See Sections 3.1,and 3.3 in Chapter 3) and the overall SOR. This correlation is but sig-

nificant (p < .05) for the ADOS RRB score based on verbatim overlap measures (WJC,

RFM). The correlations are lower when we only apply lexical relatedness (VLR, PLR)

and marginally missed the significance level in most cases.



86

-3 -2 -1 0 1 2

TD
-S
LI

TD
-A
LN

S
LI
-A
LN

TD
-A
LI

S
LI
-A
LI

A
LN
-A
LI

95% family-wise confidence level

Differences in mean levels of Diagnosis_Group
based on Overall Semantic Overlap Ratio

Figure 6.5: Plot of multiple group comparisons based on SOR using Tukey HSD test

WJC RFM VLR PLR

CA −.26 −.22 −.30 −.26
FSIQ −.26 −.28 −.16 −.10
NVIQ −.23 −.25 −.25 −.10
VIQ −.27 −.27 −.30 −.10
CLS −.27 −.30 −.12 −.04

ADOS Total .31 .33 .27 .20
ADOS RRB .35* .36* .31 .25

*p < .05

CA, chronological age; FSIQ, full-scale IQ; NVIQ, non-

verbal IQ; VIQ, verbal IQ; CLS, CELF Core Language

Score.

Table 6.6: Correlations of SOR with cognitive and language measures for children with
ASD

6.5 Conclusions and future work

In this study we presented automated methods for testing our hypothesis that children

with autism have higher semantic overlap between their spontaneous conversational turns

compared to their TD and LI peers. Our results support our hypothesis, and are consistent
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even when we control for (a) verbatim versus semantically related repeats; and (b) spe-

cific language impairment. In addition, we observe moderate but significant correlations

between our results and autism severity scores.

The first thing we want to explore in the future work will be examining the impact of

changing the lengths of conversational chunks (i.e. n) in the obtained results. Given

our assumption that each child’s ADOS conversation is a sequence of terms representing

topics, we expect to achieve similar results to what we presented using various sizes of n

other than 10.

A second area to investigate in the future is determining the children’s conversation topics,

especially the ones that are repeated. One way to do this is to combine the child specificity

scores such as idf with the highly overlapping lexical items across different turns. To

evaluate, we could use manual annotation and clinical impression to determine if a child

has a particular (idiosyncratic) topic of interest. We could then compare these annotations

with the findings from our automated measures.

A major focus of our future work will be to automatically detect the topics introduced

by the examiner to the child. The main assumption of this work is that children with

ASD return to a set of topics during their conversation, no matter if they or the examiner

initiated the topic. Given the high semantic overlap ratio seen here, we expect that children

with autism contribute in conversations related to their particular topic of interest, rather

than collaborating with the examiner in a dialogue. This will provide a conversational

responsiveness measure based on semantic relevance of the child’s responses.

6.6 Summary

Restrictive and repetitive behavior is a core symptom of autism spectrum disorder (ASD),

and one that can manifest at the language level. Based on this, we expect that children

with autism to talk about fewer topics more repeatedly during their conversations. To

measure this phenomenon quantitatively, we define the Semantic Overlap Ratio, and we

hypothesize a higher semantic overlap ratio between dialogue turns in children with autism
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compared to those with typical development (TD) and language impairment (LI). We

apply several semantic similarity metrics on the children’s dialogues with an examiner

during a semi-structured ASD assessment conversation task. We find that the children

with ASD have significantly more semantically overlapping dialogue turns compared to

those with TD and LI across different turn intervals. These results support our hypothesis,

and could provide a convenient and robust ASD-specific behavioral marker.



Chapter 7

Quantifying the use of conversational

cues

7.1 Introduction

Impaired reciprocal social interaction has long been an important facet of Autism Spec-

trum Disorder (ASD). It is represented at the language level and includes problems in

discourse maintenance, and responsiveness to an interlocutor’s contribution in dialogue

(Baron-Cohen, 2001; Rice et al., 2005). In this chapter we focus on conversational reci-

procity in ASD and in particular, we investigate question responsiveness, use of agree-

ment/disagreement responses to questions (in particular yes/no questions), as well as the

use of acknowledgments and discourse markers in their appropriate contexts. In the fol-

lowing subsections, we first define these conversational cues, and then give an overview

of the existing literature that addresses these phenomena in ASD. As we will show, ex-

isting research provides reliable evidence for our analysis from a clinical and biomedical

standpoint. However, most existing work has been done manually, requiring tedious an-

notation.

7.1.1 Question responsiveness

Previous research reveals that children with ASD have problems responding to questions

addressed to them. Research has shown that they either do not respond, or provide

irrelevant, off-topic responses significantly more often than children without autism (Capps

89
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et al., 1998). Responding to questions requires awareness that a) the conversation partner

is asking a question, and b) the question requires a (relevant) response. Children with

ASD could have problems in one of these or both (Fay, 1982).

A study by Capps et al. (1998) analyzed the question responsiveness of 15 children with

ASD within the context of semi-structured conversations and compared them to 15 peers

with Developmental Delay, matched on language ability and mental age. The authors

found that children with autism were significantly less responsive, often ignoring the ques-

tions that were directed to them. Kremer-Sadlik (2004) explored linguistic performance

of individuals with high-functioning autism spectrum disorder (HFASD) and Asperger

Syndrome (AS, Wing, 1981), when answering everyday questions from their family mem-

bers. She analyzed 64 hours of video recorded interaction of 16 HFASD and AS children

aged 8 to 12 years old, and showed than 15 percent of the time the children ignored the

questions addressed to them (no results for TD control are reported in this study). Jones

and Schwartz (2009) examined family dinner conversations in 20 HFASD and 10 typi-

cally developing (TD) children. They video-recorded and transcribed the conversations

between children and their family members. Then they coded the social communicative

interactions, including question responsiveness of the children. The children with HFASD

were significantly less responsive to questions and, in general, significantly less responsive

to any communication bids from family members compared to the TD group.

7.1.2 Acknowledgments

Acknowledgments (ACKs) are words, such as ‘yes’, ‘no’, ‘hmm’, ‘ok’, ‘right’, or ‘uh-

huh’, that are used to signal agreement, understanding, continued attention, interest,

or the start of a new topic. Their appropriate usage requires awareness of the other

person’s desire to ensure mutual understanding (Jurafsky et al., 1998; Gravano et al.,

2012; Heeman et al., 2010; Heeman and Allen, 1999). Acknowledgments are mainly used

in after-statement utterances (a post-statement context), but a sub-class of them called

agreement/disagreement (AD), are used after yes/no (YN) questions (a post-question
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context). Their function is to provide either an affirmative or negative answer to the

speaker’s questions (Jurafsky et al., 1998; Gravano et al., 2012).

Few studies, have analyzed the use of post-statement ACKs in individuals with ASD.

Using automated methods, Heeman et al. (2010) studied the use of ACKs in children’s

ADOS conversations (for more information about the ADOS see Subsection 7.2 in this

chapter and Section 3.3 in Chapter 3). Their participants include 22 TD children and

26 with ASD, ranging in age from 4 to 8 years old. The authors did not provide further

information about the subjects such as language impairment status in children with ASD,

and possible group differences in age, nonverbal, and verbal IQ. They found that TD

children used ACKs in 17.42% of their post-statement turns, while the children with ASD

did this only 13.39% of the time, a statistically significant difference.

From the early days of conceptualizing autism, Kanner et al. (1943) noticed difficulties in

using the word ‘yes’ as an agreement response to questions. In his later work (Kanner,

1946), he also reported very limited use of the word ‘no’ by a child with ASD. Researchers

have subsequently shown that children with ASD use echolalia or exact repetition of the

questions as their agreement or conformation response as opposed to the word ‘yes’, its

variations, or even head nodding (See Fay, 1982, for a discussion).

Huang and Oi (2013) analyzed the responsiveness of HFASD Taiwanese children to sev-

eral question types (including YN questions) in their conversations with their mothers.

The authors examined the childrens response-adequacy to questions in a semi-structured

setting. They compared responses from 12 children with HFASD, between the ages of 7.1

to 14.9 years, with 12 typically developing (TD) peers who were matched on age, sex, IQ

and mean length of utterance in syllable (MLUs). They found that children with HFASD

were less responsive to YN-questions compared to TD children.
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7.1.3 Discourse markers

Discourse markers (DMs) are words, such as ‘and’, ‘then’, ‘but’, ‘well’, ‘oh’, ‘so’, ‘wait’, or

‘actually’, that signal connections between the current utterance and the discourse con-

text. They are linguistic elements with procedural, and not conceptual or literal meaning

that is interpreted by the dialogue context. Their main roles are creating a natural and

fluent conversation, guiding a listener through a speaker’s chain of thought, maintaining

a listener’s understanding of the conversation, and signaling an explicit relationship be-

tween two dialogue utterances (Schiffrin, 1988; Fox Tree and Schrock, 1999; Flowerdew

and Tauroza, 1995; Jucker, 1993; Schourup, 1999; Bolden, 2006). Appropriate use of DMs

contributes to a successful conversation.

DMs have been extensively studied in typical language, however few studies have focused

on their analysis in the language of ASD individuals. A study by Solomon (2001) shows

that children with HFASD use discourse markers such as ‘and’, ‘but’, and ‘so’, but not

in their appropriate context. They often use them to connect topically irrelevant parts of

the dialogue.

Morrison (2014) reports a quantitative (but not automated) analysis of pragmatic language

including the use of DMs in adults with HFASD. The analysis was performed on annotated

transcripts of guided discussions with 8 HFASD and 8 TD participants. The author found

that the TD group used significantly more DMs (specifically the word ‘like’) than the

HFASD but there was no difference in the use of DM ‘you know’.

The most similar study to our current work is by Heeman et al. (2010) (see 7.1.2 for more

information about the study). They described an automatic method for quantifying the

interactional aspects of dialogue in children with ASD, including the use of DMs. They

found significantly higher use of DMs in TD children compared to their ASD peers.
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7.1.4 Measuring the use of conversational cues

Conversational responsiveness in ASD individuals is often measured using unstructured,

semi-structured, or fully structured conversational tasks. Unlike topic repetition and id-

iosyncratic language, measures for conversational responsiveness and conversational cues

in ASD are usually objective and not qualitative (as we have seen above). However, most

of these studies are not automated, and they require manual coding by trained coders and

time-consuming annotations. As a result, few of them (such as Heeman et al. (2010)) have

addressed large-scale comprehensive conversational analysis in ASD.

Computational methods for conversational analysis could be very helpful to automate

this resource-demanding annotation process. There has been a lot of work on automated

analysis of conversations in typical populations (Hirschberg and Litman, 1993; Gravano

et al., 2007, 2012; Jurafsky et al., 1998; Heeman et al., 2010; Heeman and Allen, 1999;

Traum and Hinkelman, 1992; Delaherche et al., 2013). Most of these studies can potentially

be extended and applied to the conversations of individuals with ASD. The algorithms in

these studies provide fast, objective and quantitative assessments, and they can be applied

to unannotated raw transcripts.

7.1.5 Goals of this study

In this study we plan to automatically quantify the appropriate use of conversational cues

in a semi-structured interactive dialogue task between children and an adult examiner. We

analyze the overall question responsiveness of a child along with the use of acknowledge-

ment and discourse markers in various post-question, and post-statement contexts. Based

on the current research in the autism literature that presented above, we expect children

with ASD to be less responsive to an examiner’s questions, and use the conversational cues

less appropriately in their dialogue when compared to those with typical development. We

expect to see such problems in children with ASD regardless of their language impairment

status (i.e. autism with and without language impairment).

In particular, we follow these three goals in this chapter:
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1. Automatically detecting the use of ACKs and DMs in conversational contexts.

2. Automatically classifying examiner’s questions into yes/no or WH-questions.

3. Applying our tools to our corpus of ADOS transcripts to test our hypothesis that

children with ASD use conversational cues less appropriately than TDs.

While this work is inspired by the Heeman et al. (2010) study, we will extend their research

in various ways. Our study includes more subjects and more diagnostic groups, including

children with ASD with language impairment, and children with SLI. In addition we will

study question responsiveness, and the use of ACKs and DMs in more elaborate contexts

(in particular post-question). We also present a rule-based classifier for identifying yes/no

and WH-questions.

7.2 Participants and data

The participants of this study are the same as Chapter 6 and include 44 children with TD,

25 children with ASD without language impairment (ALN), 26 children with ASD and

language impairment (ALI), and 20 children diagnosed with Specific Language Impairment

(SLI). For more information about the participants, the diagnosis processes, and other

measures refer to Chapter 3.

We analyze each participant’s conversation responsiveness in the context of the ADOS

(see Chapter 3, Section 3.3), where the examiner provides the same opportunity for the

ASD and TD children to participate in the dialogue and respond to her various conver-

sational interactions and reciprocal actions. Our expectations are that the children with

ASD –compared to their TD peers– will be less engaged in the conversations, have fewer

interactions with the examiner, and use improper conversational cue words.
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Acknowledgement (ACK)

a) One of the words ‘yeah’, ‘yep’, ‘yes’, ‘no’, ‘nope’,
‘mmhmm’, ‘mm’, ‘ok’, ‘kay’, ‘right’, ‘hm’, ‘hmm’, ‘uhhuh’

b) Does not follow a question by the examiner.

Agree/disagree (AD)
a) Same set of words as acknowledgements

b) Follows a yes-no-question by the examiner.

Discourse marker (DM)

a) One of the words ‘and’, ‘then’, ‘but’, ‘well’, ‘oh’, ‘so’,
‘wait’, ‘actually’.

b) Follows a question or a statement by the examiner.

Table 7.1: Analytical criteria for conversational cue

7.3 Methods

In this section we describe our analysis methods for the ADOS transcripts. We explain the

criteria for conversational cues and our analytical contexts, and provide a brief description

of our question classifier.

7.3.1 Analytical criteria for conversational cues

We presented the definition for ACKs, AD question responses, and DMs in Section 7.1.

We define the criteria for each of these conversational cues in Table 7.1 based on the work

of Heeman and Allen (1999). All conversational cues defined here, must be the first word

in the child’s turn (i.e. conversational turn consisting one to several utterances).

7.3.2 Question classification

In order to analyze the use of conversational cues in more specific contexts, we classify

the examiner’s question into one of two types of YN (yes/no, e.g. “Have you ever been to

Texas?”) and WH questions (e.g. “What are the kinds of things that make you feel sad?”.

To do this, we built a rule-based question classifier that considers the occurrence and the

position of the following classes of words in an utterance: a) WH or interrogative words

such as ‘what’, ‘who’, and ‘how’, b) copulas such as ‘am’, ‘is’, and ‘are’; c) modals such as
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‘can’, ‘may’, and ‘should’; d) auxiliaries such as ‘do’, ‘does’, and ‘did’. The classifier can

differentiate YN and WH questions with an accuracy of 97.57%. The reported accuracy

is based on a gold standard set of 200 randomly selected questions (around 1% of all

questions) manually annotated by two human annotators

7.3.3 Analytical contexts

As summarized in Table 7.2, we define multiple conversational contexts in order to analyze

the appropriate use of conversational cues in different positions in the dialogue.

Post-question context

The first context we analyze is the post-question context. We begin with the analysis of

the ratio of unanswered questions: the ratio of the number of questions unanswered by

the child, divided by the total number of questions. As we classify the examiner’s question

types, we report the ratio of unanswered YN, WH, and both types of questions.

We then analyze the ratio of agree/disagree responses in the post-question context. This

is the number of the child’s agree/disagree responses, divided by the total number of

questions the child responded to. In particular we are interested in the post YN-question

responses since they require either an affirmative or a negative answer. Nevertheless we

also report the ratio for WH and all questions combined.

The third analysis in the post-question context is the ratio of DM responses. This ratio

is the number of child’s responses to questions initiated with a discourse marker, divided

by total number of questions responded to by the child. As above we report the ratios for

different question types.

Post-statement context

Since, by definition, ACKs and DMs occur in post-statement context (see Subsections 7.1.2

and 7.1.3), our final analysis will focus on the ratio (or proportion) of ACK and DM usage
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Post-question context

No response

WH
E: What do you do when you feel angry?
C: [No response].

YN
E: Are you an astronaut?
C: [No response].

Agree/disagree

WH
E: What’s going to happen?
C: Yeah, yeah, I can.

YN
E: Have you ever been up to Mount Hood?
C: No, I’ve been to Cape Kiwanda and Cape Lookout.

Discourse marker

WH
E: What happens to it when it breaks open?
C: Well, it falls.

YN
E: Are you thinking of another conestoga?
C: Actually, it’s a pool.

Post-statement context

Acknowledgement
E: He has a parachute on.
C: Yeah.

Discourse marker
E: There’s a man telling the story.
C: And there’s the cat from the grandma’s house.

Table 7.2: Analytical contexts for the quantifying conversational reciprocity

in such context. For ACKs, this ratio is defined as number of the child’s turns starting

with an acknowledgement following the examiner’s statement turns, divided by the total

number of the child’s turns following the examiner’s statements. Similarly, for DMs, it is

the number of the child’s turns starting with a discourse marker following the examiner’s

non-question turns, divided by the total number of the child’s turn following the examiner’s

statements.

7.4 Results

As explained in the previous section, we calculate the ratios for using conversational cues in

different analytical contexts in different diagnosis groups. We then test the significance of

between-group differences by performing Welch’s two-sample t-test, with the assumption

that our groups have unequal variances and unequal sample sizes. For each analytical
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context, and each conversational cue, we report the mean ratio for each group (with

standard deviation) as well as the significance test results: T-Statistics (t), P-Value (p),

and Cohen’s D for effect size (d).

7.4.1 Conversational responsiveness in post-question context

Overall question responsiveness

As we can see in Table 7.3 and Figure7.1, the ASD group responds to an examiner’s

questions significantly less than the TD group (i.e. ASD has higher unanswered question

ratio). The results are similar regardless of question type (AllQ, WH, or YN). We see the

same pattern in the ALN group compared to TD, although the difference narrowly missed

the significance level in YN questions. This indicates that children with ASD are generally

less responsive to the examiner’s questions regardless of their language impairment status.

However, we did not observe any significant difference between ALI compared to ALN or

ALI compared to SLI. Given the heterogeneity of language impairment diagnosis, these

findings should be interpreted with caution (See Chapter 3 for more discussion on the

language impairment diagnosis).

Agreement/disagreement responses

Table 7.4 and Figure7.2 demonstrate the usage of agreement/disagreement (AD) re-

sponses. The ASD (and ALN) group used significantly fewer AD responses to YN-

questions compared to the TD group (p < .01). As YN questions are acknowledgment-

soliciting, responses should begin with an AD term. The ASD group failed to do this. On

the other hand, no significant difference can be seen between ASD (and ALN) compared

to TD in the number of AD responses to the examiner’s WH-questions. This lack of differ-

entiation is potentially due to the fact that WH-questions are asking for information and

not for affirmation or negations which is the only focus of this analysis. In other words, we

do not have enough information to investigate the group differences in post WH-question

contexts.
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Mean Unanswered Q Ratio (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs TD
AllQ .4005 (.0942) .3343 (.0643) 4.04 0.0 .83
WH .3867 (.0935) .3139 (.07) 4.33 0.0 .89
YN .4103 (.1066) .3483 (.0779) 3.27 .002 .67

ALN vs TD
AllQ .3861 (.087) .3343 (.0643) 2.6 .013 .65
WH .3685 (.0714) .3139 (.07) 3.08 .003 .77
YN .3982 (.1106) .3483 (.0779) 1.99 .053 .5

ALI vs. ALN
AllQ .4143 (.1004) .3861 (.087) 1.07 .289 .3
WH .4041 (.1092) .3685 (.0714) 1.38 .173 .39
YN .422 (.1035) .3982 (.1106) .79 .432 .22

ALI vs. SLI
AllQ .4143 (.1004) .3819 (.1018) 1.07 .289 .32
WH .4041 (.1092) .3755 (.0799) 1.03 .31 .31
YN .422 (.1035) .3853 (.1266) 1.05 .3 .31

SLI vs. TD
AllQ .3819 (.1018) .3343 (.0643) 1.93 .065 .52
WH .3755 (.0799) .3139 (.07) 2.97 .006 .8
YN .3853 (.1266) .3483 (.0779) 1.21 .238 .33

Table 7.3: Results of paired-group contrasts in unanswered question ratio

Unanswered Question Ratio
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Figure 7.1: Plot of group comparison in unanswered question ratio
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Mean Post-Q AD Ratio (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs TD
AllQ .3146 (.0787) .364 (.0613) −3.43 .001 −.71
WH .1051 (.0443) .1139 (.0556) −.84 .402 −.17
YN .4806 (.1175) .5563 (.0861) −3.61 0.0 −.74

ALN vs TD
AllQ .3063 (.0891) .364 (.0613) −2.87 .007 −.72
WH .1009 (.0439) .1139 (.0556) −1.07 .288 −.27
YN .4713 (.1317) .5563 (.0861) −2.89 .006 −.72

ALI vs. ALN
AllQ .3226 (.0681) .3063 (.0891) .73 .469 .2
WH .1092 (.0451) .1009 (.0439) .67 .508 .19
YN .4895 (.1038) .4713 (.1317) .55 .588 .15

ALI vs. SLI
AllQ .3226 (.0681) .3348 (.0713) −.59 .559 −.18
WH .1092 (.0451) .1021 (.049) .5 .617 .15
YN .4895 (.1038) .5135 (.1143) −.73 .468 −.22

SLI vs. TD
AllQ .3348 (.0713) .364 (.0613) −1.58 .124 −.43
WH .1021 (.049) .1139 (.0556) −.86 .396 −.23
YN .5135 (.1143) .5563 (.0861) −1.49 .146 −.4

Table 7.4: Results of paired-group contrasts in agreement/disagreement response

There is no significant difference in ALI versus ALN, ALI versus SLI, or SLI versus TD in

the number of agree/disagree responses to any type of examiner’s question (AllQ, WH, and

YN). This reveals that only children with ASD (but not SLI) have problems in providing

AD responses to YN-questions.

Discourse markers

As we see in Table 7.5, there is no significant difference in all group comparisons in the

use of discourse markers in response to the questions of any type. The only exception is

that the SLI group has significantly fewer DMs after Wh-questions as compared to TD.

Overall, we do not see any performance difference in post-question DM use. Almost all

groups perform similarly in this particular context.
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Figure 7.2: Plot of group comparison in agreement/disagreement response

Mean Post-Q DM Use Ratio (SD)

Contrast Similarity Group1 Group 2 t p d

ASD vs TD
AllQ .0829 (.0631) .0809 (.044) .18 .855 .04
WH .0944 (.0745) .1001 (.064) −.4 .688 −.08
YN .0739 (.0633) .0657 (.0434) .75 .458 .15

ALN vs TD
AllQ .0978 (.0725) .0809 (.044) 1.06 .296 .27
WH .109 (.087) .1001 (.064) .45 .656 .11
YN .0893 (.071) .0657 (.0434) 1.51 .141 .38

ALI vs. ALN
AllQ .0686 (.05) .0978 (.0725) −1.67 .103 −.47
WH .0803 (.0586) .109 (.087) −1.38 .176 −.39
YN .0592 (.052) .0893 (.071) −1.72 .092 −.48

ALI vs. SLI
AllQ .0686 (.05) .0709 (.0378) −.17 .862 −.05
WH .0803 (.0586) .0708 (.0407) .65 .52 .19
YN .0592 (.052) .0698 (.0449) −.74 .462 −.22

SLI vs. TD
AllQ .0709 (.0378) .0809 (.044) −.93 .356 −.25
WH .0708 (.0407) .1001 (.064) −2.21 .031 −.6
YN .0698 (.0449) .0657 (.0434) .34 .735 .09

Table 7.5: Results of paired-group contrasts in post-questions DM use
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Mean ACK and DM Use (SD)

Contrast Conv Cue Group1 Group 2 t p d

ASD vs TD
ACK .1491 (.0825) .2046 (.0815) −3.29 .001 −.68
DM .1712 (.084) .229 (.0798) −3.43 .001 −.71

ALN vs TD
ACK .1536 (.0832) .2046 (.0815) −2.47 .017 −.62
DM .1797 (.0857) .229 (.0798) −2.35 .023 −.59

ALI vs. ALN
ACK .1449 (.0832) .1536 (.0832) −.37 .712 −.1
DM .1630 (.0832) .1797 (.0857) −.71 .483 −.2

ALI vs. SLI
ACK .1449 (.0832) .1415 (.0733) .15 .885 .04
DM .163 (.0832) .1745 (.0803) −.47 .638 −.14

SLI vs. TD
ACK .1415 (.0733) .2046 (.0815) −3.08 .004 −.83
DM .1745 (.0803) .229 (.0798) −2.52 .016 −.68

Table 7.6: Results of paired-group contrasts in post-statement ACK and DM use

7.4.2 Responsiveness in post-statement context

Table 7.6, and Figure7.3 show the pair-wise group contrasts in the use of ACKs and DMs

in the post-statement context. We see that the ASD and the ALN groups were significantly

less likely to use ACKs and DMs after examiner’s statements compared to the TD group.

No significant difference exists between ALI versus ALN, and ALI versus TD. However,

SLI groups used significantly less ACKs and DMs than the TD group. These findings

suggest that children with autism have problems in (a) signaling agreement due to lack of

use of ACKs, and (b) making connections between dialogue turns due to problems in using

DMs. These problems are not dependent to the language ability in the ASD groups. Not

surprisingly, we observe similar difficulties in children with SLI as well. As the previous

literature suggests, SLI children have problems in pragmatic aspects of language due to

their problems with structural and semantic aspects of language (Rice et al., 2005).

7.4.3 Multiple comparisons with various scores

In addition to comparing groups pairs based on individual scores, we perform multiple

comparisons using Tukey’s HSD (Honest Significant Difference) test (Tukey, 1949). This
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Figure 7.3: Plot of group comparison in post-statement ACK and DM use

test compares all possible pairs of group means according to studentized range distribution.

The group-means are calculated using average –per subject– log scores across multiple

conversational responsiveness measures resulting in one total score for each group. The

results are reported in Table 7.8 and presented in Figure 7.4.

7.4.4 Correlations with cognitive and language measures

For children with ASD we examined correlations of their conversational responsiveness

ratios –including no response to questions, agreement/disagreement after yes/no questions,

post-questions discourse markers, acknowledgements use, and discourse marker use– with

CA, FSIQ, NVIQ, VIQ, CLS, SCQ total, SCQ SRI, ADOS total, and ADOS SA score. We

applied Bonferroni Correction method for n = 45 tests. Hence, the cutoff at a corrected

p-value of 0.05 is 0.42 one-tailed.

Results are shown in Table 7.7. We can see small-to-moderate significant negative correla-

tion between the unanswered question ratio and VIQ. However, the correlation is positive
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No Res Q AD-YNQ Post-Q DM ACK DM

CA −.30 −.35 .42* .35 .24
FSIQ −.26 .00 .21 .08 .14
NVIQ −.07 −.11 .16 .08 .10
VIQ −.40 .01 .24 .09 .19
CLS −.34 .07 .17 .17 .11

SCQ Total .09 −.08 .12 .07 −.12
SCQ SRI .10 −.03 .10 .07 −.10

ADOS Total .47* −.20 −.30 −.26 −.28
ADOS SA .28 −.10 −.30 −.08 −.21

*p < .05

No Res Q, no response to questions; AD-YNQ, agreement/disagreement after yes/no

questions; Post-Q DM, post-questions discourse marker use; ACK, acknowledgements

use ratio; DM, discourse markers use ratio; CA, chronological age; FSIQ, full-scale IQ;

NVIQ, nonverbal IQ; VIQ, verbal IQ; CLS, CELF Core Language Score; SCQ SRI, SCQ

social reciprocal interaction domain sum score; ADOS SA, ADOS social affect score.

Table 7.7: Correlations of conversational responsiveness ratios with cognitive and
language measures children with ASD

diff lwr upr p-adj

ALN-ALI -0.216 -0.872 0.440 0.825
SLI-ALI -0.295 -0.992 0.401 0.687
TD-ALI -0.965 -1.545 -0.386 0.000
SLI-ALN -0.079 -0.782 0.624 0.991
TD-ALN -0.749 -1.336 -0.162 0.006
TD-SLI -0.670 -1.302 -0.038 0.033

diff, the difference in the observed means; lwr, the lower

end point of the interval; upr, the upper end point of the

interval; p-adj, the p-value after adjustment for the mul-

tiple comparisons.

Table 7.8: Results of multiple group comparisons based on conversational responsiveness
measures using Tukey HSD test

and significant between unanswered question ratio and the ADOS total score. The agree-

ment/disagreement responses after YN questions have no significant negative correlation

with any score. The post-question DM use shows positive significant correlation with CA

and non-significant negative correlation with the ADOS total and the ADOS SA scores.

The use of ACKs and DMs are not significantly correlated with any scores.
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Figure 7.4: Plot of multiple group comparisons based on conversational responsiveness
measures using Tukey HSD test

7.5 Conclusions and future work

In this study we provided an automated and quantitative analysis for testing the hypoth-

esis that children with autism have difficulties in using conversational cues, in particular

question responsiveness, use of agreement/disagreement, acknowledgements and discourse

markers. We applied our methods to transcripts of semi-structured conversational tasks

from typically developing children, children with and without ASD and language impair-

ment.

The obtained results show patterns such as high ratio of unanswered questions, lack of

agreement/disagreement responses, and inappropriate use of ACKs and DMs in children

with ASD regardless of their language impairment status. While we observed similar

patterns such as problems with using ACKs and DMs in children with SLI, it is suggested

in the literature that such problems with discourse and pragmatics are usually secondary

to deficits in semantic and syntax in this group (Rice et al., 2005).
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Similar to our previous findings is this thesis, the methods and results presented in this

chapter demonstrate the utility of computational methods for the evaluation of pragmatic

language use in autism. These methods –in combination with our other findings– can be

applied to provide automated, fast, objective, reliable and easy-to-use diagnostic tools for

autistic language.

Future work will focus on disambiguating sentential and discourse uses of conversational

cues, as well as identifying their dialogue acts. Hirschberg and Litman (1993) investigated

text-based and prosodic features such as pitch-accent and prosodic phrasing for sense

disambiguation of lexical items, such as ‘well’, that could be used as an explanatory com-

ments or for initiating a response to the previous topic. Jurafsky et al. (1998) discussed

the utility of lexical, syntactic and prosodic features for identifying subtype dialogue acts

of acknowledgements, including continuers, assessments, incipient-speakership, and agree-

ments. Such sense disambiguation and dialogue act classification of conversational cues

could provide a more sophisticated analysis of the way that children with ASD and typical

development use conversational cues in their dialogues. We are also interested to explore

the use of conversational cues in other contexts than turn-initial.

Another area to investigate is the analysis of response types to questions. Previous re-

search has shown that children with ASD may only repeat a YN-question as an affirmative

response, rather than using the word ‘yes’ (Fay, 1982). To identify such echolalic affirma-

tive responses, we can use the work by van Santen et al. (2013) on automated analysis

of echolalia and self repeats. Furthermore, previous research has indicated that children

with ASD provide significantly high numbers of off-topic and irrelevant responses to ques-

tions (Capps et al., 1998). The work on topic repetition in Chapter 6 could be useful

for identifying semantic relatedness of children’s responses to the examiner’s questions. In

addition, in order to distinguish echolalic responses from the topically related ones, we can

utilize frequency-based term weighting and knowledge-based lexical similarity measures as

discussed in Chapter 6.
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7.6 Summary

Children with autism have problems in social communication and conversational reci-

procity. These problems have rarely been investigated on natural language samples in the

autism literature. In this chapter we applied computational text analysis tools for fast,

quantitative, objective characterization of conversational reciprocity in ASD. Our findings

support our hypothesis that children with ASD are less responsive to questions compared

to TD children, have problems in agreement/disagreement responses to yes/no questions,

and have difficulties in context-appropriate use of acknowledgments and discourse mark-

ers. The results also show these problems in the ASD group are not due to their language

impairment status.



Chapter 8

Conclusions

8.1 Summary

The primary goal of this thesis was to explore the utility of automated natural language

processing techniques in providing fast, objective, and scalable methods for the analysis

and characterization of language use in autism. We have shown applications of our meth-

ods on different aspects of pragmatic language use in ASD: detecting idiosyncratic words

and semantic digression in narratives, and characterizing topic repetition and conversa-

tional reciprocity in semi-structured dialogues.

We first presented a method to automatically identify irrelevant content and unexpected

words in narrative retellings by children with autism. Our methods utilized common

word ranking and lexical association techniques used in the information retrieval and

information extraction tasks of document clustering and topic modeling. In these tasks,

words used with relatively higher frequency in a given topic, such as “sports”, are ranked

higher in documents related to that topic. More common words, such as function words,

are ranked lower because of their frequent occurrences across different documents and

topics. In our narrative corpus, however, we only have a single topic: the short NEPSY

Narrative Memory (NNM) story. Words related to that topic should appear frequently

in all narrative retellings by different children. Thus, words that are not frequently used

in retellings, achieve a higher relative frequency rank, and are good candidates to be

unexpected or inappropriate in the context of the NNM story. It is also likely that children

use different set of words that are nevertheless topically relevant to the NNM story. In

108
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order to filter those words from the list of potentially unexpected words, we expand their

meaning using corpus-based and knowledge-based approaches, and then look for their

associated or synonymous words in our retelling corpus. We evaluated our methods against

a set of manually identified unexpected words. Our automated methods for identifying

the unexpected words are very accurate, especially when we combine word ranking with

knowledge-based semantic expansion (87.80% precision, 94.74% recall, and 91.14% F-

measure). Both manual and automated methods indicated a significantly higher ratio of

irrelevant and idiosyncratic words in narratives from children with ASD compared to those

from typically developing ones.

We then focused on topic digressions in narrative retellings of children with ASD. Given

the large amount of off-topic content in their narratives, we investigate whether the di-

rection of this departure from the target topic is similar across all children with ASD, or

whether each of them chooses an idiosyncratic and different direction influenced by their

restricted interests. We compared the narratives of children with ASD to one another,

and with narratives of typically developing children. As a control, we also compared the

narratives of TD children with one another. Between each pair of retellings, we extracted

several measures designed to capture different facets of semantic similarity, including lex-

ical overlap (such as Cosine similarity and BLEU score), and knowledge-based measures

with semantic expansion (such as WordNet-based mutual similarity). Applying the Monte

Carlo permutation method, we found that for all types of similarity measures, narratives

of typically developing controls are the most similar to each other. We found signifi-

cantly less similarity between children with ASD and typical development, and even less

similarity among children with ASD when compared to each other. These observed differ-

ences suggest that children with ASD depart from the narrative topic following their own

directions.

Next, we analyzed the presence of restrictive and repetitive behavior and, in particular,

topic repetition in conversations of children with ASD. We expected a higher semantic

overlap ratio between dialogue turns in children with autism compared to those with

typical development in semi-structured ADOS conversations. In order to calculate the
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semantic similarity at different turn intervals, for each child we compared every turn pair

at four different distance windows, and averaged the turn similarities at each window to

calculate a window-specific semantic overlap ratio. To compare turn pairs, we utilized

three types of turn similarity measures: verbatim word overlap, verbatim word overlap

integrated with lexical relatedness, and lexical relatedness without verbatim overlap. In all

measures, we assigned higher weights to child-specific words and lower weights to frequent

words, using inverse document frequency term weights. We obtained consistent results

using different combinations of turn distance windows and similarity measures. In all

combinations we observed a higher semantic overlap ratio in children with ASD (with

and without language impairment) compared to their typically developing peers, and in

the majority of cases this difference was significant. These findings indicate significantly

more topic repetition and instances of sameness in the ASD group, regardless of the their

language impairment status.

Finally, we investigated conversational reciprocity of children with ASD. We started with

building a very accurate rule-based system to classify questions into yes/no and WH, and

then we measured the question responsiveness of our participants. We found that children

in the ASD group, on average, were significantly less likely to respond to an examiner’s

question. These results were the same for both YN and WH question types. We then

explored the use of agreement/disagreement responses to examiner’s YN questions and,

as expected, we found that children with autism were less likely to provide such responses

than typically developing children. Next, we focused on the use of acknowledgments (terms

such as “yes”, “no”, “hmm”, “right”), and discourse markers (terms such as “and”, “then”,

“well”) in post-statement context and our results showed patterns of atypical use of such

conversational cues in children with ASD. The same results were observed in both groups

of children with ASD, i.e. those with and without language impairment.

An important aspect of our results in the analysis of topic repetition and conversational

reciprocity is that the observed differences between children with ASD and typical de-

velopment could not be attributed to group differences in chronological age, structural
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language abilities, or Performance IQ. This suggests that our findings are likely to be

ASD-specific diagnostic language features.

8.2 Future work

8.2.1 Extensions

The first major focus of our future work will be to manually annotate our data to ob-

jectively validate our methods and results. While it is true that we achieved similar and

significant results using various approaches and measures, validating our results against

human-generated gold-standard data will provide stronger evidence for their performance

and reliability. We are interested particularly in manual annotation of topic digressions

in narratives (Chapter 5), topic repetition in conversations (Chapter 6), and different

functions of conversational cues (Chapter 7).

Second, we plan to apply all of our methods to the output of an automatic speech recog-

nition (ASR) system rather than manual transcripts. The ASR output is likely to contain

word errors, especially in children’s spontaneous speech. However, the fact that our dis-

tributional semantic models focus mainly on content words may make them robust to the

sorts of function word recognition errors typically produced by ASR systems (Fitzgerald,

2009). The analysis of conversational cues will be an interesting challenge given that most

of those terms are turn-initial functions words.

Third, we hope to explore the combination of methods presented in this thesis with the

analysis of prosody in autism. Many individuals with autism show patterns of atypical

prosody in their speech (McCann and Peppé, 2003) and existing methods for character-

izing this atypicality are performing well-above chance (Van Santen et al., 2010; Kiss

et al., 2012). An interesting research question will be to determine the degree to which

instances of atypical language and atypical prosody co-occur and overlap with each other.

Additionally, we can investigate the intonation and pitch variations of different question

types in conversational speech of children with ASD. In the neurotypical population we
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generally expect YN- and WH-questions to have rising and falling intonation, respectively.

To examine question intonation in children with autism, we can combine our highly ac-

curate question classification methods with presented methods by Kiss et al. (2012) for

characterizing intonation at the utterance level.

We have applied various measures in the analysis of semantic similarity between words,

narrative retellings and conversational turns. Nevertheless, it is reasonable to try addi-

tional measures. Since most of our lexical similarity measures have been knowledge-based,

the fourth extension of our work will be applying corpus-driven lexical similarity and lexi-

cal relatedness measures such as Pointwise Mutual Information (PMI, Church and Hanks,

1990). The main advantage of this family of measures over the knowledge-based methods

is that they are superior in capturing semantic ‘relatedness’ of lexical items in addition

to semantic similarity. Two lexical items such as ‘ball’ and ‘play’ may be topically well-

related, but such instances of relatedness are not usually represented in WordNet lexical

relations. We also plan to apply other data-driven sentential/document similarity mea-

sures such as Latent Semantic Analysis (LSA, Landauer and Dumais, 1997) and Latent

Dirichlet Allocation (LDA, Blei et al., 2003) for comparing narratives and conversation

turns.

8.2.2 Applications in research and clinical practice

The automated methods we have developed in this thesis have significant potential to be

applied in clinical practice and research settings. For instance, our methods for detecting

idiosyncratic off-topic lexical content, and topic digression can easily be extended for the

semantic analysis of other narrative elicitations from commonly used wordless picture

books by clinicians and researchers such as “Frog, where are you?” (Mayer et al., 1969),

“Tuesday” (Wiesner, 1991), and “Good night, gorilla” (Rathmann, 1994).

In addition, we have been working on combining our pragmatic analysis of narratives with

(a) word alignment methods for narrative scoring (Prud’hommeaux, 2012; Prud’hommeaux

and Roark, 2015 in press), (b) automated methods for measuring the Index of Productive
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Syntax (IPSyn, Scarborough, 1990), (Sproat et al., 2011), (c) syntactic complexity mea-

sures (Prud’hommeaux et al., 2011; Roark et al., 2011), and (d) methods for detecting

disfluencies such as revisions, repetitions, false starts, and filled pauses (Morley et al.,

2014; Heeman et al., 2010). Our goal is to build an integrated narrative assessment sys-

tem that can evaluate (a) narrative performance, (b) syntactic complexity, (c) presence of

disfluencies, (d) use of off-topic words, (e) narrative coherence, and (f) topic shifts from

the gist of the story. We are planning to make this system available for researchers and

at a later stage for clinicians with a more user-friendly interface. Initial results for such

comprehensive analysis have been presented in Prud’hommeaux et al. (2014).

The methods developed for the analysis of the ADOS conversations have substantial ca-

pacity to be utilized in research and clinical domains as well. We plan to integrate our

techniques for characterizing a child’s topic perseveration (Chapter 7) with methods intro-

duced by van Santen et al. (2013) for identifying verbatim and exact repeats including the

child’s self-repeats, and repetitions of others (echolalia). Given that all of these analyses

can be performed on raw transcripts, such integrated system could provide large-scale ex-

tensive multi-aspect analysis of verbal perseveration at any given part of the dialogue, on

any number of conversation samples. In addition, the developed techniques for quantifying

conversational responsiveness can be incorporated with methods for detecting disfluency

(Morley et al., 2014; Heeman et al., 2010) to provide a bigger picture of conversational

reciprocity in children with autism.

We should note, however, that a clinician must consider a variety of social, communication,

and behavioral criteria when making a diagnosis of ASD, and hence it is unlikely that

language features alone could reliably predict a diagnosis of ASD. The more significant

potential in our approaches, systems and tools lies in the area of pragmatic language deficit

detection and remediation. Carefully designed tools using objective generalizable methods

could provide helpful information to clinicians and therapists working with children with

ASD to screen, detect, and track changes in their atypical language, as well as researchers

exploring the specific linguistic and behavioral deficits associated with ASD.
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Another obvious extension of this thesis would be to apply our methods for the analy-

sis of language use to other types of neuropsychological disorders such as mild cognitive

impairment (MCI), dementia, Alzheimer’s disease, and Fragile X syndrome. First, given

that repetitive speech and topic repetition is a frequently observed symptom in most of

these disorders and, we can straightforwardly apply our methods to quantifying this phe-

nomenon in conversations of individuals with these conditions. Next, we are interested

in applying our techniques for the analysis of narratives to a set of retellings from se-

niors with and without MCI, a frequent precursor to dementia. Much like children with

ASD, seniors with dementia are also more likely to include irrelevant information in their

narrative retellings. These intrusions, however, are often informed by real-world knowl-

edge and thus may not result in a decrease in measures of word overlap with narratives

produced by unimpaired individuals. Once developed and evaluated, these methods can

be combined with existing automated measures for the analysis of language use in MCI,

including spoken and syntactic complexity measures (Roark et al., 2007, 2011), discrimi-

native joint modeling of lexical variation and acoustic confusion (Lehr et al., 2013), and

narrative assessment (Prud’hommeaux, 2012; Lehr et al., 2012). The extracted measures

could be used for statistical analysis or as features for machine learning classification in

order to provide a more representative picture of language behavior in this disorder.



Bibliography

Achananuparp, P., Hu, X. and Shen, X. 2008. The evaluation of sentence similarity mea-

sures. In Data Warehousing and Knowledge Discovery , pages 305–316, Springer.

American Psychiatric Association. 2000. Diagnostic and statistical manual of mental dis-

orders: DSM-IV-TR (4th ed.). American Psychiatric Publishing, Inc.

American Psychiatric Association. 2013. Diagnostic and statistical manual of mental dis-

orders (5th ed.). Washington, DC: American Psychiatric Publishing.

Arora, T. 2008. Perseveration in young children with autism and the association with joint

attention. ProQuest.

Baker, C., Fillmore, C. and Lowe, J. 1998a. The Berkeley Framenet Project. In Proceedings

of the 17th international conference on computational linguistics, pages 86–90.

Baker, M. J. 2000. Incorporating the thematic ritualistic behaviors of children with autism

into games increasing social play interactions with siblings. Journal of Positive Behavior

Interventions 2(2), 66–84.

Baker, M. J., Koegel, R. L. and Koegel, L. K. 1998b. Increasing the social behavior of

young children with autism using their obsessive behaviors. Research and Practice for

Persons with Severe Disabilities 23(4), 300–308.

Baron-Cohen, S. 2001. Theory of mind in normal development and autism. Prisme 34(1),

74–183.

Beitchman, J. H. 1996. Language, Learning, and Behavior Disorders: Developmental,

Biological, and Clinical Perspectives . Cambridge University Press.

Bishop, D. V. 1989. Autism, Asperger’s syndrome and semantic-pragmatic disorder: where

are the boundaries? International Journal of Language & Communication Disorders

24(2), 107–121.

Blei, D. M., Ng, A. Y. and Jordan, M. I. 2003. Latent Dirichlet allocation. The Journal

of Machine Learning Research 3, 993–1022.

115



116

Bolden, G. B. 2006. Little words that matter: Discourse markers so and oh and the doing

of other-attentiveness in social interaction. Journal of Communication 56(4), 661–688.

Borg, I. and Groenen, P. J. 2005. Modern Multidimensional Scaling: Theory and Applica-

tions . Springer Science & Business Media.

Boyd, B. A., Conroy, M. A., Mancil, G. R., Nakao, T. and Alter, P. J. 2007. Effects

of circumscribed interests on the social behaviors of children with autism spectrum

disorders. Journal of Autism and Developmental Disorders 37(8), 1550–1561.

Boyd, B. A., McDonough, S. G. and Bodfish, J. W. 2012. Evidence-based behavioral

interventions for repetitive behaviors in autism. Journal of Autism and Developmental

Disorders 42(6), 1236–1248.

Bullinaria, J. A. and Levy, J. P. 2007. Extracting semantic representations from word co-

occurrence statistics: A computational study. Behavior Research Methods 39(3), 510–

526.

Capps, L., Kehres, J. and Sigman, M. 1998. Conversational abilities among children with

autism and children with developmental delays. Autism 2(4), 325–344.

CDC. 2007. Prevalence of autism spectrum disorders—Autism and Developmental Dis-

abilities Monitoring Network, 14 sites, United States, 2002. Morbidity and Mortality

Weekly Report 56(1).

CDC. 2012. Prevalence of Autism Spectrum Disorders: Autism and Developmental Dis-

abilities Monitoring Network, 14 Sites, United States, 2008. Morbidity and Mortality

Weekly Report 61(3).

CDC. 2014. Prevalence of Autism Spectrum Disorder Among Children Aged 8 Years —

Autism and Developmental Disabilities Monitoring Network, 11 Sites, United States,

2010. Morbidity and Mortality Weekly Report 63(2).

Church, K. W. and Hanks, P. 1990. Word association norms, mutual information, and

lexicography. Computational Linguistics 16(1), 22–29.

Clough, P. 2000. Plagiarism in natural and programming languages: an overview of cur-

rent tools and technologies. Research Memoranda: CS-00-05, Department of Computer

Science, University of Sheffield, UK pages 1–31.

Collins, M. 2002. Discriminative training methods for hidden markov models: Theory and

experiments with perceptron algorithms. In Proceedings of the ACL-02 Conference on



117

Empirical Methods in Natural Language Processing-Volume 10 , pages 1–8, Association

for Computational Linguistics.

Dagan, I. 2000. Contextual word similarity. Handbook of Natural Language Processing

pages 459–475.

Delaherche, E., Chetouani, M., Bigouret, F., Xavier, J., Plaza, M. and Cohen, D. 2013.

Assessment of the communicative and coordination skills of children with Autism Spec-

trum Disorders and typically developing children using social signal processing. Research

in Autism Spectrum Disorders 7(6), 741–756.

Diehl, J. J., Bennetto, L. and Young, E. C. 2006. Story recall and narrative coherence of

high-functioning children with autism spectrum disorders. Journal of Abnormal Child

Psychology 34(1), 87–102.

Dollaghan, C. and Campbell, T. F. 1998. Nonword repetition and child language impair-

ment. Journal of Speech, Language, and Hearing Research 41(5), 1136–1146.

Dunn, L. M. and Dunn, L. M. 1997. Peabody Picture Vocabulary Test-Third Edition. Circle

Pines, MN: American Guidance Service.

Dunning, T. 1993a. Accurate methods for the statistics of surprise and coincidence. Com-

putational Linguistics 19(1), 61–74.

Dunning, T. 1993b. Accurate methods for the statistics of surprise and coincidence. Com-

putational linguistics 19(1), 61–74.

Erkan, G. and Radev, D. R. 2004. LexRank: Graph-based lexical centrality as salience in

text summarization. Journal of Artificial Intelligence Research pages 457–479.

Fano, R. M. and Hawkins, D. 1961. Transmission of information: A statistical theory of

communications. American Journal of Physics 29(11), 793–794.

Fay, W. H. 1982. The development of yes and no answers in autistic children. Topics in

Language Disorders 3(1), 24–32.

Fellbaum, C. 1998. WordNet: An Electronic Lexical Database. MIT Press, Cambridge,

MA.

Fitzgerald, E. C. 2009. Reconstructing Spontaneous Speech. ProQuest.

Flowerdew, J. and Tauroza, S. 1995. The effect of discourse markers on second language

lecture comprehension. Studies in Second Language Acquisition 17(04), 435–458.



118

Fox Tree, J. E. and Schrock, J. C. 1999. Discourse markers in spontaneous speech: Oh

what a difference an oh makes. Journal of Memory and Language 40(2), 280–295.

Goldman, S. 2008. Brief report: Narratives of personal events in children with autism

and developmental language disorders: Unshared memories. Journal of Autism and

developmental disorders 38(10), 1982–1988.

Gotham, K., Pickles, A. and Lord, C. 2009. Standardizing ADOS scores for a measure of

severity in autism spectrum disorders. Journal of autism and developmental disorders

39(5), 693–705.

Gotham, K., Risi, S., Pickles, A. and Lord, C. 2007. The Autism Diagnostic Observation

Schedule: revised algorithms for improved diagnostic validity. Journal of Autism and

Developmental Disorders 37(4), 613–627.

Gravano, A., Benus, S., Hirschberg, J., Mitchell, S. and Vovsha, I. 2007. Classification

of discourse functions of affirmative words in spoken dialogue. In Interspeech, pages

1613–1616.
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