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Introduction 

 Clinicians, like every other human, are not good prognosticators. With the ever-

increasing complexity of healthcare, the inherent limitations of the human brain, and a 

myriad of cognitive biases exacerbated by interruptions, fatigue and multitasking, it’s no 

wonder that we often fail in our clinical predictions (1). The advances in medical 

technology and the advent of Big Data have increased the complexity of clinical care, but 

have also opened the door to data science at a scale not possible a few years ago (2). 

Predictive analytics is perhaps the most promising area of data science in healthcare, and 

coupled with our need for better predictions it’s ripe to potentially make a big impact in 

the way we take care of our patients. Being able to predict a disease course, a 

complication or the response to a therapy could help us shift from a reactive to a 

proactive approach in healthcare. Coupled with advance clinical decision support (CDS) 

systems, data-driven prediction models can interface with the clinician’s workflow to 

improve decision-making. Indeed, these models are not intended to replace the clinician’s 

qualitative reasoning but supplement it in order to achieve the best possible decisions in 

patient care (3). 

 All technological advances have risks, however, and the possibility of unreliable 

research fueled by poorly applied data science techniques is real (4). Therefore, it’s 

paramount that clinicians understand the general principles of data science and predictive 

modeling to make better use of the technology, recognize its promises, and acknowledge 

its limitations.   

The intensive care unit (ICU) perhaps represents one of the areas of medicine 

where the need for accurate predictions and the complexity of care are most manifest. 

Diagnostic prediction modeling, in particular, can be very helpful in this setting where 

early recognition and early intervention are usually associated with improved outcomes 

(5). In the pediatric ICU, a diagnosis that oftentimes eludes clinicians and could benefit 

from an accurate diagnostic prediction model is acute kidney injury (AKI). AKI is 

independently associated with increased morbidity and mortality in critically ill children 

(6,7), but unfortunately the main biomarker of AKI, serum creatinine, can take several 

days to peak after the injury has occurred. This reliance on serum creatinine can delay the 

diagnosis of AKI and therefore the implementation of potentially beneficial interventions 

and preventive strategies (8). 

 In this paper, we will review the key components of the development and 

validation of diagnostic prediction models using the example of AKI in the pediatric ICU. 

We will apply clinical data quality and data cleaning techniques to deal with missing 



 

 4 

values, age-dependant variables, unbalanced datasets, and non-linear associations. We 

will review and apply feature selection techniques and various statistical learning 

methods, such as multivariate adaptive regression splines, random forest, and support 

vector machine. We will also discuss model evaluation techniques that are pertinent to 

the prediction models themselves, but also to the medical stetting and clinical realities in 

which the models will be used.  

 

Key Words 

Predictive modeling, data science, machine learning, pediatric critical care, intensive care 

unit, acute kidney injury, electronic health records. 

 

Purpose of the Study 

Our purpose is to: 

1) Identify candidate variables to predict acute kidney injury in the pediatric ICU in 

a large retrospective cohort using EHR data. 

2) Derive and validate three prediction models (multivariate adaptive regression 

splines, random forest, and support vector machine) and two ensemble models. 

3) Evaluate the diagnostic performance and clinical utility of the models. 

 

 

Previous Work Done in this Area 

1. Acute Kidney Injury (AKI) 

a. Risk stratification models for AKI  

In their 2005 study, Chawla et al. (9) designed a risk stratification model of adult 

patients at risk to develop AKI in the ICU based on the presence of cancer, decreased 

albumin, and increased A-a gradient. This model was later tested by Malhotra et al. 

(10) in 63 patients and was proven to be effective in predicting AKI development 

and mortality (40.2% of patients in the high-risk group developed AKI vs. 6.4% in 

the rest of the cohort). In the pediatric literature there are several descriptive, 

epidemiologic studies of AKI (6,7,11-13) but none of them have attempted to create 

a similar stratification of at-risk patients. Of note, many of these studies have shown 

that, as opposed to adult patients, children usually develop AKI early in their 

hospital course, in a majority of cases within the first 48 hours (6,7,11,12).  This 

further emphasizes the importance of early recognition of those at risk for AKI. 
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 In the wake of the growing interest in AKI biomarkers, Goldstein and 

Chawla proposed the concept of “Renal Angina” (14) suggesting that since AKI 

doesn’t hurt in the way that myocardial angina does, trying to find the “renal 

equivalent of troponin I” without defining which patients should be tested would 

undermine the utility of such a biomarker. With this in mind, they reviewed the 

current literature in AKI and developed a pediatric and an adult “renal angina 

syndrome equivalent”. The pediatric model, specifically for ICU patients, is based on 

acute co-morbidities (mechanical ventilation, inotrope use) and chronic diagnosis 

(stem cell transplant, heart failure) that place the patients in different hazard 

tranches. The estimated creatinine clearance and fluid overload of the patient then 

triggers the “renal angina” at different levels depending on the hazard tranche in 

which he falls. This risk stratification model was validated in several subsets of 

pediatric ICU patients and had good discrimination to detect severe AKI by day 3 of 

ICU (AUC 0.74 to 0.81) (14). In combination with novel AKI biomarkers, the model 

has had a good performance in pediatric patients with sepsis (AUC 0.84 to 0.88), but 

its performance in a general, larger pediatric ICU population with a lower pre-test 

probability remains to be tested (15,16). The main limitations of this stratification 

tool is that it was not specifically designed to be implemented in the form of an 

automated CDS system and that it requires additional testing in the form of novel 

AKI biomarkers in order to achieve good discrimination.  

 

b. Risk factors for AKI 

In the pediatric literature, several risk factors have been associated with AKI, 

notably: mechanical ventilation (7,11,17), hypoxia (17,18), hypotension (18), 

nephrotoxic drug exposure (19,20), malignancy (17,18,21), stem cell transplantation 

(20,22), sepsis (23), metabolic acidosis (17), thrombocytopenia (18), congenital heart 

disease (17) and heart surgery requiring cardiopulmonary bypass (11). As previously 

mentioned, it’s worth noting that none of these studies have attempted to 

prospectively test the presence of these risk factors as predictors of AKI in children. 

In the adult AKI literature, notable additional risk factors identified include: high 

CRP (24), changes in systolic blood pressure (25), increased A-a gradient (9), active 

cancer (9), low albumin (9), low prealbumin (24), anemia (26) and anemia requiring 

blood transfusions (27). 

 

2. Prediction models in medicine  
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Prediction models and prediction rules have been developed in medicine for a long 

time for things such as estimating the likelihood of acute myocardial infection or 

different types of cancer (28). The reality, though, is that few models are externally 

validated, fewer are clinically implemented, and their clinical impact is rarely 

measured (1). Recently, there has been a growing interest in the role of data mining 

and predictive analytics in healthcare with the increased adoption of electronic health 

records (4,29). In other industries, data mining has been successful were data is in 

abundance (30), and now –more than ever before– data abounds in medicine. 

Specifically in the ICU we have “critical data” (4) and a need to perform better 

diagnostic prediction to improve prevention and early interventions (5).  

  Data mining, machine learning, and predictive analytics is slowly making 

its way into the healthcare system with successful models to prevent fraud and 

increase revenue (31), predict morbidity in the emergency department (32), forecast 

heart failure progression (33), and to process the vast amounts of data that genetic 

and proteomic analyses are producing in cancer research (34). The next step is to 

build models with both clinical effectiveness and clinical utility (35) in order to 

improve patient outcomes.  

 

Use Case: AKI Prediction Model in the Pediatric ICU Workflow 

  When developing a clinical prediction model, perhaps one of the most important 

aspects of the design process is to determine how the model will be used in the clinical 

setting. For our use case, these were the leading clinical characteristics of AKI in the 

pediatric ICU that determined the design of our model (6): 

1) Most patients who are diagnosed with AKI in the pediatric ICU are admitted 

with some degree of AKI or develop AKI within 72 hours of being admitted 

to the pediatric ICU. 

2) Those who develop new AKI, have progression of their AKI, and those who 

have no improvement of their AKI during the first week of ICU care have the 

worst outcomes amongst all ICU patients.  

3) Serum creatinine is a late biomarker of AKI, taking up to 48h-72h to peak 

after the kidneys are injured (figure 1). 
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Figure 1. After an injury the kidney’s glomerular filtration rate (GFR), the main physiologic measure of 

kidney function, drops rapidly. Serum creatinine is a surrogate of GFR, but it takes time to accumulate 

in the blood after an injury, essentially causing a delay in diagnosis. The red line denotes the threshold 

of normal values and the red arrow represent the point at which each of the two measure of kidney 

function becomes abnormal.  

 

In addition to these AKI characteristics, an important factor influencing the design 

of our prediction model was the optimal time when it would be most useful. The most 

active clinical decision-making in the pediatric ICU by the medical team takes place in 

two different situations: at the time of admission of the patient to the unit and during 

medical team rounding in the morning of each of the days the patient remains in the ICU. 

The timing of a prediction model-enabled clinical decision support would ideally align 

with one of these two time points in order to magnify the impact of the prediction in the 

decision-making.  

For the reasons enumerated above, we decided to use new or progressing AKI by 

72 hours, or persistent AKI as the predicted outcome (see Methods) and the first 12 hours 

of ICU data as the data source for model training. This would allow the prediction output 

(and triggered CDS tool) to be available by the first morning of ICU stay the day after 

admission for most patients (figure 2).  
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Figure 2. Using data from the first 12 hours of ICU to predict AKI by 72 hours would 

theoretically reduce the amount of time between kidney injury and the initiation of preventive or 

therapeutic intervention, which could improve the outcome of the kidney injury. AKI, acute 

kidney injury. 

 

Methods 

1. Patients and Data Sources 

We performed a retrospective analysis of all patients admitted to a multidisciplinary, 

tertiary pediatric ICU between May 2003 and March 2012 who were in the ICU and alive 

for at least 24 hours. This 24-bed pediatric ICU serves a mixed population of medical, 

surgical, trauma, and solid-organ and stem cell transplantation patients, but not 

postoperative cardiac patients. Data were extracted from our EHR clinical databases 

(Cerner Kids, Kansas City, MO; Philips/CareVue, Waltham, MA) and a locally 

developed quality improvement and clinical database (Microsoft Access, Seattle, WA) 

maintained by the ICU physicians delivering care.  

Patients were excluded if they were younger than 1 month or older than 21 years 

of age, had documented chronic kidney disease, were peri-operative for a kidney 

transplant, or had no serum creatinine levels measured. Each ICU admission was treated 
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independently. This study was approved with a waiver of informed consent by the 

Institutional Review Board of Children’s Hospital Los Angeles.  

 

2. Derivation and Validation Groups 

The population was divided into two cohorts, one for training the prediction models and 

one for validation of the models. A random sample of 60% of the patients was used for 

model training (Derivation set), and the remaining 40% were used for the validation set 

(Validation set).   

 

3. AKI Definition 

AKI was defined by the serum creatinine (SCr) Kidney Disease Improving Global 

Outcome (KDIGO) staging criteria (36). SCr levels measured during the ICU stay were 

compared to a baseline creatinine, which was the most recent documented SCr within 6 

months of the ICU admission. If a prior SCr was unavailable, the upper limit of normal 

for age and gender was used (6). Initiation of renal replacement therapy (RRT) was also 

considered as a criterion for AKI stage 3 as per the KDIGO guidelines. Additional details 

regarding this cohort of patients and methodology have been previously published (6). 

 

4. Outcome 

Our goal was to develop a model to predict a composite outcome of AKI progression or 

persistence. “AKI progression/persistence” was defined as new or progressing AKI 

(increase in the KDIGO AKI stage over the first 72 hours of ICU stay), or persistent AKI 

from admission until death, discharge or 1 week of ICU stay (whichever came first). The 

criteria for AKI progression/persistence were based on the results of a prior AKI 

outcomes study in our patient population (6). Examples of patients with AKI 
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progression/persistence would be: a patient with no AKI on admission who develops AKI 

(any stage) before 72 hours of ICU (figure 3, point A); a patient with AKI on admission 

who progresses to a higher stage AKI by 72 hours of admission (figure 3, point B); or a 

patient with AKI on admission who has persistent AKI for more than a week or death 

occurs (figure 3, point C). 

 
Figure 3. The AKI composite outcome of AKI progression/persistence conceptually represents 
the idea that patients may be in different phases of the illness at the time of ICU admission. Point 
A: patient with new AKI and progression; Point B: AKI on admission with progression; Point C: 
AKI on admission with persistence. AKI, acute kidney injury; AKI progression/persistence, new 
or progressing AKI by 72 hours of ICU or persistent AKI until discharge, death or 1 week of ICU; 

 

 

5. Candidate Variables 

The derivation dataset was used to select variables for inclusion in the final model. 

Candidate variables were considered for inclusion in the multivariate model if they were 

generally available from the EHR, were generalizable across ICUs, and had previously 

been identified as potential risk factors for AKI based on the pathophysiology of kidney 

injury and the medical literature (7,9,11,17-26). Since we sought to identify early 

progression of AKI, analysis of candidate variables was limited to data available within 

the first 12 hours of ICU admission. 20 candidate variables represented by a total of 22 

features were studied (Table 1).  

a. Missing values 

   Missing values were imputed using predictive mean matching with a K-nearest 

neighbor of 5 using the MI package in STATA version 14 (StatCorp, College Station, 
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TX). The Pediatric Index of Mortality-2 score, a measure of severity of illness, was 

included as a covariate for matching in the imputation process. 

b. Age normalization 

   The age-dependant variables (systolic blood pressure, diastolic blood pressure, 

heart rate and serum creatinine level) were normalized using a t-statistic standardization 

using the mean and standard deviation of the subsample of patients who had no AKI, did 

not die and were in the ICU less than 72 hours (“healthy” patients), using the following 

equation: 

Normalized value = Non-normalized value – mean of healthy patients 
                             Standard deviation of healthy patients 

 
 

 
Risk factor groups Features  % Missing 

Hemodynamic Instability 

Lowest systolic blood pressure  
Systolic blood pressure range  
Lowest diastolic blood pressure  
Highest heart rate  
Heart rate range  
Highest vasoactive-inotrope score  

0 
0 
0 
0 
0 
0 

Hypoxemia 
Invasive mechanical ventilation (Yes/No)  
Lowest SpO2 
Lowest SpO2/FiO2 ratio  

0 
0 

59.8 
Anemia Lowest hemoglobin level  21.4 

Inflammation Highest white blood cell count  23 

Thrombocytopenia Lowest platelet count  21.8 

Liver failure Highest total bilirubin level  
Lowest albumin level 

63.7 
63.7 

Acidosis Lowest pH level  45.7 

Renal/metabolic 
derangements 

First serum creatinine  
Highest blood urea nitrogen level  
Highest glucose level 

17.8 
17.8 
18.4 

Demographic and admission 
characteristics 

Age  
Gender 
Post-operative status (Yes/No)  
Pre-admission cardiac arrest (Yes/N)  

0 
0 
0 
0 

Table 1. List of features representing the 20 candidate variables studied in the first 12 hours of ICU care, 
grouped by risk factor groups. 
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6. Feature selection 

Correlation amongst variables was studied using Spearman’s correlation coefficient. 

Features were then selected using a random forest approach, called VSURF (37) in the 

derivation cohort. VSURF is a three step feature selection procedure with the first step 

dedicated to eliminate irrelevant variables, the second step selecting all features related to 

the response and the third step refining the selection by eliminating redundancy in the set 

of features selected by the second step.   

Because of the unbalanced nature of the dataset with a class distribution of 1:16 

between cases and controls, the derivation cohort dataset was rebalanced by random 

under-sampling of the majority class to improve the performance of the random forest 

algorithm (38,39). To reduce bias in the feature selection process, five different datasets 

with randomly under-sampled majority classes were generated and VSURF was applied 

to each one of them. Features selected in at least 80% of the datasets were used for model 

training.  

 

7. Prediction Model Training 

The prediction models were trained using R version 3.2.2 (R Foundation for Statistical 

Computing, Vienna, Austria). We trained three different prediction models with the 

selected features: multivariate adaptive regression splines (MARS) (40), random forest 

(RF) (41), and support vector machine (SVM) (42). MARS was trained using the 

complete training dataset, while RF and SVM models were trained in a rebalanced 

training dataset with random under-sampled majority class to improve performance 

(38,39).  

 The RF model was trained with 1000 trees. The MARS model was trained with 

second-degree interactions. The SVM and RF models were trained for two-class 

prediction. The MARS model probability score output had a single cut-off point 

determined using the highest Youden’s Index (Sensitivity + Specificity – 1) to generate a 

two-class prediction. In addition, the MARS model was tested for two-class prediction 

using other cut-off points determined by the 50th, 75th, and 90th percentiles of the 

probability score.  

 In addition to the three models, we derived two ensemble models: one which 

considered patients high-risk for AKI progression/persistence (test +) if any of the three 

models were positive (“Any model +”) and one were patients were considered test + if all 

three models were positive (“All models +”).  
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8. Prediction Model Performance  

a. Diagnostic Performance  

The three prediction models, the two ensemble models and the MARS model with 

three alternative cut points were tested as diagnostic tests with a single output, test + or 

test –. Sensitivity, specificity, positive and negative predictive value, and positive and 

negative likelihood ratios were calculated.  

 

b. Net Benefit 

Net benefit (NB) is a measure of clinical utility that incorporates the relative benefit of 

correctly identifying patients that will have the disease (true positives) with the cost of 

the false positive results (35). NB is calculated with the following equation:  

NB = P(TP) – P(FP)w 

where P(TP) is the proportion of true positives, P(FP) is the proportion of false 

positives and w is the weight of cost of identifying a false positive case for each true 

positive case. We used three theoretical scenarios in which an additional screening 

tool, such as an AKI urine biomarker, is applied to the ‘test positive’ patients. Even 

though NB can be calculated using only clinical value metrics, these are difficult to 

assign at a population level, and hence we use a cost-benefit approach to determine the 

value of the different models in the three scenarios. We assign a plausible cost of $500 

to the new test and the average economic benefit of identifying a true positive in three 

possible outcomes: (1) $500 (for a modest saving in care costs for mild improvement 

in the outcome, e.g. less frequent laboratory checks); (2) $5,000 (for a larger benefit, 

e.g. decreased length of ICU stay); and (3) $50,000 (for an even larger benefit, e.g. 

avoidance of a major complication). In these three scenarios the weights would be: 

w1= 500/500 = 1; w2= 500/5000 = 0.1; w3= 500/50,000) = 0.01. 

 

Results 

1. Epidemiology and Demographics 

7,029 patients were included in the analysis, of which 6.4% (440 patients) had AKI 

progression/persistence. Patients with AKI progression/persistence had significantly 

higher mortality than those without AKI (28.9% vs. 2.6%, p <0.001) and those with AKI 

who did not meet AKI progression/persistence criteria (28.9% vs. 18.6%, p = 0.001). 
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Table 2 summarizes the demographic characteristics of the derivation and 

validation groups. Both groups were very similar.  

 Derivation  Validation 

Total N 4,200 2,829 

AKI progression/persistence (%) 261 (6.2) 179 (6.3) 

    No AKI on admission 161 (3.8) 102 (3.6) 

    AKI with progression 80 (1.9) 71 (2.5) 

    AKI with persistence	   20 (0.5)	   6 (0.2)	  

AKI total (%) 531 (12.6) 366 (12.9) 

Age (Years, IQR) 7.3 (1.7, 13.6) 7 (1.6, 13.5) 

Male (%) 2,271 (54.1) 1,504 (53.2) 

Mechanical Ventilation (%) 1,846 (44) 1,311 (46.3) 

Length of Stay (days, IQR) 3.1 (1.8, 6.7) 3.1 (1.9, 7) 

PIM-2 %ROM (IQR) 0.8 (0.1, 3.1) 0.8 (0.2, 3.5) 

28-day Mortality (%) 200 (4.8) 160 (5.7) 
Table 2. Demographic and clinical characteristics of the patient groups. Averages 

expressed in medians with inter-quartile ranges (IQR). AKI, acute kidney injury; AKI 

progression/persistence, new or progressing AKI by 72 hours of ICU or persistent 

AKI until discharge, death or 1 week of ICU; PIM-2 %ROM, Pediatric Index of 

Mortality-2 Risk of Mortality 

 

2. Feature selection 

The random forest-based feature selection procedure selected 14 different features across 

five different rebalanced training datasets with under-sampled majority class. Of these 

features, only 6 features were consistently selected across all datasets, none of the others 

were selected at least 80% of the time. Figure 4 shows the 6 features (highest blood urea 

nitrogen (BUN) level, first serum creatinine level, lowest platelet count, lowest pH level, 

post-operative status, highest vasoactive-inotrope score), plus the variable ‘age’, that was 

included for interpretability and model stability purposes. The selected features had low 

correlation (all r < 0.5) and missing values (all < 50%). 
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Figure 4. Features selected for the final model. Features selected and their relative 

importance based on mean decreased accuracy and mean decreased Gini in a random 

forest model.  maxbun, highest blood urea nitrogen (BUN) level; normcr, first serum 

creatinine level; minplts, lowest platelet count; minph, lowest pH level; procedure, 

post-operative status; inotropemax, highest vasoactive-inotrope score; ageyears, age. 

 

3. Prediction Model Performance  

a. Diagnostic Performance  

The diagnostic performance of the three prediction models is shown in table 3. RF had 

the highest sensitivity and lowest negative likelihood ratio. SVM had the highest 

accuracy, specificity and positive likelihood ratio.  

	   Random	  Forest	   MARS*	   SVM	  

Test	  +	  (%)	   729	  (25.8)	   661	  (23.3)	   577	  (20.4)	  

	  	  	  	  	  True	  Positives	  	   140	  	   135	   128	  

	  	  	  	  	  	  	  	  No	  AKI	  on	  admission	  	   68	  (67)	   66	  (65)	   60	  (59)	  

	  	  	  	  	  	  	  	  AKI	  with	  progression	   66	  (93)	   63	  (89)	   62	  (87)	  

	  	  	  	  	  	  	  	  AKI	  with	  persistence	   6	  (100)	   6	  (100)	   6	  (100)	  

Accuracy	  %	  (95%	  CI)	   78	  (77,	  79)	   80	  (79,	  81)	   82	  (81,	  83)	  

Sensitivity	  %	  (95%	  CI)	   78	  (72,	  84)	   75	  (69,	  81)	   72	  (65,	  78)	  

Specificity	  %	  (95%	  CI)	   78	  (77,	  78)	   80	  (80,	  81)	   83	  (83,	  84)	  

ageyears

inotropemax

minph

procedure

minplts

normcr

maxbun

10 20 30 40
MeanDecreaseAccuracy

procedure

inotropemax

ageyears

minph

minplts

maxbun
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0 10 20 30 40 50
MeanDecreaseGini

AKIRF.rf.train
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PPV	  %	  (95%	  CI)	   19	  (18,	  21)	   20	  (19,	  22)	   22	  (20,	  24)	  

NPV	  %	  (95%	  CI)	   98	  (98,	  99)	   98	  (97,	  99)	   98	  (97,	  98)	  

LR+	  (95%	  CI)	   3.5	  (3.2,	  3.7)	   3.8	  (3.4,	  4.2)	   4.2	  (3.7,	  4.7)	  

LR-‐	  (95%	  CI)	   0.28	  (0.21,	  0.37)	   0.31	  (0.23,	  0.4)	   0.34	  (0.27,	  0.43)	  
Table 3. Performance of the three different prediction models in the validation set. *The cut point in 
the MARS model presented in this table was determined by the highest Youden’s index. MARS, 
multivariate adaptive regression splines; SVM, support vector machine, PPV and NPV, Positive and Negative 
Predictive Value; CI, confidence interval.  

 

When breaking down the true positive cases into the three subgroups of the AKI 

progression/persistence composite outcome, it can be seen that patients with AKI on 

admission were easier to discriminate when compared to those with no AKI on admission, 

likely due to the importance of the renal biomarkers in the model and the higher pre-test 

probability of those with ongoing AKI. Despite this, about two-thirds of patients who 

developed new AKI were correctly identified by all of the models.  

The diagnostic performance of the MARS model with three alternative cut points is 

shown in table 4. These alternative cut points were determined using the 50th, 75th, and 90th 

percentiles of the MARS model probability score. These cut points were associated with a 

5.7%, 9.7% and 27.5% probability, respectively, of having AKI progression/persistence. 

28-day mortality also followed the same trend with patients below the 50th percentile cut 

point having a 2.5% mortality; those in the 50th to 75th group having a 4.1% mortality; 

those in the 75th to 90th percentile group having 8.5% mortality; and those above the 90th 

percentile having an 18.8% mortality. As expected, the MARS (50th) model had the highest 

sensitivity and lowest negative likelihood ratio, whereas the MARS (90th) had the highest 

specificity and positive likelihood ratio across all models. 

 

MARS	  score	  cut	  points	  	   50th	  	   75th	  	   90th	  	  

Test	  +	  (%)	   1414	  (50)	   707	  (25)	   282	  (10)	  

Accuracy	  %	  (95%	  CI)	   55	  (54,	  55)	   78	  (78,	  79)	   90	  (90,	  91)	  

Sensitivity	  %	  (95%	  CI)	   88	  (82,	  92)	   77	  (70,	  83)	   53	  (46,	  60)	  

Specificity	  %	  (95%	  CI)	   53	  (52,	  53)	   79	  (78,	  79)	   93	  (93,	  93)	  

PPV	  %	  (95%	  CI)	   11	  (10,	  12)	   20	  (18,	  21)	   34	  (29,	  38)	  

NPV	  %	  (95%	  CI)	   98	  (98,	  99)	   98	  (98,	  99)	   97	  (96,	  97)	  

LR+	  (95%	  CI)	   1.8	  	  (1.7,	  2)	   3.6	  (3.2,	  3.9)	   7.5	  (6.2,	  9)	  

LR-‐	  (95%	  CI)	   0.23	  (0.15,	  0.35)	   0.29	  (0.22,	  0.4)	   0.51	  (0.43,	  0.58)	  
Table 4. Performance of the MARS model with three alternative cut points. MARS, multivariate 
adaptive regression splines; PPV and NPV, Positive and Negative Predictive Value; CI, confidence 
interval.  
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 The diagnostic performance of the two ensemble models is shown in table 5. The 

ensemble Any model + had the highest sensitivity and lowest negative likelihood ratio, 

whereas All models + had the highest specificity and positive likelihood ratio. Almost 

20% of the true positive patients did not overlap between the two ensembles, which is 

an indication that the three prediction models are discriminating cases in different 

ways and gives the ensemble approach more value. 

	   Any	  model	  +	   All	  models	  +	  

Test	  +	  (%)	   887	  (31.4)	   454	  (16)	  

Accuracy	  %	  (95%	  CI)	   73	  (72,	  74)	   86	  (85,	  87)	  

Sensitivity	  %	  (95%	  CI)	   83	  (77,	  88)	   67	  (60,	  73)	  

Specificity	  %	  (95%	  CI)	   72	  (72,	  73)	   87	  (87,	  88)	  

PPV	  %	  (95%	  CI)	   17	  (16,	  18)	   26	  (23,	  29)	  

NPV	  %	  (95%	  CI)	   99	  (98,	  99)	   98	  (97,	  98)	  

LR+	  (95%	  CI)	   3	  (2.7,	  3.2)	   5.3	  (4.5,	  6)	  

LR-‐	  (95%	  CI)	   0.23	  (0.16,	  0.32)	   0.38	  (0.31,	  0.47)	  
Table 5. Performance of the two ensemble models in the validation set. In the Any 
model +, any patient that was test + in any of the three prediction models in Table 3 
was considered test +. In the All models +, only patients that were test + in all of the 
three prediction models in Table 3 were considered test +. PPV and NPV, Positive and 
Negative Predictive Value; CI, confidence interval.  

 

b. Net Benefit 

Table 6 presents the Net Benefit results for the three different proposed scenarios. 

 W1 ($500) W2 ($5,000) W3 ($50,000)	   Sum*	  
Random Forest –15.6 2.9 4.7	   –8 
MARS (Youden’s) –13.8 2.9 4.6	   –6.3 
MARS (50th%)	   –38.9 1.1 5.1	   –32.7 
MARS (75th%)	   –15.2 2.9 4.7	   –7.6 
MARS (90th%)	   –3.3 2.7 3.3	   2.7 
SVM –11.4 2.9 4.4	   –4.1 
Any model + –20.8 2.7 5.0	   –13.1 
All models + –7.6 3.0 4.1	   –0.5 
No model, test all –8.7  –3.0 5.4	   –0.3 
No model, test none 0 0 0	    

Table 6. Net benefit percentage in three different cost-based scenarios for a 

theoretical new urine AKI biomarker. In this Net Benefit analysis we assign a 

plausible cost of $500 to a new urine AKI biomarker test that will be performed 

only on test + patients in the different models and a test all or test none situation. 

The W1, W2 and W3 represent a $500, $5,000 and $50,000 gain, respectively, 

when a true positive patient is detected. This example assumes the new urine AKI 
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biomarker accurately discriminates true positives and true negatives. *The sum of 

the different net benefits is assuming an equal weight of 1/3 for each scenario. 

  

In this proposed example of a new urine AKI biomarker with three different gain 

scenarios, it is clear that in the low gain scenario (W1) the best approach would be to not 

implement the test. If the gain for identifying true positives was $5,000 (W2) the All 

models + ensemble model would produce the highest gain. With substantial gains of 

$50,000 per true positive identified (W3), testing all patients might become beneficial. 

Using this Net Benefit approach, once the likelihood of each of the three scenarios is 

ascertained, one can assign probabilities and determine the approach with the highest 

chance of being beneficial. If there was no a priori information on the potential economic 

benefit of the test and an equal probability is assigned to each scenario, then the only 

model with a positive net benefit would be the MARS (90th) in this example.  

To further illustrate this example from an financial standpoint, a pediatric ICU 

that admits 1000 patient per year that implements the new urine AKI biomarker only in 

patients who are test + in the All models + ensemble would have the following 

combinations of loses and gains based on the different scenarios: W1 = –$59,000; W1 = 

$130,000; W1 = $2,020,000. 

 

Discussion 

We developed and internally validated three different prediction models and two 

ensemble models of AKI progression/persistence in the pediatric ICU. These data-driven 

prediction models have a good diagnostic performance in the validation dataset, dividing 

patients into groups with a 13 to 17-fold difference in the incidence of AKI 

progression/persistence. These models were developed using only EHR data that is 

objective, available in real time during the first 12 hours of ICU care and generalizable 

across pediatric ICUs.  

 Many risk factors have been associated with AKI in the pediatric and adult 

literature (7,11,17,19, 20-27). As previously mentioned, none of these studies have 

attempted to use these risk factors to develop data-driven prediction models of AKI in 

children. Our data-driven feature selection process identified many of these risk factors as 

predictors, but also found many of these same risk factors to have no independent effect 

on the outcome when analyzed in a multivariate model.  
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We have developed our AKI progression/persistence prediction models to take 

advantage of the EHR-based digital infrastructure in healthcare to facilitate deployment 

in the form of CDS systems (29, 45, 46). CDS systems are considered by most public and 

private national health organizations as one of the key instruments in the effort to 

improve the quality of patient care (47,48). Even though the data on outcomes remains 

sparse, CDS systems have shown to be effective at improving healthcare processes (49). 

We attempted to stay consistent with current recommendations from the medical 

informatics community in our AKI progression/persistence score, by mining existing 

clinical databases to develop data-driven CDS systems, but ensure our variables are 

generalizable and able to be implemented across different organizations (50). Bates and 

colleagues recommend integrating the CDS systems into the workflow of clinicians, 

making it available in real time, and limiting the amount of information required to be 

entered by the physician into the CDS system to a minimum (51). Our AKI 

progression/persistence models were designed with these principles in mind. By using 

real-time EHR data from the first 12 hours of ICU stay, a CDS system using this model 

would require no direct input from the clinician. In regards to the integration with the 

clinical workflow, our AKI progression/persistence models were designed to provide 

valuable information at 12 hours of ICU care, which is a time point when very active 

medical decision-making is still taking place.  

Several intervention, preventive strategies, and research initiatives could be 

designed around a CDS tool powered by our AKI progression/persistence models. 

Relatively low risk strategies such as nephrotoxic medication avoidance and strict intake 

and output control could be easily implemented for those patients who fall in the high-

risk group. Following the Renal Angina Index example, our AKI progression/persistence 

models could be also used as a screening tool for the general pediatric ICU population to 

obtain a novel AKI biomarker in the first 24 hours of ICU admission (16). To that effect 

we present a Net Benefit analysis of the implementation of a new urine AKI biomarker 

and show the different levels of benefit that could be achieved based on three different 

gain scenarios. A more accurate clinical utility analysis could be performed as the value 

of novel AKI biomarkers are analyzed. 

 Our study has several limitations. First, our prediction model was derived using 

data from a single institution and has not been validated in a different institution. Second, 

the data used to derive the model spans nine years of ICU care, which could be associated 

with significant variability in care. Third, variables that were not routinely recorded at the 
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beginning of the study period (e.g. serum lactate levels) were not included in the study. 

Fourth, only data recorded during routine patient care was used, which helps with the 

generalizability of the model and the integration with the clinical workflow, but also 

results in the problem of unknown values for variables not collected in certain patients. 

Lastly, we used a composite outcome, AKI progression/persistence, which can introduce 

bias in the model training process given the higher pre-test probability of patients with 

ongoing AKI on admission. Having said that, AKI progression/persistence represents in 

theory all patients with a worsening renal function trajectory who are identified at 

different time points in their course and the model still maintains a acceptable degree of 

clinical utility as a screening tool in a general pediatric ICU population. 

Conclusion 

We developed and validated several data-driven AKI progression/persistence prediction 

models in a general pediatric ICU population using only EHR data that is objective, 

available in real time during the first 12 hours of ICU care and generalizable across 

pediatric ICUs. A cost-based Net Benefit analysis shows that these models could have 

high clinical utility in different plausible scenarios.  

Based on the different sensitivity of the models to patients with and without AKI 

on admission, the next steps of this project will be to explore what threshold levels might 

be more appropriate for the different types of patients at risk (i.e. those with and without 

AKI on admission). In addition, the Net Benefit analysis should be performed with real 

use cases to determine the potential clinical utility prior to implementation of an AKI 

prediction model-based diagnostic test (e.g. a novel AKI urine biomarker), preventive 

bundle (e.g. avoidance of nephrotoxic drugs and renal dosing), or interventions (e.g. 

fenoldopam).  
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