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Abstract 

Modeling the Bandwidth Sharing Behavior of Congestion Controlled Flows 
Kang Li 

OGI School of Science & Engineering 
at Oregon Health & Science University 

August 2002 

Thesis Advisors: Dr. Jonathan Walpole and Dr. Molly H. Shor 

Multimedia applications have become increasingly popular in the Internet. TCP is the 

dominant Internet congestion control protocol, but it does not serve all applications well. 

Thus, many new congestion control protocols have been proposed recently, in particular 

for multimedia applications. 

To ensure that these flows share bandwidth fairly with TCP flows, TCP-friendliness is 

proposed as a criterion for designing new protocols. Currently, the TCP-friendliness 

criterion is defined based on the assumption that all flows experience the same static 

congestion signal. However, the bandwidth sharing and congestion signal is a result of 

the dynamic behavior of all participating flows. The claim of this thesis is that the 

bandwidth sharing behavior among competing flows should be studied in a dynamical 

environment. 

To understand a dynamic phenomenon one needs a theoretical model that adequately 

describes the behavior of the system being studied. In this dissertation, we propose a 

state-space model to study the dynamics of the bandwidth competition, in particular 

among AIMD-based TCP-friendly flows. It characterizes a dynamic system by a set of 

related state variables, which can change with time in a manner that is predictable 



provided that the external influences acting on the system are known. We use the model 

to describe the stability of bandwidth competitions, which is characterized as 

convergence to a dynamically oscillating limit cycle in the state space. This stability 

description clearly distinguishes transient and long-term fairness. 

Along with the state-space modeling, we build an adaptive AIMD-based congestion 

control protocol that exposes its parameters to applications. This dissertation presents 

some example uses of this adaptive protocol to verify the results derived from the state- 

space model. As an example, we adjust the AIMD parameters to achieve a uniform 

fairness that is independent of round-trip-times. 



Chapter 1 

Introduction 

At the heart of the success of the Internet is its congestion control behavior. The Internet 

serves flows in a best-effort way, which does not use bandwidth reservation mechanisms. 

Careful design thus is required to prevent applications from congesting the network with 

a heavy load. Until now, it has been the congestion control protocol at each end-host that 

has prevented applications from overloading the network. 

A congestion control protocol limits a flow's rate to its portion of the available bandwidth 

and prevents it from sending too fast and causing network overload. A congestion control 

protocol does not know the available bandwidth a priori. Thus it has to probe the 

available bandwidth by increasing its rate until it detects signs of congestion, and then 

decreasing its rate. A congestion control protocol detects congestion by indications of 

packet loss (timeouts or duplicated acknowledgements) and explicit marks (with support 

from active queue management mechanisms [BCC+98]). We call these indications the 

congestion signals. 

Transmission Control Protocol (TCP) [JK89, APS991 is the de-facto standard congestion 

control protocol in the Internet. It uses an additive-increase and multiplicative-decrease 

(AIMD) algorithm, which probes the available bandwidth by increasing its transmission 

rate additively, and responds to a congestion signal by decreasing its rate by half. 



TCP, although powerful and effective, is not sufficient to satisfy applications that require 

different rate behaviors than TCP. For instance, TCP's behavior of cutting its rate by half 

upon a congestion signal could cause too much rate variation for a streaming media 

application that prefers a smooth rate [BBFSOl, FF991. Fortunately, TCP is not the only 

possible congestion control protocol. It uses one specific algorithm with specific 

parameters for the congestion control, whereas many alternative algorithms with different 

rate behaviors are available. Recently, many congestion control protocols [BMP94, 

CPW98, RHE99a, TCPF] have been proposed, particularly for streaming media 

applications in the Internet. 

A congestion control protocol, depending on its manner of probing the available 

bandwidth and responding to congestion, produces various rate behaviors. In general, 

applications care about the following aspects of a congestion control protocol's rate 

behavior: 

Rate Smoothness: how large the magnitude of rate variations is and how often the 

rate varies. 

Responsiveness: how fast the congestion control protocol responds to changes in 

network conditions. 

Fairness: what the bandwidth share ratio is when it competes with other flows. 

Average throughput: whether there are underutilizations of resources caused by 

the congestion control scheme. 

Typically, applications prefer a congestion control that has a smooth rate and a fast 

responsiveness. They also prefer a congestion control that shares bandwidth fairly with 

other flows while still maintaining a high average throughput. However, not all of these 

preferred behaviors can be achieved at the same time. For instance, a tradeoff exists 

between responsiveness and smoothness. When a protocol's sending rate is smooth and 

less sensitive to the variations in network conditions, it will be less responsive to changes 

in the network. Different applications have different preferences on this tradeoff based on 



their requirements, thus each of them could prefer a different congestion control protocol 

that meets its preferred rate behavior. 

Although many congestion control protocols have been built to produce desired rate 

behaviors, an important aspect, the stability of systems composed by new protocols and 

TCP, has been largely ignored by most of the protocol designers. Understanding the 

system stability is important because many, if not all, of the above rate behaviors are 

defined based on the system stability. For example, responsiveness is actually the time 

for a system to reach a stable state upon a certain input. Without understanding a 

system's stability, there is no basis for discussing responsiveness. Similarly, fairness is 

mostly only interesting when competing flows achieve a stable state. If a system has no 

stable state, fairness is just a transient aspect and thus is not very meaningful as a rate 

behavior. Interestingly, the stable state of a system doesn't necessarily need to be a static 

state, it could be an oscillation through a cycle of system states. In the latter case, the 

fairness behavior should also include the deviations and oscillating frequencies, etc. 

Besides understanding the system stability, protocol designers have the problem of 

predicting the rate behavior of the new congestion control protocols. Most new protocols' 

rate behaviors, for example the average throughput, are designed based on a static 

assumption that the congestion control protocol will perceive the same congestion signals 

no matter how it behaves. We use statically derived protocols to denote those designed 

based on the assumption that congestion signals are independent of the rate behaviors of 

the congestion control protocols. 

Recent experiments [BBFSOl, FHPOO, LSWOl] have shown that some of the statically 

derived protocols that are supposed to share bandwidth equally with TCP flows do not 

share bandwidth equally with TCP flows, or with each other, as predicted. Although 

Bansal et. al. [BBFSOl] show that their statically derived protocols tend to use less 

bandwidth than TCP (which means they are more friendly to TCP flows) and can thus be 

safely deployed in the Internet, they do not erase the question of how to predict 

accurately the rate behavior of a congestion control protocol in a dynamic environment. 



These statically derived protocols do not produce the expected rate behaviors because the 

rate behaviors of congestion control protocols are dynamically determined. By 

"dynamically determined", we mean that their rate behaviors and congestion signals are 

inter-dependent. The rate behaviors of a congestion control protocol are directly related 

to the congestion signals perceived by it, whereas its rate behaviors directly contribute to 

the production of the congestion signal. Because of this inter-dependency, adjusting a 

congestion control protocol, such as changing its parameters or using alternative 

algorithms, implies that the resulting rate behavior, and congestion signal behavior, must 

be studied in a dynamic environment. We refer to the rate behavior of a congestion 

control protocol as its dynamic behavior, because it must be characterized in a dynamic 

environment. 

1.1 The Research Problem 

The topic of this thesis is to understand the dynamic rate behavior of congestion control 

protocols. It is important to understand system stability because a lot of rate behaviors are 

related to it. It is also important to study the dynamic behaviors of newly developed 

congestion control protocols, which are designed for applications that are not served well 

by certain dynamic rate behavior. Any efforts to predict accurately the dynamic rate 

behaviors must take into consideration the interdependency between a congestion control 

protocol's input (congestion signal) and its output (the rate behaviors). 

1.2 Our Approach 

Instead of using an approach that separates the rate behaviors and the congestion signals, 

we study them within one bandwidth sharing system, which consists of a bottleneck link 

used by all competing flows. In a bandwidth sharing system, congestion signals are 

generated by the rate behaviors of all competing flows. 



Our goal is to understand the stability and dynamic rate behaviors of a system. This 

naturally raises the need for a theoretical model that adequately describes the behavior of 

the system being studied. Generally, modeling work can choose either a deterministic or 

a stochastic approach. A deterministic approadh tends to produce an accurate description 

of the system behavior but requires deterministic information of all the inputs. Whereas a 

stochastic approach requires only statistically based values, but produces only a high 

level description of the system. 

We choose a deterministic approach becauhe this thesis work focuses on the rate 

behaviors of individual flows in various time scales, rather than the aggregate behavior of 

many flows over a large time scale. The latter issue is also interesting but is outside of the 

scope of this thesis. 

We model the bandwidth sharing system usiLg the state-space modeling technique of 

modern control theory [B91, C861. The goal of this modeling approach is to produce a 

description of the dynamic rate behaviors. In a state-space model, a dynamic system is 

characterized by a set of related state variables, which change with time in a manner that 

is predictable provided that the external influences acting on the system are known. In 

particular, the dynamic behaviors of a system are described by a group of differential 

equations and state jumps in our model. Using these mathematical descriptions of the 

model, we can study theoretically the system stability. Along with the mathematical 

description of system states, our state-space model of bandwidth sharing includes a state 

plot analysis that help one visualize the transient and stable behaviors. 

In addition, we design a general adaptive congestion control protocol that is based on the 

general AIMD algorithm [LSWOl, YLOO]. We build simulations and real-world 

implementations so that we can verify the outcomes from the state-space model, which 

describes the rate behaviors of individual flows. 



1.3 Contributions 

This study of dynamic behaviors makes the following contributions: 

State Space Model 

We design a state-space model for the bandwidth sharing system. It is the first model that 

defines the dynamic stability of the bandwidth competition, which is a limit cycle in the 

system state-space. We use this model to show that statically derived TCP-friendly 

protocols actually do not share bandwidth equally in dynamical environments. With this 

state-space model, we also derive many implications for real systems, such as the 

appropriate time-scale for measuring TCP-friendly fairness, the quantization effect of 

packet sizes, and the minimal buffering delay requirements for delay-sensitive 

applications. 

Controllable Fairness 

Using the implications from the state-space model, we develop the mechanism to achieve 

various sharing ratios by tuning the parameters of AlMD algorithms. In particular, a 

uniform fairness, independent of the RlTs, can be achieved rather than the TCP-style 

fairness. 

Adaptive Congestion Control 

We build an adaptive congestion control protocol that exposes the control parameters to 

applications rather than using a fixed set of parameters. Applications can adjust the 

behavior of the congestion control, such as the tradeoff between responsiveness and 

smoothness, based on application requirements. In addition, the current definition of 

TCP-friendly behavior can be satisfied by constraining the relationship between 

parameters. 



1.4 Dissertation Overview 

The dissertation is organized as follows: 

Chapter 2 reviews TCP and its AIMD algorithm. 

Chapter 3 describes the state-space modeling technique. It contains the definitions of 

system state and system dynamics in general, and it introduces the difference between 

static and dynamic equilibriums. It then presents the result of applying the state-space 

model to a system of competing AIMD-based flows. This model shows that the system 

has a dynamic equilibrium and describes its stability by a limit cycle in the state space. 

Through the model's state plots, we also investigate the impacts of various parameters on 

a single flow, and demonstrate different dynamics of bandwidth sharing behaviors among 

various competing flows. Among them, we show how the changes of a single flow's 

behavior over short time scales can change the behavior of the whole system over long 

time scales. In addition, we show a way to aggregate states of many AIMD flows to one 

flow, which can help us overcome the scalability limitation of keeping per-flow state in a 

state-space model. 

Chapter 4 presents a list of implications from the state-space model for AIMD-based 

flows. It indicates that the time-scale of the fairness measurement must be larger than the 

period of the stable limit cycle. It also indicates that an AIMD flow's rate oscillations at 

its stable state cause a buffering delay that is quadratic to the flow's round-trip-time and 

is proportional to its average rate. In addition, the state-space model shows the 

relationship between a flow's AIMD parameters and its average bandwidth share. We use 

the relationship to produce a different fairness paradigm other than TCP-style fairness 

among competing flows. 

Chapter 5 describes our work on building an adaptive AIMD congestion control protocol 

that exposes the AIMD control parameters to applications. By exposing the parameters of 

the AIMD algorithm, applications can tailor the congestion control protocol based on 



their requirements. With this adaptive AIMD congestion control, we conduct experiments 

in a controlled real-world setup to verify the implications from the state-space model. 

These real-world experiments verify the following aspects of the bandwidth sharing 

behaviors: (1) the timescale of fairness among AIMD flows, (2) the unfairness between 

TCP-friendly AIMD congestion control protocols, and (3) the possibility of adjusting 

AIMD parameters to achieve different share ratios other than TCP-style fairness. 

Chapter 6 reviews some related work and addresses the differences between previous 

work and the work presented in this dissertation. 

Chapter 7 concludes the dissertation and outlines some of our future plan. 



Chapter 2 

TCP Overview 

The main concern of this thesis is the rate behavior of congestion control protocols. TCP 

is the dominant congestion control protocol that is used in almost every computer in the 

Internet, and thus it is important first to understand TCP and its congestion control 

algorithm. 

TCP as a transport layer protocol has many functions, and congestion control is only one 

of them. The major functions of TCP are: reliability control, flow control, and congestion 

control. 

TCP Reliability Control provides an in-order reliable data transmission. In each 

TCP connection, packets are marked with increasing sequence numbers. The 

receiver sends acknowledgements to the sender for the packets that have arrived 

correctly in-order. When packet losses happen, the sender retransmits the lost 

packets to the receiver. 

TCP Flow Control prevents a fast sender from overflowing the receiver buffer of 

a slow receiver. In TCP, the receiver reports its open buffer space to the sender in 

each acknowledgment. The sender is only allowed to send as much data as 

indicated by the acknowledgements. When the receiver's buffer is full, the sender 

will stop sending any data until the receiver acknowledges it with new open space 

indications. 



TCP Congestion Control prevents a fast sender from overflowing the buffer in 

the bottleneck router on the path between the sender and the receiver. 

In this thesis, we simply use TCP to refer to its congestion control. We review the TCP 

congestion control protocol and its well-known AIMD algorithm in the following 

sections. 

2.1 TCP Congestion Control 

Congestion control is imperative in order to allow the network to recover from 

congestion and operate in a state of low delay and high utilization. Ideally, to achieve 

high utilization, end systems need to send as fast as they can. However, if their sending 

rates exceed the network capacity, data accumulates in buffers in the network, which can 

cause long delay. Furthermore, routers have limited buffer space to tolerate temporary 

overloading. When the network becomes overloaded, the buffer in the bottleneck router 

starts to fill up, and eventually overflows. The network overloading stage is generally 

called congestion, which can cause packet losses and long delays to applications. Most 

lost packets are detected by end systems and retransmitted. But if end systems did not 

slow down their transmission rates during congestion, most of the bandwidth would be 

used to transmit packets that would be dropped before reaching the receivers. This 

behavior is called "pouring gasoline on fire" in a computer network [JK88]. The ideal 

behavior, which is also the goal of congestion control, is to keep end systems sending as 

fast as the network capacity for high bandwidth utilization without creating too much 

congestion. 

TCP congestion control attempts to achieve this goal as follows. It starts with a low rate 

and probes for the existence of additional unused link bandwidth on its path by 

progressively increasing its rate. It continues to increases its rate until a congestion signal 

occurs. When TCP detects congestion, it reduces its rate to a "safe level" and begins 

probing again. In the following subsections, we review the way TCP detects congestion 



and limits its rate, and we discuss the algorithm TCP uses for probing and responding to 

congestions. 

2.1.1 Acknowledgments 

TCP uses acknowledgments to carry feedback information for all three control functions 

mentioned above. 

Each time a receiver gets a packet', it informs the sender of the sequence number of the 

next in-sequence packet. The packet used to inform the sender is called an 

acknowledgement. Acknowledgments can be piggybacked on data packets when the 

receiver has data packets to send back to the sender. 

When there are no pgcket reordering events or losses, the acknowledgment contains the 

sequence number of the packet following the one that just arrived. If there is a packet 

loss, the acknowledgments of later packets contain the sequence number of the lost 

packet, which is the sequence number of the next in-sequence packet in the data stream. 

2.1.2 Congestion window 

TCP limits its sending rate by controlling its congestion window size, which is the 

number of packets that may be transmitted-but-yet-to-be-acknowledged in a flow. 

Normally, the time between delivering a packet and receiving its acknowledgement is 

one round-trip-time (RTT). A TCP sender can send up to the congestion window size of 

data packets during one RIIT. Once TCP sends out a window size of data packets, it can 

send new data packets only after some acknowledgements arrive. Thus the average rate 

of a TCP over one RTT is roughly the window size divided by the RTT. 

' When TCP's delay acknowledgement is enabled, the TCP receiver could send one acknowledgement only 
after receiving multiple packets. 



2.1.3 Congestion signals 

In most wire-connected modern networks, packet losses due to link-level noise have 

become very rare because of technology improvements. Loss typically results from the 

overflowing of router buffers as the network becomes congested. TCP uses packet losses 

as an indication of congestion. 

TCP detects packet losses with two mechanisms. The first one is the timeout. A TCP 

sender starts a timer when it sends a packet to a receiver. If the timer expires before the 

sender receives the packet's corresponding acknowledgement, TCP thinks the packet is 

lost. Clearly, the timeout interval should be larger than TCP7s RTT. Actually, TCP adapts 

this interval dynamically based on its RTT estimations. In most of the TCP 

implementations, the timeout interval is set to the average of RTT estimations plus 4 

times the deviation. A detailed'study of the effect of various timeout settings is presented 

in [AP99]. 

The second way that TCP detects packet losses is through duplicate acknowledgments. A 

TCP receiver only acknowledges the sequence number of the next in-sequence packet. A 

packet loss causes the receiver to re-acknowledge the sequence number of the lost packet 

when the next packet arrives. The sender thus receives duplicate acknowledgements for 

the same sequence number. Since packet reordering in the network can also cause 

duplicated acknowledgements, TCP uses a threshold to avoid treating reordering as 

packet losses. Typically, TCP sets the threshold to three. Only when a TCP receives three 

or more duplicated acknowledgements does it consider that a packet is lost and thus 

generates a retransmission. This mechanism to detect packet losses is also referred as the 

"Triple Duplicated ACK Hack". Duplicated acknowledgements may detect packet losses 

earlier than the timeout timer. Thus detecting congestion by duplicated 

acknowledgements is called Fast Retransmission. 

Notice that packet losses are not always caused by congestion. Noise, especially in 

wireless networks, can cause a significant amount of packet loss. Taking these random 



packet losses by noise as indications of congestion can significantly impact the 

performance of TCP congestion control. Many recent research studies have addressed 

this issue, but, since our focus is not on congestion detection, we assume TCP7s 

congestion detection is adequate. 

Recently, explicit congestion notifications (ECN) [RFBOl] may be used to detect 

congestions. ECN capable routers can mark packets with a congestion notification when 

they experience congestion. In this way, TCP can be informed of congestion earlier and 

more accurately than using timeouts or duplicate acknowledgements. TCP can thus adjust 

its rate according to the congestion signal without getting dropped packets. 

In this thesis, both indications of packet losses and explicit congestion marks are called 

congestion signals. 

2.1.4 Slow Start & AIMD 

Besides congestion signals and how TCP uses a congestion window to limit its rate, the 

remaining aspect of TCP congestion control is its dynamical window adjustment 

algorithms. 

The basic rate control mechanisms are an exponential initialization stage called Slow 

Start and an additive-increase-multiplicative-decrease (AIMD) steady-state stage. An 

example of a TCP flow's two stages is shown in Figure 2.1. 

The Slow Start is used when TCP is in the initial stage or after a timeout. During a Slow 

Start stage, TCP starts with an initial window size (typically one or two packets) and 

increases its window size by one packet upon the receipt of each acknowledgment. This 

behavior leads to an exponential increase2 in sending rate. 

Slow Start is called "slow," compared to jumping to a fast rate immediately, but it actually accelerates 
very quickly (exponentially). 



The AIMD algorithm is used in TCP7s steady-state stage. During an AIMD stage, TCP 

increases its current window by one packet for each full window of data acknowledged. 

This is the Additive Increase (AI) part of AIMD. Once a Fast Retransmission (duplicate 

acknowledgements) happens, TCP cuts its window by half and then restarts the additive 

increase. The halving of window size is the Multiplicative Decrease (MD) part of AIMD. 

The procedure of cutting the window by half and then immediately going back to additive 

increase is also called Fast Recovery, which is fast compared to the alternative of cutting 

the window to the initial value. 

  ate 

Time 
-b 

Figure 2.1: TCP Slow Start and AIMD rate control (RTT is the 
TCP flow's round-trip-time, MSS is the TCP flow's packet size) 

The transitions between Slow Start and AIMD are controlled by a threshold and timeout 

events. TCP starts with a Slow Start, and once the congestion window goes across a 

threshold, it switches to the AIMD stage. During an AIMD stage, if a timeout event 

happens, TCP sets its window back to the initial value and enters Slow Start again. Both 

the threshold and the timeout interval are adjusted dynamically. Details can be found in 

[APS99]. 

2.1.5 TCP Flavors 

TCP has evolved in the last decade, and thus many different TCP flavors are deployed in 

the Internet today. Here we list the key features of a few TCP flavors: 



Tahoe: TCP Tahoe detects congestion only by timeouts and has only Slow Start 

and A1 stages. It starts with a Slow Start. Once the window size passes a 

threshold, TCP Tahoe switches to the additive increase stage. Once a timeout 

happens, it sets the window size back to the initial value and does Slow Start 

again. 

Reno: TCP Reno adds both Fast Retransmission and Fast Recovery to TCP 

Tahoe, and thus includes both Slow Start and AIMD. TCP Reno does the same 

thing as TCP Tahoe upon timeouts. In addition to the timeouts used in TCP 

Tahoe, TCP Reno also detects congestions by duplicated acknowledgements (Fast 

Retransmission). Upon the triple-duplicated-acknowledgements, TCP Reno cuts 

the congestion window by half and continues the additive increase stage (fast 

recovery) rather than resetting to initial windows size of one and doing slowstart. 

New Reno: TCP New Reno treats multiple packets losses in one RTT as one 

congestion signal instead of several as in TCP Reno, and thus does at most one 

multiplicative decrease per RTT. 

SACK (Selective Acknowledgments): TCP SACK'S receiver informs the sender 

with sequence numbers of multiple missing packets, rather than only 

acknowledging the sequence number of the first missing one. Thus TCP SACK 

can retransmit the lost packets, earlier than TCP Reno if more than one packet is 

lost. 

FACK (Forward Acknowledgments): TCP FACK's receiver informs the sender 

of the highest sequence number that has arrived (even out of order). With this 

information, the sender can estimate accurately how many packets have left the 

network for this particular flow, and thus could make a better control on its 

window size. 



Vegas: TCP Vegas is generally not viewed as a member of the cIassic TCP 

family. However, it is as well-known as any of the above flavors, and we list it 

here. The difference between Vegas and other TCP flavors is that TCP Vegas 

does not rely on AIMD as the major congestion avoidance algorithm. Instead, 

TCP Vegas monitors the RTT of each packet and adjusts its rate to control the 

router queue length, which is approximately derived from the R'IT measurements. 

Congestion control protocols not only prevent flows from overloading the Internet, but 

also determine the fairness, which is the bandwidth sharing ratio among them. Because 

the bandwidth resource is shared among all participating users, a stable bandwidth 

sharing fairness is desired in the heterogeneous Internet, and the case of one user gaining 

most of the bandwidth and starving others should not happen. 

2.2.1 TCP-style Fairness 

TCP's congestion control algorithm ensures that similarly situated TCP flows (same 

RTT, same packet size) receive roughly equal throughput. We call it TCP-style fairness. 

Notice that it does not assure equality of throughput between flows with different round- 

trip-times (RTT), or using different packet sizes. More than a decade of deployment of 

TCP in the Internet has proven that TCP congestion control maintains this TCP-style 

fairness across a very wide range of network environments. 

Recently, many new congestion control protocols [BMP94, CPW98, RHE99al have been 

proposed for applications that are not served well by TCP. This emergence of new 

congestion control protocols raises the issue of inter-flow fairness across different 

protocols. FIows using newly proposed congestion control protocols may not preserve the 

bandwidth sharing equality with similarly situated TCP flows. 



The Internet community has struggled with this tension between preserving TCP-style 

fairness, and meeting the demands of applications for which TCP is a far-from-ideal 

solution. A recently proposed resolution is the TCP-friendliness paradigm [FF99, TCPF]. 

A congestion control protocol is called TCPfiendly when it uses the same amount of 

bandwidth on average as a similarly situated TCP flow. 

2.2.3 State of the Art 

Currently the notion of TCP-friendliness is defined in terms of the average throughput 

over a long time interval (many seconds to minutes). The cornerstone of this approach is 

the observation [PFTK98] that one can roughly characterize the average throughput F of 

a TCP flow in the presence of a constant packet loss rate p with the following equation: 

in which, MSS is the flow's packet size and RTT is the round-trip-time. 

The model is based on the following assumptions: 

TCP congestion control is working in the AIMD steady state, which means TCP 

is assume to detect congestions by duplicate acknowledgements. This assumption 

is reasonable when the packet loss rate is low. When the loss rate is high, timeout 

becomes the dominant mechanism for congestion detections, and a more complex 

throughput model [PFTK99] is needed. 

Congestion signals are independent from the sending rate, which means a 

congestion control protocol is assumed to experience the same congestion signal 

no matter how its transient rate behaves. 

The detailed derivation of the throughput equation (2.1) can be found in [PFTK98]. 

This TCP-friendliness definition enables a wide variety of TCP-friendly congestion 

control protocols that can be tailored to different application requirements. The work 

[TCPF] has a rich collection of existing TCP-friendly congestion control protocols. 



Although many TCP-friendly protocols have been proposed recently, several aspects of 

the bandwidth sharing behavior between various congestion-controlled flows are still 

unclear. Examples of these issues are: whether the bandwidth sharing among competing 

TCP-friendly flows is stable, how long it takes the system to converge to its stable 

behavior, and in what time scale the average throughput should be measured to judge a 

flow's TCP-friendliness, and whether transient sending rate behavior affects congestion 

signals. The research presented in this thesis will shed some light on these issues. 

2.3 AIMD-based Algorithm 

The steady-state stage of the TCP congestion control protocol uses the AIMD algorithm. 

TCP7s AIMD algorithm is actually a specific example of an AIMD-based algorithm. A 

AIMD-based algorithm can be described as: 

Increase (Additive): W(t+RTT)=W(t)+a a > O  
(2.2) 

Decrease (Multiplicative): W(t + 6 )  t W (t) - m ( t )  0 < P < 1 

where W(t) is the window size at time t, and Ri'Tis the round-trip-time. In the absence of 

congestion signals, the algorithm uses the Increase rule in (2.2), which increases its 

window by a constant a in every RlT. When the congestion control detects congestions 

at time t, the algorithm uses the Decrease rule in (2.2), which decreases its window by a 

constant factor p . The new window size is denoted as W(t+S), in which t+6  indicates 

the time instance just after time t. TCPYs algorithm can be viewed as a special case of the 

AIMD-based congestion control algorithm with a =1 (packet) andP =1/2. Throughout 

this paper, we use AIMD(a , P )  to denote an AIMD-based algorithm using 

parameters a and p , and thus use AIMD(1,1/2) to denote TCP' s algorithm. 

For an AIMD-based algorithm to be TCP-friendly, a andP are not independent, but have 

to follow the relationship 



The derivation is based on the throughput model (2.1) with the assumption that the 

AIMD-based protocol will experience the same congestion signal as a similarly situated 

TCP flow. The derivation of this relation can be found in [LSWOI, YLOO] 3. Intuitively, 

in order to make a flow with a smaller a parameter get the same throughput as a TCP 

flow, it must back off less than the TCP flow. By choosing a smaller a and a smaller P , 
an AIMD-based algorithm's rate varies by a smaller magnitude than a normal TCP does. 

In some work, the multiplicative decrease part of AIMD is described as W(t) t P W(t) instead of W(t) 

t W(t) -/? W(t). Thus the TCP-friendly relationship is presented in a slightly different form. 



A State-space Model 

This chapter presents our work on applying the state-space control modeling technique 

[B91, C86] to a bandwidth sharing system. State-space modeling is one modern control 

technique that has been developed to study the dynamic behaviors of systems in areas of 

physics, mechanics, electronics, aerospace, etc. The term "dynamic behaviors" is a 

familiar concept in these areas. In this chapter, we use a state-space model to capture the 

dynamic rate behaviors of congestion-controlled flows. 

The chapter starts with a general description of the state-space control modeling 

technique, and then describes a state-space model for a bandwidth sharing system that is 

composed of congestion-controlled flows. At the end of this chapter, some examples are 

given of using this model to study the dynamic behaviors of bandwidth sharing systems. 

3.1 State-Space Modeling 

A state-space model for a system is a representation that describes the evolution of the 

system state, which captures the dynamic behaviors of the system. 

Before explaining the details, we first introduce some terms used to describe a state-space 

model. 

State Variables - State variables [C86] can be viewed as a running collection of a 

system's initial conditions. Knowledge of these conditions at a given time 



together with a fixed explicit input is all that is necessary to specify future 

behaviors. For convenience of notation, we usually collect the state variables into 

a vector, called a state vector. In this document, we simply use system state to 

refer to a system's state vector. 

Event-driven State Jumps - Events in a system are generated based on certain 

conditions of the system state (for example, when a state variable exceeds a 

predefined value). Event-driven state jumps are state transitions that are 

associated with those events and can't be described as differential equations. A 

state jump is always associated with an event, or with a certain delay after an 

event. 

State Space - A state space is a multi-dimensional space in which each dimension 

represents a state variable. Thus any system state can be represented as a point in 

the state space4. 

State-Space Plot - A state-space plot is a geometrical representation of how a 

system's state evolves over time in a state-space model. The solution of the 

differential equations and state jumps is visualized as a trajectory in the state 

space. State space pIots are also called phase plots in the literature. 

3.1.1 A State-Space Model 

A state-space model consists of a set of equations describing the evolution of the system 

state. The future behavior resulting from a particular input can be calculated from the 

state-space model once the current state is known. Our state space models use differential 

equations and state jumps to describe the evolution of the system state. We use x(t) to 

represent the system state at time t and u(t) to represent the input to the system at time t. 

The derivative of x(t) is represented by x(t) . The differential equations are written in the 

form of (3.1), and state jumps are in the form of (3.2). In this mathematical 



representation, h(x(t)) is the event trigger function, which returns zero when no state- 

jump events should happen. During this period, the function f(x(t),u(t)) of the differential 

equation governs the system state evolution. Function h(x(t)) returns a non-zero value 

when some state-jump events should happen. At this instance, the function g(x(t)) is the 

function that controls the state-jumps. We use t- and t+ to represent the times immediately 

before and after the time t. 

x(t )  = f (x ( t ) ,u ( t ) )  when h(x( t ) )  = 0 

x(t+ + g(x(t-  )) when h(x( t ) )  + 0 

In addition to the above mathematical representation, a state-space model can also have a 

geometrical representation that helps one visualize the system state transitions and shows 

the relationship among the state variables. The geometrical view of the system states is a 

state-space trajectory in a state-space plot. 

An important property of the geometrical representation is the uniqueness of its states in 

the state-space. Since the system state is supposed to contain sufficient information about 

the system at any given time for its subsequent behavior to be predicted if the future input 

is known, it's necessary that the differential equation and state-jumps for x(t) should have 

a unique solution for every initial state x(to) and input u(t), @to. Because of this 

uniqueness property, there is one and only one trajectory from any given point5 in the 

geometrical representation, for a particular input u(t), t>_to. 

3.1.2 System Stability 

Capturing a system's dynamic behavior is the goal of state-space modeling. A system's 

dynamic behaviors can be divided into steady-state behaviors and transient behaviors. 

The steady state behaviors are how a stable system behaves once it converges to its 

steady state, and the transient behaviors are how the system behaves on its way from an 

Notice here that not every point in the state space is necessary a valid state in the system. 
Because of the state jumps, we could have state transitions from many points to one point. 



initial state to steady state. Generally, steady-state behaviors get more focus because they 

are the dominant behaviors if a system is stable. To study the steady-state behaviors, or 

even the transient behaviors, we need to first study the system's stability. In this 

subsection, we present a brief review of the system stability in the context of a state-space 

model. 

3.1.2.1 Equilibrium 

Equilibrium describes possible a steady-state behavior of the system. Equilibria are 

generally classified as static or dynamic. Here we assume the input u is fixed at u=O. 

A static equilibrium is commonly referred to in the classical control theory as an 

equilibrium point. An equilibrium point is a state 2 that if once the system state x(t) is 

equal to 2 ,  it remains equal to 2 for all future time and a fixed input G . Mathematically, 

it means that 

h(2) = 0 (3.3) 
and 

x(t) = f (2, G) = 0 ( 3 4 ,  
in which equation (3.3) guarantees no state-jumps and (3.4) guarantees that the system 

state can not leave 2 under the control of the differential equation. 

Static equilibria do not cover all the interesting steady state behaviors of a system. A 

common feature of nonlinear systems with state jumps is the occurrence of a special type 

of trajectory that takes the form of a closed curve. This is known as a limit cycle and 

represents a periodic solution of the system equations since, when the system state returns 

to its initial value, it must necessarily repeat its previous motion and so continue 

indefinitely. We call a limit cycle a dynamic equilibrium state of a system. It represents 

an oscillation that is intrinsic to the system and is not caused by external input variations. 



3.1.2.2 Stability 

The existence of an equilibrium is a necessary condition for system stability but not 

sufficient. Stability requires a stable equilibrium, in which a small perturbation won't 

cause the system to leave the neighborhood of the equilibrium state or trajectory. 

Roughly, an equilibrium point is asymptotically stable in a region around the equilibrium 

if whenever the system starts from any place within the region, it ends up returning to the 

equilibrium. It is unstable if it moves away when starting at some position in the region. 

A limit cycle is asymptotically stable in a nearby region if all trajectories starting in that 

region approach it asymptotically and is unstable if some trajectory starting in the region 

moves away. An asymptotically stable limit cycle is also called a periodic attractor. 

Above is a geometric description of the stability of a system. Mathematically, system 

stability is defined in the following way: 

An equilibrium state 2 (or dynamic limit cycle) is said to be stable, s f o r  any 

arbitrarily small number n =0, there exists real numbers S > 0, and D O ,  

such that, i f  I Ix(0)- 2 11 <& then I lx(t)- i ((< E for all t>T. Otherwise, the 

equilibrium state (or the limit cycle) is unstable. It is asymptotically stable if 

it is stable and, in addition, ((x(t)- i 1)  3 0 as t+ in$ 

Here Ilx(t)- 2 I ]  is defined as the distance between the state x(t) and the equilibrium state 2 

when 2 is an equilibrium point. If i is a limit cycle, the distance is the shortest distance 

from x(t) to any points on the limit cycle. 

3.2 A State-Space Model for a Bandwidth Sharing System 

After briefly describing the state-space modeling technique, now we are ready to present 

a state-space model for a bandwidth sharing system. 



3.2.1 Target System 

We are generally interested in the rate behaviors of flows in the Internet. However, the 

Internet is too big and has too many factors to be characterized by a single state-space 

model. To simplify the study, we choose a target system that is composed of a fixed 

number of flows that all use AIMD-based congestion control algorithms. To focus on the 

steady state congestion control algorithm, we ignore all timeouts and other components in 

a congestion control protocol, and we make no distinctions between retransmitted data 

and new data, and abstract all of them just as a data rate. In addition, we assume a single 

bottleneck link for all competing flows in the system. Figure 3.1 illustrates the target 

system of our study, in which N congestion controlled flows are competing for the same 

bottleneck link L, which has a fixed rate R and a limited queueing capacity B. 

Figure 3.1: A Bandwidth Sharing System 

Models for a network system can generally be divided into packet-based and fluid-based 

ones. A packet-based model uses packets as the basic units and the system's behavior is 

related to the detailed character of each packet, such as its size and timing information. A 

fluid-based model abstracts a system's behavior by rates, and thus ignores the 

information of various packet sizes and the packet interval times. In general, packet- 

based models are close to reality but are harder to use for any theoretical studies than 

fluid-based models. We choose to use a fluid-based approach because it requires fewer 

state variables. In later chapters, we address the quantization effect and randomness 

caused by packet sizes. 



To construct a model for the target system, we first divide it into a bottleneck subsystem 

and N AIMD rate control subsystems. We then locate the key factors in each kind of 

subsystem to determine the system state. 

3.2.1.1 Bottleneck Subsystem 

We abstract a bottleneck link as a leaky bucket that has a constant leak rate (the 

bottleneck rate) R and a bucket (the bottleneck queue) with a limited size B. The bucket 

fill-levelfE(t) is controlled by the leak rate and the input rate rs(t) to the bucket, which is 

the sum of input rates of all the flows to the queue. The equations for the evolution of fE(t) 

are summarized in (3.5). 

= m i n t  (t) - R,O) if fE(t) = B 

dj(t) 
-= r, 0) -R  if 0 <fl(t) < B 

dt 
dm) -- - m a t s  (t) - R, 0) if P(t) = 0 

dt 

A congestion signal is produced whenfl(t) = B and r,(t)>R . However, it is not necessary 

that every flow perceives the congestion signal. Determining which flow should perceive 

the congestion signal is not simple. In reality, some flows might be "unfortunate" and get 

their packet dropped when the bottleneck queue is full, while some flows do not. This 

random phenomenon happens in the taildrop queue, and could be exaggerated by some 

advanced queue management schemes [BCC+98] such as RED [FJ93]. We address this 

issue when we define the event trigger function h(x). 

3.2.1.2 AIMD Subsystem 

We view the AIMD rate controller of each flow in the target system as a feedback 

subsystem, which outputs a signal onto the network to probe the bottleneck state and uses 

the probe result to control the data output rate. This feedback subsystem is illustrated in 



Figure 3.2. An AIMD rate controller probes the network's state with the data it sends. 

Data packets travel from the sender to the receiver, and acknowledgments for each packet 

travel back from the receiver to the sender. The time from sending a packet to receiving 

its acknowledgment is the round-trip time (RTT). The RTT is important because it is the 

delay around the feedback loop. 

AIMD Rate 
Controller 

I 
I 
I 

Figure 3.2: AIMD Rate Control Subsystem 

We divide the RTT into three parts: the forward delay FD, the bottleneck queueing delay 

QD, and the backward delay BD (that is: RTT = FD + QD + BD). The forward delay is 

the time between the instant that a flow increases its rate to the instant that the increment 

starts contributing to the input rate to the bottleneck queue. The bottleneck queueing 

delay is the time that is taken by a packet to go through the bottleneck queue. The 

backward delay is the time between the instant that a congestion signal is generated at the 

bottleneck to the instant that the flow receives it. Since we assume a single bottleneck 

link, packets should only accumulate at the bottleneck and not at other links. Thus, both 

the forward delay and backward delay are composed by link propagation delays, and are 

therefore treated as constants in our study. Since the queueing delay is related to the 

amount of data in the queue, we simply let QD = fl(t)/R. 

Now we start to abstract the behavior of an AIMD rate controller. An AIMD rate 

controller limits the rate at which data is sent out on the network by using a congestion 

window. The congestion window size defines the maximum amount of outstanding data, 

data that has been sent but not yet acknowledged; hence, the amount that is sent out in 

one RTT. If no congestion signals have arrived at the AIMD controller, it should have 

received acknowledgments for all packets that were sent during the last RTT. An AIMD 

rate controller uses packet losses or explicit notifications as congestion signals. For 



details of packet loss detections, please refer to Chapter 2. Under the absence of 

congestion signals, an AIMD controller increases its congestion window size by a 

packets in every RTT (that is increasing its rate ri by a packets/R?T in every RTT); 

otherwise it decreases its congestion window by P times the current window size. 

Equation (3.6) and (3.7) summarize an AIMD controller's behaviors. 

When no congestion occurs (uncongested state): 

d q ( t )  a x  MSS -- - (3.6), 
dt RY. 

in which MSS is the packet size. 

When congestion occurs: 

With the above abstractions of the bottleneck link and AIMD controllers, the target 

system can be represented as a decentralized control system, whose behavior is controlled 

by N AIMD controllers and one bottleneck queue. The link between these distributed 

controllers and the key variables of the system is presented in Figure 3.3. Our studies of 

bandwidth sharing systems are based on this abstracted system. 

......... ........ .................................. - 
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Figure 3.3: The Bandwidth Sharing System with Key Information only 



3.2.2 System State 

The essential feature of the state of a state-space model for a system is that it contains all 

information about the past history of the system that is relevant to its future behavior. In 

the target system, the important information that captures the state of the system is the 

instantaneous transmission rate of each flow and the queue fill-level in the bottleneck 

router at any instant. Each flow adjusts its rate based on its current rate and the 

congestion signals from the bottleneck link, which are determined by the aggregated rate 

of all competing flows. Thus, the transient transmission rates of all competing flows and 

the queue fill-level of the bottleneck router hold all the history information that is 

relevant to determine the future behavior of the system. Therefore, we choose the 

transmission rate of every competing flow and the fill-level of the bottleneck router 

queue as the state variables. We use ri(t) to denote the transmission rate of flow i, andfl(t) 

to denote the bottleneck queue fill-level at time t .  For a system with N competing flows, 

the system's state at time t in our model is a vector x(t) = [ r ,  (t), r,(t),..., r, (t), fl(t)lT . 

The target system has a few other key factors that affect the system behaviors but are not 

counted as state variables because they are static or being assumed static by us. These 

factors are the bottleneck rate R, the queue size B at the bottleneck router, and the 

forward and backward delay between each sender and the bottleneck queue. In a real 

system, these factors might be varied by router software dong custom queuing or 

differential services. 

3.2.3 Differential Equations and State-Jumps 

Based on the above system state definition, we now present the rules that control the state 

evolution. We first look at the event trigger function h(x), and then discuss the functions 

g(x) andflx, u) for the system evolution with and without state-jumps. 



The event trigger function h(x) is not straightforward. As mentioned in subsection 

3.2.1.1, one issue that needs to be addressed by the trigger function is which flow 

perceives the congestion signal. We have a few choices on the selection of the trigger 

function. One choice is a pure deterrninistic approach in which every flow perceives all 

congestion signals. This choice maps to the reality when severe congestions happen. An 

alternative choice is using a random process that links the possibility of perceiving a 

congestion signal to the transient rate of the flow. The goal of building the model is to 

study the dynamic rate behaviors. This goal includes two tasks: understanding the system 

stability and understanding the interaction between controller behavior and its congestion 

perceptions. For the task of studying system stability, the first choice (every flow 

perceiving a congestion signal) provides an easy start. For the task of studying the 

interaction between rate and congestion perceptions, we can no longer assume that all 

flows perceive all congestion signals. In later chapters, we will show through experiments 

that flows with different parameters in their rate controller have different congestion 

perceptions. In this chapter, since the major theme is to use the state-space model to study 

the system stability, we decide to start with the simple assumption that every flow 

perceives a congestion signal whenever congestion happens. We will extend our model to 

more general cases and investigate the effects of these choices in the next two chapters 

using simulations and real-world experiments. 

The event trigger function h(x) also needs to address the effect of feedback delays on 

AIMD controllers. An AIMD controller will not back off continuously during queueing 

overflows at the bottleneck. Because RTT is an AIMD controller's feedback delay, an 

AIMD controller lets back offs happen no more than once in a single RTT period6. In 

addition, different AIMD controllers could perceive congestion signals at different times 

when they have unequal backward delays. 

For this delay issue, and since the backward delay could differ among flows, we define a 

separate event trigger function hi(x) for each flow i as: 



i(x) = 1 if Jl(t-BDi)=B, rS (t - BD) > R , and hi(o) is 0 for all o such that t-RTT<o<t 

otherwise. 
(3.8) 

This definition makes sure that, once the fill-level reaches its limit B and the total input 

rate from all flows r,(t) is higher than the link rate, the flow i receives a congestion signal 

after a delay BDi (indicated by the condition P(t-BDi)=B andrs(t - BD) > R).  The 

definition in (3.8) also makes sure that the flow receives at most one congestion signal 

per RTT, otherwise hi(o) would not be zero for all o such that t-RTT<o < t. 

Up to now, we know the trigger functions for all the state jumps. To define the functions 

that control the system behavior other than state-jumps, we want a function that indicates 

the absence of state-jumps. Therefore, we define a global event trigger function h(x). 

if all hi(x) = 0 (no state-jumps) 

otherwise 

When the event trigger function h(x) = 0, the system state evolution is under the control 

of differential equations, in which the evolution function f(x,u) is presented as the 

following: 

a, x MSq a2 x MS& aN x MSSN 
f (x(t),u(t)) = [ ... ,mints (t) - R,0)IT if jZ(t) = B 

R@(t) ' RGYt) ' ' R Z ( t )  
cr;xMSq a 2 x M S &  a N x M &  

f (x(t),u(t)) = [ ... ' S  r (t) - RIT if O<fE(t) < B (3.10) 
R@(t) ' ~ @ ( t )  ' ' R G ( t )  
q x M S q  a 2 x M S &  a; ,xMS& 

f (x(t),u(t)) = , max& (t) - R,O)lT if P(t) = 0 
R@(t) ' R@(t) ' ' R G ( t )  

ai x MSS, 
In f(x,,u), flow i increases its rate by , in which ai is the AIMD increment 

R T ~ ; . ~  (t) 

parameter of flow i, and RTTi(t) is its round-trip-time. Also in (3.10), 

This claim is right for TCP NewReno, TCP SACK, but it is not right for TCP Tahoe and TCP Reno. We 
make this claim because TCP NewReno and TCP SACK are the dominant flavors of TCP in the Internet 
today [PFO 11. 
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rS (t) =I fj (t - FDi), which is the total rate of all competing flows at the bottleneck,
i=1

where FDj is the forward delay of flow i. Notice that (3.10) is divided into three cases

based on the value of fl(t). When fl(t) is larger than zero but less than B, then the

derivative of fill-level can be either positive, zero, or negative. When it is equal to zero,

since the fill-level cannot become negative, the derivative of fl(t) can only be positive or

zero.

When h(x) is not zero, that means at least one state-jump happens. For every hlx) =1, we

have a state transition under the control of glx):

g i ([r1(t), r2(t),..., rN (t), fl(t)f) = [r1(t),..., (1- Pi)fj (t),..., rN(t), fl(t)f (3.11).

In (3.11), only flow i's rate is reduced by a factor of Pi and all other state variables of the

system are unchanged. This is the AIMD's rate behavior in (3.7).

The state definition in subsection 3.2.2 and the equations (and transitions) (3.8) ~ (3.11)

together comprise the state-space model for our target system.

3.2.4 Simulation

Figure 3.4 A Snapshot of a Simulink Simulation Block



Based on the state-space model presented above, we build a simulation for the target 

system using Matlab's Simulink toolkit [MATLAB]. The Simulink toolkit supplies 

building blocks to represent the differential equations, event triggers, and state jumps, 

which enable us to build a simulation according to our model. Actually the development 

of our model is motivated as an example of using the Simulink toollut to study computer 

applications. As an example, we show a captured figure of the simulation block of an 

AIMD rate controller in Figure 3.4. The full Simulink simulation based on (3.8) - (3.1 1) 

is available on [SIMU]. 

3.2.5 System Dynamics 

The goal of building the state-space model is to understand the dynamic rate behavior of 

competing flows in the network. The power of a state-space model is that it can help one 

visualize the dynamic behavior in its state space. In this subsection, we present some 

examples to demonstrate the geometrical representations. 

To make a step-by-step demonstration, we first apply the model to a system with a single 

flow, and then show the cases with two flows and N flows. 

In all the following examples in this section, we assume an equal backward delay for all 

competing flows. We also assume that every flow perceives the congestion signal when a 

congestion happens. Thus, all flows get synchronized congestion signals. We also assume 

identical AIMD controllers and the same forward delay for every flow in the system. We 

make such assumptions just to demonstrate the system behavior in simple environments. 

The reality has many more random factors that could cause more complex behavior than 

that presented in this chapter. We do not argue that the systems we show in these 

examples are realistic. On the contrary, we will discuss how realistic this assumption is at 

the end of this chapter, and we will extend our study to more complex cases in the 

following chapters. 

3.2.5.1 A System with a Single Flow 



For a system with only one flow, its system state is represented by a two-dimensional 

(2D) vector x(t) =[r(t), fl(t)lT. The state-space of the system is a two-dimensional space, 

and the system trajectory is presented in Figure 3.5, which is produced from a Simulink 

simulation with a SOKBIS bottleneck link rate and 1500B queue limit. 
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Figure 3.5 (a): Trajectory of a System with a Single Flow 

2000 
'systen state tr.fl1 - 

1 

Rate r (KB/S) 

Figure 3.5 (b): The Limit Cycle of a System with a Single Flow 

We show two figures of the system state. The first one, Figure 3.5(a), shows the system 

trajectory starting from the initial point (SOKBIS initial rate and 0 fill-level) and ending 



up following a limit cycle. The second one, Figure 3.4(b), shows just the limit cycle, 

which is the system state during its stable state. 

The state space figure in Figure 3.5(b) illustrates the significance of the state-jumps, 

which is the thin part of the limit cycle. Upon a state jump (congestion signal arriving at 

the AIMD controller), the flow's rate jumps from 74KBlS to 37 KBIS because this flow 

uses AWLD (1,1/2) as its controller. Compared to the thin line between the states before 

and after a state jump, the system states under the control of the differential equation tend 

to migrate gradually and are thus shown on the figure as the thick part of the limit cycle. 

Compared to a normal time-sequence saw tooth figure, the state-space trajectory 

illustrates the connection between the internal states of a system. For example, the system 

trajectory shows a few interesting aspects of the system. First, the effect of the feedback 

delay is clear in Figure 3.4(b). After the queue fill-level reaches its limit B, the AIMD 

controller still increases its rate until the congestion signal arrives at the AIMD controller. 

This behavior is indicated by the state evolution marked X in the figure, and this period is 

BD, which is the backward delay7. Similarly, after the AIMD controller receives a signal, 

it reduces its rate and this rate reduction will only arrive at the bottleneck after a delay 

FD. The state evolution during this period is the marked Y in the figure. 

The system experiences a period (BD+FD) of overflow before the queue fill-level goes 

down. In reality, this behavior can be alleviated by using the rule of packet conservation. 

The rule of packet conservation says that the sender should not send a new packet unless 

it knows a packet has successively left the network. In TCP congestion control, the 

packet conservation is implemented by using the arrival of acknowledgements as triggers 

for sending new packets. When a sender sends faster than the network capacity, it will 

notreceive acknowledgments in a rate that can match its sending rate (because packets 

are delayed or dropped in the network). By applying the packet conservation rule, the 

7 Notice here that the distance on the state-space plot doesn't indicate time directly. The trajectory is plotted 
by sampling the state every constant period. The number of sampling points on the state trajectory actually 
indicates the time period. 



sender would not keep increasing its rate once its acknowledgment rate cannot keep up. 

Thus the sender can avoid increasing its rate when its rate is already higher than the 

network capacity. Currently, our state-space model does not model the packet 

conservation rule for two reasons. First it is a rule that is independent of AIMD 

congestion control and some newly developed congestion control protocols do not use it 

[BBSFOl]. Second, a long feedback delay could still cause a rate increase and congestion 

over a long period. To model the packet conservation rule is one of our future plans to 

extend the state-space model. The effect of feedback delay creating a long congestion 

period motivates the deployment of active queue management approaches, such as RED, 

at the bottleneck queue. An early congestion signal can effectively reduce this overflow 

period. It may also reduce the average queuing delay, which shortens the feedback delay. 

In Figure 3.5(b), we plotted one more line, the link capacity line, in addition to the system 

state trajectory. Ideally, when the flow's rate is lower than the capacity, the bottleneck 

queue fill-level decreases. Once the flow's rate passes the capacity, the bottleneck queue 

fill-level increases. However, due to the same effect of the forward delay shown above, 

the changing of fill-level is actually delayed. We plotted a dotted line to indicate the 

system state at the time the fill-level changes from draining to filling. The distance 

between the bandwidth capacity line and the dotted line is caused by the forward delay. 

In a system with zero forward delay, the two lines overlap. 

3.2.5.2 A System with Two Flows 

For a system with two flows, the system state is represented by a vector x(t) =[rl(t),r2(t), 

jZ(t)lT. The system state is again plotted in the system's state-space. 

One thing we can see from the 3D system trajectory figure, Figure 3.6(a), is that the 

system state converges to a limit cycle. The proof of this dynamic stability is presented at 

the end of this section. 
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Figure 3.6 (a): Trajectory of a System with Two Flows 
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Figure 3.6 (b): Projection 1 of the System Trajectory 

More can be observed from this state-space plot. Since this system has two flows, the 

fairness of bandwidth sharing between the two flows is one aspect we are interested in. 

We make projections of the 3-D plots onto 2-D figures. If the 2 dimensions we choose to 

project to are the queue fill-level and a flow's rate, the projected figure, Figure 3.6(b), is 

similar to the single flow case. However, if we choose the 2 dimensions as the rates of 

both flows, we get a figure, Figure 3.6(c), of the relative progress of the two rates. We 



add a 45-degree line, called the fairness line, in this projection. Points on the fairness line 

indicate states in which the two flows have the same transient transmission rate. We can 

see that the two flows achieve a fair sharing of bandwidth in the system's stable state. 

The use of 2-D system state projections to show the fairness has became a popular way to 

show the TCP-friendliness aspect in some recent papers [BBSFO 1, YLOO]. 
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Figure 3.6 (c): Projection 2 of the System Trajectory 

3.2.5.3 A System with N flows 

For a system with N flows, its system state is represented by x(t) =[rr(t),r2(t), ..., rdt) ,  

jZ(t)lT. To present the system state in its state space, we need to overcome a representation 

problem: it is not easy to represent on paper clearly a plot with more than three 

dimensions. One solution to this problem is to use special graphics tools [WLG97] to 

draw high dimension trajectories on paper. Another one is to aggregate multiple 

dimensions to one as long as we are not interested in the individual state variables that are 

being aggregated. 
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Figure 3.7 (a): Trajectory of a System with Four Flows 

We design an aggregation technique to present the system state plot based on the 

assumption of synchronized congestion signals. If we focus on only one flow, we can 

merge the system state of the other flows as one, and we show that the aggregated 

behavior of a group of AIMD flows can be represented as an AIMD flow with different 

parameters. When we only care about the aggregated behavior as a whole rather than the 

behavior of each individual flow, we use the following way to aggregate competing 

traffic: 

Under the synchronized back oflassumption, N AIMD( a ,  P )flows can be 

viewed as one AIMD(N*a , P )flow in terms of aggregated dynamics. 

The intuition of this aggregation is that N AIMD flows would get N times the bandwidth 

of a single AIMD flow. Here we show an example of a system with 4 flows. We 

aggregate flows 2 to 4 to one flow using the above method, and plot the system state in 

Figure 3.7 (a)-(c). Figure 3.7 (a) and (b) show that the state trajectory converges to a 

limit cycle as shown in earlier examples. 



In Figure 3.7(c), the initial state is changed to the point at which the aggregated 

competing traffic holds zero bandwidth and the target flow has all the available 

bandwidth. The trajectory shows that the system state later stabilizes on a limit cycle that 

has an average sharing ratio 3:1, which is consistent with intuition. This result also 

indicates that an AIMD(N*a , P )  flow will get N times the bandwidth of an 

AIMD(a , ,8 ) flow under the assumption of synchronized congestion signals. 
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Figure 3.7 (b): Projection 1 of the System Trajectory 
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Figure 3.7 (c): Projection 2 of the System Trajectory 



3.2.5.4 Stable Limit Cycle 

Early examples have shown geometrically that the system state converges to a stable 

limit cycle. In this section, we present a theoretical proof of this dynamic stability. We 

state the goal of the proof in Theorem-1 first, followed by a brief proof. 

Theorem-]: 

When multiple A l M D  flows compete for a constant available bandwidth R, the system 

state, under the assumption of synchronized back off (with a common backward delay B D  

and a common forward delay FD),  and packet conservation, converges to a limit cycle 

that passes through the point P = [r, , r, , . - - , rN , BIT , in which 

BD a,MSS, FD a,MSSj 
where R ' = R + - x x  + - x C  

2 j;, RTT; 2 ,=I R T ~ ;  ' 

and the AIMD flows' parameters satisfj the following constraint: 

R  

i=1 Pi ~q~ ) < (BD + FD)  

When all the flows have the same AZMD parameters, MSS, and RTT, they get equal 

bandwidth share. 

We argue in Theorem-1 that the given limit cycle is stable. This proof is based on the 

assumption that a>O and O<P<l. The proof of Theorem-1 is in 3 steps. First, we prove 

that system trajectories from any point would have a series of cross points with the plane 

fl=B in the state-space. Second, we prove the trajectory starting from the point stated in 

Theorem-1 comes back to the same point, and thus it is a limit cycle. Third, we prove the 

crossing points of a trajectory with the plane get closer and closer to the point P in the 

Theorem-1, hence showing that is stable. We briefly present the idea of each step as 

follows, and a more detailed proof is in Appendix Al .  



In this step, we prove that, for any starting state X = [ r , ,  r2 ;.., rN,  $ l T  , the system 

trajectory starting from X intersects planefE=B again and again. 

N 

If X I ;  < R, according to (3.8), we know that no state-jumps happen no matter what 
i=l 

value$ has, and the system state is under the control of (3.10). Notice that for every flow 

. ai x MSSi 
z, >O, which indicates that ri keeps increasing. In addition, the increment 

RV. (t) 

a, x MSS, a,, x MSS,, 
is always larger than a positive constant , in which 

R ~ T ~ ~  (t) R n m x  (t) 

a~, ,=min[al ,  az, ..., aN] and R7T,,,,=max[FDI, F a ,  ..., FDN]+BD+BB. Thus we know 

r. > R .  Without state- t h a t z I ;  will continue to increase and eventually result in x , - 
i=l i=l 

N 

jumps, r; keeps increasing and thus $ increases. Eventually, the system arrives at the 
i =I 

N 

state X ' = [r,', r:, as., r; , BIT , which is a state on plane fE=B. Since x r;' t R and P=B, 
i=l 

state-jumps will happen until causing the system to leave the planefE=B and drop below 

it when O < , 8  < 1. If the system leaves the planeJE=B, the above process will be repeated 

again in future. 

To continue the proof, we divide the system migration along a trajectory to multiple 

rounds. The system state from any point would go across the plane $=B followed by a 

state-jump. We choose the state-jump as the end of each round. Thus, each round starts 

with a state just after a backing off upon a congestion signal, and ends with a state jump 

on the next congestion signal. 



This step verifies that the trajectory starting from the point P in Theorem-1 is a limit 

cycle. The way we prove it is to prove that the trajectory that starts from P comes back to 

P. The detailed derivation is presented in Appendix A. 1. 

As defined in Step-I, each round starts with a state just after a backing off upon a 

congestion signal, and ends with a state jump on the next congestion signal. We compare 

the distance of the system state at the beginning of every round to the point P in 

Theorem-1. If the distance is converging to zero, it indicates that the system state vector 

is approaching the limit cycle. Furthermore, we know if the system state ever reaches the 

above limit cycle, it will stay on it, unless there is noise to cause the system state to leave 

the limit cycle again. 

We assume that the system states of the flows start from a random initial condition 

P =[q $4'5 +L$,-. ;rN + A ~ , B J ~ ,  and the system states arrive at 

P" = [ r ,  +A:, r, +A; ,. - ., r, + A;, BIT after one more round. The position of the system is 

represented in a way to emphasize the distance from the one state to the point 

P = [r, , r,, - - a ,  r, , BIT . If we can prove that the distance A: in each dimension becomes 

smaller and smaller, then we know that the system state gets closer to P. 

To prove this, we first derive the following relationship between A: and AT: 



]=I 
In the Appendix Al ,  we prove that , < 1 when 0 < p < 1, which indicates that 

the distance to the limit cycle becomes smaller as time goes by. Therefore, as time goes 

to infinity, the distance to the limit cycle approaches zero. Thus, the limit cycle is stable. 

We have presented elsewhere that the trajectory of a system composed by a single AIMD 

flow is a limit cycle [SLW+OO]. Here by proving that the system state converges to a 

limit cycle, we prove that a system with multiple AIMD flows converges to a dynamic 

stability. However, this proof depends on the assumptions of all flows receiving 

synchronized congestion signals. 

3.3 Discussion 

In this chapter, we described a state-space model that combines differential equations and 

state jumps. We used this model as a tool to study the dynamic behavior of systems in a 

computer network. We made several assumptions in this model and here we present a 

brief discussion of them and some miscellaneous issues of the model. 

3.3.1 Linear versus Nonlinear Systems 

In this work, the state-space model is mainly for nonlinear systems that are linear most of 

the time but have additional state jumps driven by internal events. 

Even with only state jumps, the behavior of these systems can be quite different from the 

behavior of linear systems. Modeling techniques for linear systems do not fit these 

systems because they lack the global property of linearity. The stability of a nonlinear 

system in the neighborhood of an equilibrium point does not necessarily imply any global 



properties8. There may indeed be many equilibriums, some stable and others not, in 

which case there will be only a limited region of convergence (domain of attraction) 

around any equilibrium point which is locally asymptotically stable. Furthermore, there 

can be other nonlinear behavior, such as the persistent oscillations known as limit cycles, 

which constitute a type of dynamic equilibrium, rather than the static equilibrium points 

that are dominant in linear systems. One advantage of the state-space model is its 

geometrical representation. It can help us visualize the internal relationship among state 

variables, which is sometimes important for understanding the dynamics of the system, 

especially for nonlinear systems. 

3.3.2 Modeling Competing Traffic 

This chapter discusses the state-space model in a closed system that has no competing 

traffic from outside and thus has a zero input. 

In general, competing traffic can be divided into responsive and unresponsive flows. 

Responsive traffic adjusts its rate according to the congestion status of the bottleneck 

link, and thus should be counted as one of the flows in the system. For unresponsive 

traffic, the model can deal with competing traffic by modeling it as an input to the 

system. Only one modification to the model, the aggregate rate r,(t), is required in order 

to take such external competing traffic into account. With a non-zero input, the system 

state is then determined by the differential equation, state jumps, and the external input. 

In the following chapters, we show examples of extending the model with competing 

traffic. 

3.3.3 Assumptions about Congestion Signals 

- - - -  - 

Here the global property of linearity refers to the fact that the additivity property and homogeneity are 
globally applied in a linear system. Mathematically, let yl  be the output of XI, and y2 be the output of x2. 
Then the additivity property requires that yl+y2 is the output of xl+x2, and homogeneity requires that 
c*yl is the output of c*xl, where c is a constant. 



Early in this chapter we mentioned the complexity of generating congestion signals in the 

state-space model. Because events are very important parts of the state-space model, and 

congestion signals are the only events in the system, we believe it is worth discussing and 

recapitulating various assumptions made about congestion signal events. 

Traditionally congestion signals are classified as either synchronized or asynchronous, 

and universal or non-universal. For synchronized congestion signals, all flows receive the 

same congestion signal at the same time. For asynchronous congestion signals, all flows 

receive congestion signals at different times. For universal congestion signals, signal is 

delivered to all flows. For non-universal congestion signals, it is delivered to a specific 

subset of the flows. Furthermore, there may be variation in the signal propagation time. 

That is the delay from when the congestion event is generated to when a flow's controller 

receives the signal. The signal propagation is captured in the backward delay (BD) in the 

state-space model. 

Synchronized congestion signals are simply universal congestion signals with a common 

backward delay for all flows. Either non-universal congestion signals or different 

backward delays could cause asynchronous congestion signals. 

Research work on bandwidth sharing behaviors can be divided according to the 

assumptions made about the congestion signals. The simulation complexity, as well as 

how close the assumption is to reality, varies as the assumptions change. 

The most widely used and also the simplest assumption for congestion signals is 

synchronized back offs with a zero backward delay for all competing flows. It is used in 

the early study by Chiu and Jain [CJ89] before the design of TCP, and by many recent 

works on TCP-friendly congestion control protocols [BBOl, PKTK99, YLOl]. Early in 

this chapter we used a similar assumption with a non-zero common backward delay for 

all flows. 



In the following chapters, we study the bandwidth sharing behavior with asynchronous 

congestion signals. We first continue with the assumption of universal congestion signals, 

but permit the backward delay to be different across flows. With different backward 

delays, the congestion signals to all competing flows are no longer synchronized. 

After a study of the impact of different backward delays, we extend the assumptions one 

more step, so that each time a congestion happens some of the flows perceive the 

congestion signal and some not. The congestion signal distribution is controlled by a 

random process, which determines which flows get the signal based on their transient 

rates at the bottleneck and the congestion period. This random congestion distribution is 

becoming dominant as more and more random drop queues are deployed in the Internet. 



Chapter 4 

State-space Modeling Results and Analysis 

In Chapter 3, we described the state-space model and studied its stability under the 
assumption of universal congestion signals and common backward delays. In this 
chapter, we extend the model to more complex cases, such as situations with non- 
common backward delays, or with non-universal congestion signals. 

Based on the results in this chapter, we argue the following points about the bandwidth 

competition. These points are mostly about the fairness aspect among AIMD-based 

flows: 

i. Fairness is only important between flows whose lifetimes are long enough 

compared to the stable limit cycle period. 
. . 
11. Fairness during the stable state is partly determined by the AIMD parameters of 

all competing flows. 

iii. AIMD flows that are TCP-friendly under the assumption of universal congestion 

signals do not necessarily share bandwidth equally when congestion signals are 

non-univeral, because fairness is related to the congestion signal distributions, 

which in turn are related to the AIMD parameters. 

iv. The inherent oscillations during the stable state cause an unavoidable buffering 

delay for CBR applications. 

4.1 Fairness 

This section discusses the fairness implications (points i, ii, and iii) of the state-space 

model. The section proceeds as follows: We first review TCP-style fairness in the state- 



space mode1 with various feedback delays, and we then extend the study to the fairness 

between flows with different AIMD parameters. Both of these studies assume universal 

congestion signals. We relax this assumption at the end of this section by introducing 

non-universally distributed congestion signals and repeat the study of the fairness among 

AIMD flows. 

4.1.1 TCP-style Fairness 

In the current Internet paradigm, TCP ensures that flows share bandwidth equally under 

universal congestion signals when they have the same RTT. However, they do not share 

equally when they have different RTTs. We refer to this sharing behavior as TCP-style 

fairness. 
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Figure 4.1: Fairness between two TCPs with the Same RTT. 
(Universal Congestion Signals, Constant and Equal Signal Propagation Delay) 

We plot the system state trajectory to illustrate TCP-style fairness in the state-space 

model. The system here has two competing flows and both of them use (1, ?h) as their 

AIMD parameters. We first assume that every time the bottleneck queue overflows, each 

flow perceives a congestion signal after some constant backward delay. In addition, in all 

the following plot examples, we start with one flow (AIMD I) at a zero rate and the other 

flow (AIMD 11) with the maximum bottleneck bandwidth. We plot the system state in the 



state space until it achieves a stable position. Since the fairness aspect is the focus here, 

we only plot a 2-D projection of the state-space trajectory with the rates of flows as the 

two dimensions. 

Equal RTTs 

We start with the case of two flows having the same forward and backward delays. The 

resulting trajectory in Figure 4.1 is essentially the same as the result presented in section 

3.2.5.2: the system state converges to and oscillates on the fairness line. 

Although the system state eventually enters a limit cycle, it is important to notice that the 

system state takes a while to converge to the fairness line. For a flow with a lifetime that 

is too short to reach the stable state, both its average and transient rates are not equal to 

the fair share (the link capacity divided by the total number of flows). Therefore, it does 

not make sense to discuss the fairness for short-lived flows, or to claim they share 

bandwidth unfairly with other flows. We argue that the fairness issue is only interesting 

for flows that live long enough to attain stability. Further discussion of the time-scales for 

fairness is presented in Section 4.1.2. 

Unequal RTTs 

The above result is only for a system with two identical flows. We now extend it to flows 

with different RTTs. When two flows in the target system have different RTTs, they could 

have different forward delays (FD), backward delays (BD) or both. Here we only look at 

the cases of (I) different FDs with the same BD, and (2) different BDs with the same FD. 

Figure 4.2 and 4.3 show the trajectories of systems with universal congestion signals but 

different FDs and BDs respectively. Concretely, in Figure 4.2, AIMD-I has a looms 

delay, and AIMD-I1 has a 200ms FD. Both BDs of the two flows are set to 0. In Figure 

4.3, A m - I  has a looms BD and AIMD-I1 has a 200111s BD. Both FDs of the two flows 



are set to 0. In both systems, the two AIMD flows use the same AIMD parameters 

(1,112). 
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Figure 4.2: Fairness between two TCPs with equal BD but different F?D. 

0 
8 28 48 68 88 190 120 148 

Rate of  AIHD-I (FE0. BD=l08ns) 

Figure 4.3: Fairness between two TCPs with equal m> but different BD 
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The trajectories in Figure 4.29 and 4.3 indicate a few interesting points. First, they show 

that the TCP-style fairness is actually unfair for AIMD flows with different RTTs. This 

Point X on Figure 4.2 might surprise someone because the rate reduction seems to happen before the total 
rate hits the capacity. In fact, the two state variables in all these figures are the transient rates at the senders, 
not the input rates to the bottleneck. The latter are the former with forward delays, and the delays here are 
different. Although the sum of the current rates at the senders is lower than the capacity, the sum of their 
rates at the bottleneck input is higher than the capacity and causes the congestion. 



behavior is well-known in practice. In both 4.2 and 4.3, the sharing ratio between flows is 

inversely proportional to the square of RTT if congestion signals are universa~'~. Both 

Figure 4.2 and 4.3 show that the system state converges to the 4: 1 ratio line. 

Second, Figure 4.2 shows that, when the two flows have the same BD, they maintain the 

same bandwidth share ratio throughout the stable state, even though they have different 

RTTs due to the FD part. In contrast, Figure 4.3 shows that, when the two flows have 

different BD, they maintain the same bandwidth share only over a portion of the stable 

state. The ratio varies over a short time period during the stable state. Although both 

flows perceive the same congestion signal, the signal no longer arrives at the two AIMD 

controllers at the same time. Because of the asynchronous congestion signals, the 

resulting limit cycle on the 2-D projection is divided into parts, which are around the 4:l 

ratio line rather than on it. Because the system state jumps around the 4:l ratio line, the 

transient sharing ratio between the two flows actually varies during the stable state. This 

result also indicates the sensitivity of the bandwidth sharing ratio over different 

timescales. 

We conclude from these trajectories that AIMD flows with different RTTs share 

bandwidth unfairly. A difference between backward delays causes more complex 

stability behavior, and actually affects the transient sharing ratio during the stable state. 

In Chapter 5, we verify these sharing results using packet-based simulations and real 

world experiments. 

4.1.2 Fairness of Flows with different AIMD Parameters 

In this section, we extend the study in 4.1.1 with changes of AIMD parameters. We study 

the bandwidth sharing between two competing AIMD flows (AIMD-I and AIMD-11) with 

equal forward and backward delays but different AlMD parameters. AIMD-11's 

'O Here, we have RTT=FD+QD+BD. Since QD is relatively small compared to the value we set to FD+BD, 
we use FD+BD as the RTT to calculate the ratio between flows. This approximation causes the system state 
to stabilize close to but not exactly on the 4: 1 ratio line, as shown in Figure 4.2. 



parameters are always (1,112). We choose four sets of parameters for AIMD-I: (112, 112), 

(1, 1/5), (113, 115), (2, 415). The first set is chosen so that flows have a common P 
parameter with TCP but a different a .  The second set is chosen so that flows have a 

common a parameter with TCP but a different ,B . The last two sets have both a and P 
parameters different to TCP but based on the relationship (2.3) derived in [FHPOO, 

LSWO1, YLOO]. Here, we repeat (2.3) as (4.1) for easy reference. 

We let AIMD-I start with zero rate and AIMD-I1 with all the bandwidth, and plot how the 

system state converges to stability. The trajectories of the four systems are presented in 2- 

D projections in Figure 4.4 (a), (b) and 4.5 (a), (b), respectively. 

We can see from Figure 4.4 and 4.5" that AIMD parameters play an important role in 

determining the fairness at a system's stable state. 

In Figure 4.4 (a), the flow AIMD-I using a smaller a (112 in this example) than the 

AIMD-11's (1 in this example) ends up using less bandwidth. Similarly, from Figure 

4.4(b), we can see that a smaller P (115 in this example) causes a flow to get more 

bandwidth than the normal AIMD(1,112). 

Ideally, maintaining a relationship between a and P is a way to make an AIMD flow 

share bandwidth equally with a TCP flow even though it has different parameters than 

TCP. The TCP-friendly equation (4.1) is designed with this thought. 

" Because of the forward and backward delay, each flow tends to overshoot its rate. In sum, they have a 
higher transient rate than the bottleneck link capacity when the input rate at the bottleneck (the rate at 
sender after a forward delay) is equal to the capacity. Thus, the centers of the stable limit cycles in both 
figures are not on the capacity line but are actually higher than it. However, according to our 
measurements, both the centers are still on the fairness line, and thus the average share ratio between two 
flows over long time scales is equal. 
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Figure 4.4: Fairness between unfriendly flows. 
(a) AMD(1/2,1/2) andAIMD(1, 1/2), (b) AIMD(1,1/5) andAIMD(1,1/2) 
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Figure 4.5: Fairness between TCP-friendly flows. 
(a) AIMD(1/3,1/5) and AMD(1,1/2), (b) AIMD(2,4/5) and AIMD(1,1/2) 

Figure 4.5 (a) and (b) show two trajectories of systems that use two different sets of TCP- 

friendly parameters. Here the assumption about the congestion signal is still that it is 

universal and that all flows perceive it with a common backward delay. We can see that 

the resulting system states in both systems stabilize around the fairness line, although 

along different limit cycles. 



One interesting aspect of these two trajectories is that the stable states are almost always 

not on the fairness line except at their centers. This aspect brings back an early issue 

about the time-scale of fairness. Clearly, even after the system reaches the stable state, 

the bandwidth share ratio is almost always not fair over small time scales. Only when 

averaging the share ratio over a period longer than the period of the stable limit cycle, 

will a TCP-friendly AIMD flow have an average share equal to a normal TCP flow. 

With this result, we claim that fairness is only an interesting aspect for flows whose 

lifetime is longer than the time taken for the system to stabilize and to traverse the stable 

limit cycle at least once. Thus fairness among AIMD flows should be measured over a 

time-scale larger than the period of the stable limit cycle T specified in (4.2). This time 

value is usually many times a flow's RTT. Unfortunately, for most of today's web-traffic, 

the data content can fit in one or two packets, and thus they last about 3 R n s  (one for 

SYN and SYN+ACK, one for ACK and Data, and one for FIN and FIN+ACK). HTTP 

1.1 has started to use a persistent TCP connection to carry multiple short lived flows as 

one flow. However, the majority of H'ITP flows are still short lived due to the small size 

of the content transferred. This situation could change in the next few years due to the 

incremental deployment of multimedia data on the Internet. Until then, fairness is not an 

interesting aspect among these short-lived web flows. 

The period of the limit cycle depends on all participating flows' behavior. We derived the 

period of the stable limit cycle as in (4.2). This period is related to the parameters of all 

competing flows. For the details of the derivation, please refer to the derivations of 

(A1. 10) in the Appendix Al.  

When all flows have the same a , P , MSS and RTT, the period can be simplified to (4.3). 



This result indicates that systems with low feedback delay (BD+FD) traverse the stable 

limit cycle fast. So does a system with large a and small P parameters. Low feedback 

delay, large a parameters, and small P parameters, help to reduce the time-scale lower 

limit for measuring fairness. 

Remember that all the derivations so far are based on the assumption of universal 

congestion signals. In reality, this assumption may not hold. 

4.1.3 Fairness under Non-universal Congestion Signals 

In this section, we study the case of non-universal congestion signals, in which not all 

flows perceive the same congestion signal. Because of the relative complexity of non- 

universal congestion signals, we first describe the process of congestion signal 

distribution before discussing the model and results. 

Congestion Signal Distribution 

In real network systems, packet losses are used as congestion signals, but not all flows 

get packet losses during a period of congestion. The distribution of congestion signals is 

not universal among flows but has some randomness. The probability of a flow losing a 

packet due to buffer overflow depends on the number of packets of that flow arriving at 

the bottleneck buffer, which is proportional to the flow's sending rate. This behavior 

covers the majority of real world systems. As advanced techniques such as RED and 

ECN are deployed, a router process will select which flows will be sent congestion 

signals to. A simple policy would be to select flows randomly. Again, in this case, the 

probability of being selected would depend on rate. 



Based on this relationship between loss probability and transmission rate, we add a 

congestion signal distribution process to introduce some randomness into the state-space 

model. Concretely, we assume that the packet loss events are independent, and the chance 

of a flow getting a congestion signal is proportional to the amount of data sent by it 

during the period of congestion12. To simplify the discussion, we also assume that all 

flows use the same packet size (MSS). 

Our distribution process includes two subsystems, the loss trigger subsystem that 

determines when a packet loss happens, and the signal distribution subsystem that 

determines to which flow the lost packet is attributed. The two subsystems include 

several functions whose return values are all set to zero at the beginning of a congestion. 

In the following discussion, we assume that a congestion starts at time to, and describe all 

functions and their meaning one by one. 

We first look at the loss trigger subsystem, which uses the loss trigger function L: 

in which to is the start time of a congestion period, T is the time that a congestion has 

lasted so far, R is the bottleneck link capacity, ri(t-FDi) is the input rate at the bottleneck 

link from flow i at time t, and FDi is the flow i's forward delay. 

l 2  In real networks, the packet loss events are not strictly independent [P99], and flows could use different 
packet sizes. To verify the result in this section, we conduct real world experiments and present them in 
Chapter 5. Also, in real networks, a flow's packet loss rate is not exactly proportional to its amount of data 
transmitted during the congestion when the bottleneck uses tail-drop queue management. However, many 
recently proposed active queue management techniques, such as RED [FJ93] and BLUE [FKSS99], 
actually intend to enforce that congestion distribution be proportional to the data rate. 



The value of the loss trigger function L is actually the amount13 of packets lost from the 

bottleneck since the congestion period started. The factor [x r, ( t  - FD, ) - Rut is rT 
the total amount of data that has been dropped during the period T. Divided by the packet 

size MSS, it gives us the amount of packets that have been dropped during that period. 

The loss trigger function L determines when a packet loss happens. A packet is lost at 

time to, which is the time the congestion started. After that, every time L increases by one 

packet, it indicates that a new packet is lost. 

When the loss trigger function L indicates that a new packet loss happens, the signal 

distribution subsystem chooses one flow and attributes the packet loss to it. The 

distribution is based on a per flow probability function Wi(t+T), which is defined as 

follows: 

Wj(t)  is the weight used to calculate the chance for flow i to receive a congestion signal. 

The numerator I; ( t  - FDi)dt is the total amount of data that has arrived from flow i $+' 
N 

at the bottleneck during period T. The denominator ~ [ r ' ~  r,(t - FDj)dt ]  is the total 
j=l '0  

amount of data that has arrived at this bottleneck during the period T. The ratio of these 

two factors is the portion of the total traffic generated by flow i. We assume the chance of 

a flow getting a packet loss is proportional to the amount of data the flow sent during the 

congestion period. Therefore, the chance of a packet loss being allocated to flow i is 

proportional to the value of Wi(t+T). 

The loss distribution chooses one flow to experience a packet loss every time the loss 

trigger function L indicates a lost packet. The loss distribution process uses a uniform 

l 3  Notice here, the amount is not necessarily an integer but can include a fraction of one packet. 



random generator to generate random values between 0 and 1. The region [0: 11 is divided 

into N contiguous parts. At time t, a flow i would get a W, (t) size region between [0: I]. If 

the value generated by the uniform random process happens to be in flow i's region, then 

flow i loses a packet. 

One thing to remember is that the above process just determines the packet loss 

distribution. The congestion event trigger in the AIMD controller is still under the control 

of (3.8) described in Chapter 3, which takes RTT into account and limits the congestion 

signal to at most one per RTT. 

System Setup 

The congestion distribution process is the only component changed compared to the state 

space model presented in Chapter 3. After describing the extended congestion 

distribution process above, now we are ready to describe our target system. 

The goal of this study is to check the interaction between the AIMD controller's 

behaviors and the congestion signal distributions. We first choose a simple setup with 

only two AIMD flows in the system, and study the fairness between the two flows under 

non-universal congestion signals. Note two identical flows get the same distribution of 

congestion signals because they are symmetric with respect to the congestion distribution 

process. Therefore the interesting case is when the two flows have different AIMD 

parameters. We start with the case of two different AIMD flows, and at the end of this 

section, we extend the study to the case with more than two AIMD flows. 

We choose a setup such that all flows have the same RTT, and to simplify (4.4) and (4.3, 

we set the forward delays (FD) to be zero so that the backward delays (BD) are the same 

for both flows and are the dominant part of RTT. 

4.1.3.1 Fairness between two AIMD flows 



We start with two AIMD flows: AIMD-I (1,112) and AIMD-I1 (113, 115), and then we 

deal with a wider variety of AIMD flows at the end. 

Because of the randomness introduced in the congestion distribution process, the state- 

space trajectory no longer exhibits a clear limit cycle. We plot a 2-D projection of the 

system trajectory, with the rate of AIMD-I as one dimension, and the rate of AIMD-II as 

the other dimension. The trajectory is around the fair share line. However, it's difficult to 

tell from the figure whether the average sharing ratio between these two dimensions is 

equal to 1:l or not. 
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Figure 4.6: State-Space trajectory without a clear limit cycle. 
two different AIMD flows, non-universal congestion signals 

From the trajectory in Figure 4.6 and earlier results, we can see that bandwidth is not 

evenly shared over short time scales. However, it is unclear whether these flows share 

bandwidth evenly over long time scales either. 

Because of the lack of a visible limit cycle, we are left with two approaches to study the 

fairness among these flows. The first option is to extend the notion of stable limit cycle to 

include stochastic stability. The second option is to measure the sharing ratio among 

competing flows empirically. We are still working on applying stochastic control theory 



to the stability of bandwidth competitions, therefore we temporarily choose the second 

option. 

As mentioned before, we care only about the fairness at stability. The main difficulty 

with the empirical approach is that it is not possible to define exactly what constitutes the 

stable state or when it starts. The process of removing the transient part and letting us 

focus only on the steady state is called transient removal. The way we perform transient 

removal is to perform long running experiments and truncate the early part of each 

experiment. 

In each experiment using our Simulink model, we set the simulation time to 40 minutes. 

To measure the average throughput, we truncate the first half of the experiment, and only 

average the throughput of each flow in the second 20 minutes. Although we have no 

proof that the system reaches stability within 20 minutes, our experiment observations 

indicate that 20 minutes is long enough for the flows to adjust to a stable state if the 

system has stability when the RTT of each flow is only set to 50msec. 

The goal of measuring the average throughput is to tell whether the two flows have the 

same throughput. However, the signal distribution process involves a random generator, 

and it has an infinite number of seeds. It is not possible to get a perfect estimation of the 

real average throughput over all seeds. The best we can do is repeat experiments multiple 

times and get a probabilistic bound for the real average throughput over all seeds. A 

bound around the measured average is called a confidence interval, which indicates the 

range of the real average. It is a probabilistic bound because the size of the confidence 

interval relates to the level of confidence we choose, and the confidence level is usually 

represented by a percentage value. For example, a confidence interval of a 90% 

confidence indicates that the probability of the real average fit in the confidence interval 

is 90%. The size of the confidence interval also relates to the number of experiments. 

Increasing the number of experiments could reduce the size of the confidence interval. If 

the two confidence intervals of the throughput of the two flows are apart and have no 



overlap, it assures the two flows have different throughputs with the given confidence 

level. 

Fortunately, it is not necessary to repeat too many samples to get a high confidence 

probability. In this example, we repeat each study 10 times with different generator seeds, 

and get a 99% confidence14 that the average rate of the two flows are different. 

Figure 4.7 shows the average throughput measured in each experiment, and the 

confidence interval for the average throughput of each flow with 99% confidence. The 

result shows that the two confidence intervals do not overlap, and thus we believe these 

two flows have different average throughputs in average. This is the case in spite of the 

choice of a and p according to Equation (2.3) for TCP-friendly flows. 

Flous 

Figure 4.7: Average Throughput of two different AIMD flows 
Non-Universal Congestion Signals 

4.1.3.2 Fairness between multiple different AIMD flows 

In addition to the experiments with two flows, we perform the following experiments 

with 6 flows just to check the effect on a wide range of AIMD parameters. All 6 flows 

have different AIMD parameters: (113, 115) (213,411 I), (1,112), (413, 8/13), (513,517), and 

l4 The calculation of confidence interval is available in the Chapter 13 of [J91]. 



(2,415). We number them from flow-1 to flow-6. All the AIMD parameters of these 

flows are TCP-friendly according to Equation (2.3). 
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Figure 4.8: State-Space Trajectory without a Clear Limit Cycle 
Six different AIMD Flows, Non-universal Congestion Signals 

As in section 3.2.5.3, we plot a 2-D projection of the system trajectory shown in Figure 

4.8, with the aggregate rate of the flow-1 to flow-5 as one dimension, and the rate of the 

flow-6 as the other dimension. The trajectory is around the 5:l ratio line. However, it's 

hard to tell from the figure whether the average sharing ratio between these two 

dimensions is equal to 5: 1 or not. 

Figure 4.9: Average Throughput versus AIMD Parameters 



Since the signal distribution process involves a random number generator, we repeat each 

study 10 times with different generator seeds. We plot both the average rate of each flow 

in each run, and also each flow's average rate over multiple runs, in Figure 4.9. 

The result shown in Figure 4.9 contradicts our expectation of TCP-friendliness from 

equation (2.3). We know from section 4.1.2 that flows with different AIMD parameters 

do not get equal bandwidth share over short time scales, but do share bandwidth evenly 

over long time scales. However, this claim is under the assumption of universal 

congestion signals. In the result presented in Figures 4.7 and 4.9, flows with TCP- 

friendly parameters do not get equal bandwidth share. In particular, flows with larger a 

get more bandwidth in this example. 

According to recent literature [FHPOO, YLOO], building congestion control according to 

the equation (2.3) falls into a category of TCP-friendly congestion control. Now our 

study shows that TCP-friendly flows are not friendly to each other in the presence of a 

non-universal congestion distribution process. With more and more deployment of 

random drop queue management, we believe non-universal congestion distribution will 

become dominant. Thus we believe the non-universal congestion distribution process 

used in our simulations models reality more accurately than a universal congestion 

distribution process. 

We believe the contradiction comes from an unrealistic assumption in the derivation of 

TCP-friendliness. According to early research on TCP throughput [PFTK98] two flows 

should get about equal throughput if they have the same average packet loss rate. 

The derivation of the TCP-friendly relationship (2.3) is based on the assumption that the 

congestion signal distribution is independent of the behavior of the congestion control. In 

reality, this assumption is not true. To explain why the contradiction happens, we plot the 

congestion perceptions of each flow in the earlier experiments. Here we use two metrics, 

the packet loss probability of each flow, and the total amount of packet losses over the 

steady state. 
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Figure 4.10: Congestion Signals versus AIMD Parameters 
(a) Packet loss probability, (b) Total congestion signals over 20 minutes. 

Figure 4,10(a) shows the packet loss probability versus the AIMD parameters. As we 

expected, the perceived loss probability is not the same for all flows. Flows with a small 

a have high per packet loss rates and thus have lower throughputs (Figure 4.9) in this 

example. Figure 4.10(b) shows the total number of congestion signals (packet losses) for 

every flow. Although AIMD flows with larger a have lower per packet loss probability, 

they have higher throughput. As a result, the AIMD flows with larger alpha end up 

getting a larger total number of congestion signals. We conclude that the difference in the 

AIMD parameters makes a difference to their congestion signal perceptions, which in 

turn affects their average throughput. 

4.1.4 Discussion 

We conclude the study in this section with the claim that AIMD-based TCP-friendly 

flows do not necessarily share bandwidth evenly with each other even when they have the 

same RTT and MSS. Thus they are not friendly to each other. There are several follow up 

questions related to this result. 

The first question is, why they perceive congestion signals differently? The answer is that 

the congestion signal is distributed based on the flows' transient behavior. Details of this 

reasoning deserve some further study and is part of our future work. 



The second follow up question is: if TCP-friendly AIMD flows do not share bandwidth 

evenly, how can we predict their bandwidth share ratio? If we can predict the ratio, can 

we adjust AIMD parameters to achieve a desired ratio? 

The experimental results in this section are based on one particular setup. The sharing 

ratio could be changed when the mixing ratio of AIMD flows and TCP flows changes. 

However, this study is not to predict the exact ratio of each flow, but to expose the 

unfairness between TCP-friendly AIMD flows under the exact same environment. 

Furthermore, adjusting any flow's AIMD parameters could potentially change the 

occurrence frequency of congestion overall. We don't have a way to predict the precise 

rate share ratio, which is part of our future work. In the later chapters, we start to study 

this aspect, and try to make the AIMD parameters tunable to applications so that we can 

empirically adjust the parameters to check the sharing behavior among flows. That work 

is still in a very preliminary stage, and a thorough study of predicting the bandwidth 

sharing dynamics deserves considerable future work. 

The studies presented in this section only address a small set of the fairness related 

problems using a simple model. There are many more issues that are not covered by these 

studies. We briefly address two additional problems in this section. 

First, all study is about TCP-style fairness, but TCP-style of fairness is unfair. The TCP- 

style fairness is biased to flows with a short round-trip-time, whereas some other 

scenarios might prefer fairness regardless of RTTs. Thus, we briefly discuss other 

fairness paradigms in this section. 

Second, all study is based on our fluid-based model that does not have a notion of 

packets, and hence the granularity of measuring any state variable can be arbitrarily 

small. In real networks, this is simply not true. Data are sent in packets. The size of 

packets could be a factor that impacts the fairness among flows. In subsection 4.1.4.2, we 

discuss how packet size might affect our model. 



4.1.4.1 Uniform Fairness 

Here we make the case that a fairness model other than TCP-style fairness is required. 

One example scenario is a distributed first-man-shoot game that wants to give players 

equal advantage no matter what type of network connections they are using, or how far 

away they are from the server. We call the notion of even bandwidth sharing regardless 

of R?T, uniform fairness. 

When assuming universal congestion signals, we can actually tune the fairness of 

bandwidth sharing to achieve equal bandwidth allocation regardless of RTT by tuning the 

AIMD parameters. We extend TCP's throughput equation in (2.1) to a general case for an 

AIMD-based algorithm [LSWOI]: 

a ( 2  - p) * MSS 

2 P  RV*& 

Thus, if we adjust all competing flows' a parameters proportionally to the square of 

RTT, and leavep the same as the default ?h, then they can achieve equal bandwidth 

sharing regardless of their RTTs. 

In section 4.1.1, we have shown that a flow (AIMD-I) with looms RTT gets four times 

the throughput of a flow (AIMD-11) with 200ms. When both flows use normal 

AIMD(1,112), the result is shown in Figure 4.1 1. In Figure 4.12, AIMD-I1 uses (4,112) 

instead of (1,112) as its AIMD parameters. Both figures are produced under the 

assumption of universal congestion signals. 
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Figure 4.1 1 : Original TCP-style Fairness 
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Figure 4.12: Uniform Fairness 

Figure 4.1 1 shows the case where the bandwidth sharing result stabilizes around a point 

that gives a higher rate for the flow with a small RTT. Figure 4.12 shows the bandwidth 

sharing result from the same two flows in Figure 4.1 1 except the one with the longer RTT 

uses a larger a .  The resulting trajectory stabilizes along the fairness line regardless of 

the RTT differences, and thus uniform fairness is achieved. 

The derivation of (4.6) and the above experiments are based on the assumption of 

universal congestion signals. Under this assumption, we conclude that uniform fairness 

can be achieved by letting all flows adjust their a to conform to the following simple 

rule: 

in which C is an arbitrary positive constant, as long as all the flows use the same C. 

However, the assumption of uniform congestion signals is not accurate, as we have 

shown in 4.1.3. We will study the accuracy of (4.7) to achieve uniform fairness and how 

to compensate it through reaI world experiments in later chapters. The compensation 

could be in the form of adjusting the relationship between a and RTT, and could also be 

some adjustment to the p parameter. 



4.1.4.2 Quantization Effect 

The state-space model for AIMD flows is fluid based, and it assumes a flow can send at 

any available share of the bandwidth. However, TCP and many TCP-friendly congestion 

control flows do not have sophisticated rate control. They use round-trip-time as the time 

period over which to control their transmission rates, and they cannot send fractional 

packets in one round-trip-time. When the bandwidth share for each flow cannot map to 

an exact number of packets per round-trip-time, some flows round-up to more bandwidth 

than the ideal share and some flows get less. We call this round-off behavior a 

quantization efect due to packet sizes. 
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Figure 4.13: A Modified State-space with Only Valid Points 

Regarding the state space, this quantization effect limits the valid state spaces to some 

discrete points rather than the whole non-negative space used in our early work. A new 

state space for the model is illustrated in Figure 4.13. The system trajectory is no longer 

an arbitrary trace in the space but a series of transitions between these discrete points. 

As one can imagine, the distance between neighboring points is related to the packet size. 

The state space for a system with a small packet size exhibits denser valid points than one 



with large packet size. As packet size gets smaller, the valid state space gets closer to the 

space for the fluid-based model. 

To further study the effect of this quantization effect, either experiments in a real network 

or some extension to the state-space model are required. We plan to do the latter first in 

our future work. 

4.2 Buffering requirement for CBR interactive applications 

All the work so far shows that there are oscillations of the system state in a bandwidth 

competition system. This inherent oscillation during the stable state causes an 

unavoidable buffering delay for applications that use a constant bit rate (CBR). 

4.2.1 Buffering and Adaptations 

To study the impact of the dynamics of congestion control on applications, we have to 

make some assumptions about the application behaviors, because applications could have 

different preferences regarding the behavior of congestion control. Hence, this section 

presents the structure of our target application and how adaptation and buffering are used 

in this application. It then describes the relationships between various adaptation policies 

and their minimal buffering requirements. 

4.2.1.1 Application Structure 

Figure 4.14 describes our target application's structure15. It includes a data source (e.g., a 

video camera) and a data sink (e.g., a display) connected through the Internet. The sender 

side generates data on the fly and sends data to a congestion control protocol through a 

buffer. Data is transmitted over the Internet under the limit of a congestion control 

-- - 

l 5  We assume the application has only one-way traffic. A typical interactive application usually involves 
two-way traffic, which can be divided to two applications with one-way traffic but with tight dependency 
on each other. 



protocol and is put into a receiver side buffer. The data sink fetches data from the buffer 

and presents it to users. 

""'s Network Transmission Rate ", Application Playback Rate 

Figure 4.14: A QoS-Adaptive Application over the Internet 

The transmission rate over the Internet oscillates over time. To achieve a stable playback 

quality at the data sink, a receiver-side buffering policy and a sender-side adaptation 

policy are used in this structure. We assume that a constant playback quality of the 

application maps to a constant bit rate16. Thus, the users' preference of constant playback 

quality maps to the preference of a constant draining rate from the receiver-side buffer. 

The receiver delays the start of playback at the data sink side until enough data has been 

accumulated in the receiver-side buffer, so that the sink can keep playing even when the 

network transmission rate drops below the playback rate. As long as the network 

transmission rate can catch up before the receiver-side buffer reaches empty, the user will 

not perceive any network rate oscillation. Once the transmission rate is higher than the 

playback rate the buffer will start to fill again. 

Determining what data to send and how to fill the buffer is complex. Applications require 

smart buffer filling strategies so that all buffered data are useful to compensate for 

network rate drops in the future. Since buffer management is not the focus of our work, 

we simply assume that the application can fully utilize all the buffered data. Studies of 

l6 In reality, a constant quality could map to a variable bit rate [KW99], which will be more complex but 
will not invalidate the buffering delay derivation in this work. 



smart buffer management approaches can be found in recent research work [FLKP99, 

FR99, KWLGO 1, RHE99bl. 

To reduce the buffering requirements, the target application makes QoS adaptations to 

adjust sending rate according to the network transmission rate. We assume that the 

adaptation is fine-grain layer-based, and the application can adapt its rate closely to the 

network transmission rate. Several research works have shown ways of making fine- 

grained rate adaptations to the available bandwidth. For example, Jacobs et al. [.TI3961 

adapt encoding parameters according to the available bandwidth; Krasic et al. [KW99] 

propose a priority-based encoding mechanism and make a scalable rate adjustment for 

video streams; and more recently, Byers et al. apply a fine-grained rate adaptation 

[BLMO 11 to multicast environments. 

4.2.1.2 Ideal Adaptation 

QoS adaptations are used to compensate for long-term rate variations, and buffering is 

used to compensate for short-term rate variations. If the congestion control can sustain a 

constant long-term average, no QoS adaptation is required, and the buffering delay is for 

short-term variations only. If the congestion control varies the long-term rate, the QoS 

adaptation compensates for it. 

Ideally, QoS adaptation can always find the right long-term average rate of the 

congestion control. We call this adaptation policy ideal adaptation. According to our 

early study, the steady state of an AIMD congestion control algorithm is a limit cycle in 

the state space. This limit cycle in the state space maps to a saw-tooth shape rate 

behavior in the time domain. The QoS adaptation is ideal when we assume it knows 

ahead of time the rate of one saw-tooth in the future. Since it knows one saw-tooth in the 

future, it can choose the average of the next saw-tooth as its sending rate. Therefore it 

achieves a stable quality (in the next saw-tooth period) and maximizes the throughput. 

The buffering requirement for this ideal adaptation policy is the amount of data buffering 

required to smooth one saw-tooth of the network transmission rate. 



Discussing the ideal QoS approach is useful as a benchmark comparison for other 

approaches, even though it is not totally realistic to implement this ideal QoS adaptation. 

In reality, there are many QoS adaptation approaches that are close to the ideal 

adaptation. The discussion of these QoS adaptation approaches is out of the scope of this 

thesis. Readers can check the QoS adaptation work [KW99, LKWi-011 for details of 

other adaptation policies. 

4.2.1.3 Cost for the Ideal Adaptation 

This ideal adaptation might not be a preferred adaptation policy by applications. 

However, as an extreme case of adaptations, it exposes the minimal buffering 

requirement for maximizing the throughput. 

For other LLrealistic" policies, if they push the application rate to the upper bound of the 

network transmission rate achievable by congestion control protocols, they require at 

least the same amount of buffering as this ideal adaptation. This buffering cost is caused 

by the mechanisms that smooth out the inherent rate oscillation in the congestion control 

protocols. This buffering is required because the application does not want to oscillate its 

quality with the rate of congestion control (such as the rate variations within one saw- 

tooth). This buffering delay could be significant depending on the application's sending 

rate and round-trip-time. At some point, this buffering delay can become too high for 

interactive applications. We give a simple derivation for this inherent buffering 

requirement in Section 4.2.2. 

4.2.2 Buffering Requirement for AIMD Congestion Control 

In this section, we derive the minimal buffer requirement caused by the rate oscillation 

during the steady state of an AIMD-based congestion control protocol. 

4.2.2.1 Minimal Buffering Requirement 



To determine the buffering requirement for smoothing the rate oscillations, we need to 

describe how the rate of an AIMD-based protocol evolves along time. Figure 4.15 shows 

an AIMD flow with a playback rate R. For an AIMD flow, the achievable rate in a RTT 

is its window size divided by the RTT. The window size evolution of an AIMD flow is 

controlled by the algorithm stated in (2.2): if the window size before a back off is W, the 

achievable network transmission rate for this flow periodically varies from (1-P)*W I 

RTT to WIRTT. 
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Figure 4.15: Buffering Requirement of an AIMD-based Congestion Control 

With an ideal adaptation, the application playback rate is the average of the achievable 

transmission rate: 

W W 
R = (2--p-)I2 

RTT RTT 

The application fetches data from the receiver-side buffer at rate R, but the network 

delivers data to the buffer at the average rate of the saw-tooth shape during its steady 

limit cycle. Therefore, the data buffering required to smooth the rate oscillations in one 

saw-tooth is equal to the area of triangle Aabc in Figure 4.15, which is: 

1 
Aabc = - P x (-) x R x RTT (4.9). 

W S S  2 - p  

The details of the derivation are in Appendix A.2. 

From this simple derivation, we can see that the buffering requirement is related to the 

selection of AIMD parameters (a$). More importantly, this buffering requirement is in 

proportion to the square of rate and RTT, which is significant for high rate and long RTT 



applications. This result indicates that interactive applications with tight latency 

constraints might not want to fully utilize all the available bandwidth in order to avoid 

this buffering cost. This result also indicates that adjusting the AIMD parameters can 

change the buffering delay. Early study in this chapter shows that adjusting AIMD 

parameters can change the bandwidth share ratio between flows. From (4.9), we can see 

that the adjustment also has an impact on the buffering delay. 

With the amount of buffering indicated by (4.9), an application will have a stable 

playback quality within one saw-tooth period. If the bandwidth share is very stable and 

saw-tooth shape is evenly repeated along time, then the application keeps a stable quality 

all the time and utilizes its entire bandwidth share. 

Rate 

Figure 4.16: Buffering Requirement for Two Closely-spaced Back-offs 
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However, in the Internet, even a relatively stable bandwidth share would not produce a 

regularly repeating saw-tooth shape. In the state-space, that means the system stabilizes 

on a larger time scale than a single limit cycle. In the time domain, the saw-tooth back- 

offs come closely together for a while, and then spread sparsely for another while. With 

the ideal adaptation, the application changes its playback quality at every saw-tooth 

period. If the application prefers a more stable playback quality, it should buffer more 

data for the rate oscillations caused by closely spaced back-offs, at least to the stability 

timescale. 
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Figure 4.16 shows an example of two closely spaced back-offs. If an application wants to 

keep a stable playback quality when two back-offs happen closely spaced, the buffering 

requirement would be at most the area of triangle Adef, which is 
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Similar derivations can be applied to the buffering requirement that is used to smooth 

more than 2 closely spaced back-offs. 

4.2.2.2 Buffering Requirement for AIMD-based TCP-friendly Flows 

Early work [FHPOO, YLOO] has studied how to make AIMD-based congestion control 

friendly to other TCP traffic in the Internet. A simplified result from the TCP-friendliness 

study can be expressed as a constraint on its a and P parameters as shown in (2.3). With 

this a and p relationship, we can refine the buffering requirement to smooth the inherent 

oscillation of AIMD-based TCP-friendly congestion control as: 

a 
Aabc = - XR'XRTT' 

18MSS 

and the buffering requirement to smooth out two closely spaced backing offs as: 

9-a a 
Adef = (3 - 2 ~ )  ' Aabc = (-) ' x - x R' x R Z ~ - ~  (4.12). 

3+a 18MSS 



Chapter 5 

Real World Experiments 

The previous two chapters have addressed the dynamic behaviors of bandwidth sharing 

through a state-space model. While the modeling is important for understanding the 

impacts of AIMD parameters in theory, real world experiments are important for 

verifying the modeling result. As discussed in Chapter 3, the state-space modeling 

approach is based on a few simplifying assumptions, such as viewing flows as continuous 

fluids and assuming independent packet losses. In the real Internet, flows are delivered in 

terms of packets, and today, many routers are still using tail-drop queues, with which 

packet losses show strong inter-dependences. 

This chapter describes some experiments with competing flows in a real network 

environment. The goal of the real-world experiments is to verify the following aspects of 

the bandwidth sharing behaviors: (1) the timescale of fairness among AIMD flows, (2) 

the unfairness between TCP-friendly AIMD congestion control protocols, and (3) the 

possibility of adjusting AIMD parameters to achieve different share ratios other than 

TCP-style fairness. 

To conduct real world experiments of AIMD flows, we need to generate flows that use 

various AIMD parameters. Unfortunately, no available commercial operating systems 

support a general AIMD congestion control protocol other than TCP's AIMD(1,1/2). 

Thus we have to build a general AIMD congestion control protocol ourselves. We call it 

adaptive AZMD congestion control. 



5.1 Adaptive AIMD Congestion Control 

This section describes the adaptive AIMD congestion control protocol. We first address 

the motivation for building such a protocol, then we briefly describe the TCP congestion 

control implementation in the Linux kernel, and how it can be extended to produce an 

adaptive AIMD congestion control. 

5.1.1 Motivation 

In addition to the motivation of producing AIMD traffic in a real network environment, 

the adaptive AIMD congestion control protocol provides a more general and flexible 

congestion control framework. 

Recently, researchers proposed several TCP-friendly congestion control protocols 

[FHPJOO, TCPF, YLOO]. They are claimed to be friendly to TCP based on having the 

same average throughput over long timescales. Compared to the transmission rate of 

TCP's additive-increase multiplicative-decrease (AIMD) algorithm, these newly 

proposed protocols tend to result in a smoother transmission rate, which is good for 

delay-sensitive applications, such as video conferencing. 

The penalty for having a smoother transmission rate than TCP and competing fairly for 

bandwidth is that these TCP-friendly congestion control protocols respond slower than 

TCP to bandwidth variations. This limitation comes from the fact that congestion control 

protocols use data transmissions to detect congestion. In order to quickly probe the spare 

capacity, the congestion control has to adjust its rate quickly, which leads to a less 

smooth rate. If it adjusts its rate less frequently in order to preserve a smooth rate, it 

probes the spare capacity slowly. TCP-friendly protocols make this smoothness 

improvement by giving up some responsiveness. 

Indeed, the tradeoff between responsiveness and smoothness is controllable. TCP- 

friendly congestion control protocols can have quite different dynarnical behaviors 



[BBFSOI, LSWO1, YLOO] by tuning their parameters, such as the a and P parameters of 

an AIMD algorithm. For example, a TCP-friendly AIMD algorithm with a smaller a 

parameter tends to have a lower responsiveness but a smoother rate than an algorithm 

with a larger a parameter. 

Although the tradeoff is controllable, the current paradigm for building a TCP-friendly 

congestion control protocol is to choose an algorithm with a fixed set of parameters. This 

approach is referred to here as a static protocol. Using this approach, all applications, at 

least in the same category, must use the same algorithm. However, a static protocol 

cannot satisfy the preferences of all applications. A more flexible congestion control 

protocol is preferred in many scenarios. 

We build an adaptive AIMD congestion control protocol in the Linux kernel that exposes 

the AIMD parameters to user programs through the UNIX socket API. The flexibility of 

the adaptive AIMD congestion control protocol is shown via experiments presented later 

in this chapter. 

5.1.2 Implementation of Linux Adaptive AIMD 

Although TCP has a common protocol specification [APS99, MMFR961, its 

implementations and their performance vary widely due to TCP's complexity [PAD+99]. 

Most of the TCP implementations in Unix operating systems are derived from the BSD 

TCP code, which is very well documented in [WS95]. Our implementation of adaptive 

AIMD congestion control is based on the Linux TCP, which is implemented 

independently from the BSD TCP code. Unfortunately, there is no detailed 

documentation for the Linux TCP implementation. Therefore, we give a brief overview 

of the implementation of Linux TCP as well as our Adaptive AIMD congestion control 

protocol based on it17. 

" The Linux kernel we used is Linux 2.4.16. The TCP implementation of 2.4.x is significantly different 
from early Linux TCP implementations in 1.2.x, 2.0.x, and 2.2.x. A Linux 2.4.x kernel has a New Reno 
style of TCP with SACK option implemented. 



5.1.2.1 Kernel Implementation 

The Linux TCP implementation uses a snd-cwnd variable as the congestion window size 

for each TCP flow. The variable snd-cwnd is in units of packets, and TCP achieves its 

congestion control by limiting the value of snd-cwnd. The Linux TCP is event based, and 

snd-cwnd is updated upon either an acknowledgement (ACK) arrival event or a timeout 

event. Two algorithms are involved in the snd-cwnd updates. The TCP AIMD algorithm 

is related to the ACK arrival event, and the TCP Slowstart algorithm is triggered by the 

timeout event. 

TCP potentially adjusts the snd-cwnd value on the arrival of every ACK, either 

increasing or decreasing it. During the non-congestion period, Linux TCP increases the 

snd-cwnd by one packet after receiving every CWND number of ACKs, as indicated by 

the tcp-cong-avoid function shown in Figure 5.1. 

1702 static -inline- void tcp-cong_avoid(struct tcp-opt *tp) 
1703 { 
1704 if (tp->snd-cwnd <= tp->snd-ssthresh) ( 

/" Slow Start Ini-lease clbnd bk 1 for evzr! ACK "/ 
1705 if (tp->snd-cwnd < tp->snd-cwnd-clamp) 
1706 tp->snd-cwnd++; 
1707 ) else { 

/" Add~tit  e irvrrasc. CM rld = cw nd + licwnd "1 
1708 if (tp->snd-cwnd-cnt >= tp->snd-cwnd) { 
1709 if (tp->snd-cwnd < tp->snd-cwnd-clamp) 
17 10 tp->snd-cwnd++; 
1711 tp->snd-cwnd-cnt=O; 
1712 ) else 
1713 tp->snd-cwnd-cnt++; 
1714 ) 

Figure 5.1 Slow Start and Additive Increase (from linux/net/ipv4/tcp- input.^) 

When a congestion signal is detected, by either an ECN or a triple-duplicate-ACK, the 

Linux TCP makes the multiplicative decrease in the snd-cwnd in two steps. The first step 

occurs upon the detection of a congestion signal, and involves setting the variable 

snd-ssthresh to be half of the current snd-cwnd value. The second step happens when the 



Linux TCP detects the end of congestion, by either the end of congestion notification 

marks (ECN) or the advance of acknowledged sequences (in the triple-duplicate-ACK 

case). In both cases, the Linux TCP calls the function tcp-complete-cwr that sets 

snd-cwnd to snd-ssthresh. The code segments of the two steps are shown in Figure 5.2. 

1004 void tcp-enter-loss(struct sock *sk, lnt how) 

/ -- ihter I,c)\\ state (by 1:ClV 01 dupllcatcd A d \ )  
'- resct \\tl~re\h to h:ilf 
*/ 

1012 if (tp->ca-state <= TCP-CA-Disorder 11 
101 3 tp->snd-una == tp->high-seq 1) 
1014 (tp->ca-state == TCP-CA-Loss && !tp->retransmits)) { 
1015 tp->prior-ssthresh = tcp-current-ssthresh(tp); 
1016 tp->snd-ssthresh = tcp-recalc-ssthresh(tp); 
1017 } 
1018 

.. .. 

1 114 static inline u 3 2  tcp~recalc~ssthresh(struct tcp-opt *tp) 
1115 { 
1116 return max(tp->snd-cwnd >> lU, 2U); 
1117 
1118 ) 

... . 

I" Chdnpe i+indo\t, w e  to the \sthresh \;due. \~hrc,h I \  

' half 01 the o n p ~ n d l  T\t.~ndov 4 1 ~ e  
: / 

1519 static -inline- void tcp~complete~cwr(struct tcp-opt *tp) 
1520 { 
1521 tp->snd-cwnd = min(tp->snd-cwnd, tp->snd-ssthresh); 
1523 tp->snd-cwnd-stamp = tcp-time-stamp; 
1524 ) 

Figure 5.2 Multiplicative Decrease (from linux/net/ipv4/tcpjnput.c) 

Once we understand the TCP implementation in the Linux kernel, the extension to 

produce adaptive AIMD congestion control is straightforward. Instead of increasing the 



snd-cwnd value by one packet for a window advance, it is increased by a packets1s. 

Instead of reducing the snd-cwnd by half, it reduces it by P times. 

In the implementation of adaptive AIMD, TCP SlowStart and timeout are unchanged. At 

the transition between SlowStart and AIMD, the congestion window size is still cut by 

half regardless of what P value users set. Preserving this action unchanged regardless of 

the AIMD parameters guarantees that all adaptive AIMD flows have the same SlowStart 

behavior. A more flexible adaptive congestion control approach could include adjusting 

the SlowStart expanding ratio, or using MIMD with a small expanding ratio at the steady 

state as in SubTCP [KSS97]. 

5.1.2.2 Application Programming Interface 

To expose the a and p parameters to user level programs, we add two options: TCP 

AIMRALPHA and AIMDBETA to the Unix socket API. User programs can adjust the 

congestion control parameters through the socket option system calls. The APIs of these 

two socket options are shown in Figure 5.3. 

int getsockopt (int sock, 
int level, I* SOL-TCP *I 
int option, /* AIMD-ALPHA or AIMD-BETA *I 
void *value, 
socklen-t len); 

int setsockopt (int sock, 
int level, I* SOL-TCP */ 
int option, I* AIMEALPHA or AIMDBETA */ 
const void *value, 
socklen-t len); 

Figure 5.3: Socket Option API of the Adaptive AIMD 

In addition to the per-socket based adaptive AIMD system calls, we also introduce a 

system wide Adaptive AIMD interface through the Linux Proc file system [Linux]. Users 

'* The congestion window size is no longer an integer value, hence the rate limitation of the congestion 
control part is now based on its truncated integer value. 
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with root privilege can read and write the system wide AIMD settings by reading or

writing to the two proc files: /proc/ sys/net/ipv4/tcp _aimd_al pha and

/proc/sys/net/ipv4/tcp_aimd_beta.

To illustrate the effect of the parameter on the window size adjustments, we run a group

of adaptive AIMD flows with their parameters adjusted through the socket API, and we

capture their snd_cwnd migrations by periodically sampling the kernel status. Figure 5.4

shows a snapshot of the snd_cwnd migrations of two competing flows: AIMD(3,1/2) and

AIMD(1,1/2). It's clear that AIMD(3,1/2) increases its snd_cwnd value 3 times faster

than AIMD(3,1/2), whereas they back off their snd_cwnd in the same ratio. Also we

notice that both flows do not back off synchronously, and since AIMD(3,1/2) gains more

bandwidth, it experiences more congestion signals than AIMD(1,1/2) during the period

shown in Figure 5.4. We will address the impact of this issue in more detail in latter

experiments.
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Figure 5.4: Congestion window size of an Adaptive AIMD flow and a normal TCP flow

We plot the congestion window migrations of more mixed flows in Figure 5.5. We plot

the congestion window of AIMD(3,1/2), AIMD(1,1I2), AIMD(3,4/5), and AIMD(1,4/5)

to show the impact of both parameters to verify the correctness of our implementation.
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As expected, AIMD(3,1/2) and AIMD(3,4/5) have the same increment pace, but a

different back off ratio. So do AIMD(1,1/2) and AIMD(1, 4/5).

AIMD(3, 1/2)
AIMD(1, 1/2) ---j(--.
AIMD(3, 4/5) - - -JIf --.
AIMD(1, 4/5) m--{3-m_.

3000

Time

3050 3100

Figure 5.5: Congestion window of more Adaptive AIMD flows

All the results shown in Figure 5.4 and Figure 5.5 indicate that the Linux implementation

of the Adaptive AIMD behaves as we expected. With this implementation, we can

generate various AIMD flows in our real network test-bed, and conduct experiments on

the bandwidth sharing dynamic among AIMD flows.

5.1.2.3 Discussion

The major reason to expose the AIMD control parameters to user space is to measure the

effect of AIMD parameters on the bandwidth sharing dynamics. However, this approach

potentially lets users produce flows that are more aggressive than TCP since a can be set

large and J3can be set small. We are aware of this danger. However, we do not think it

introduces any more danger than the already available UDP interface. Furthermore, we

recommend an alternative user interface, in addition to the above API in Figure 5.3, in

which the relationship between a and J3can be constrained appropriately, to provide a

safer use of the adaptive AIMD congestion control. This alternative interface is called

TCP-friendly AIMD congestion control, which only exposes one parameter, such as a, to
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the user space. Whenever the a parameter is adjusted, the P parameter is adjusted 

according to some "TCP-friendly" rules, such as (2.3). Some of the experiments in this 

chapter verify the effect of this "TCP-friendly" parameter adjustment. 

5.2 Experiment Setup 

With the development of the Linux adaptive AlMD congestion control protocol, we 

perform a study of the bandwidth sharing behavior among AIMD flows in a real network 

environment. 

The experiments are conducted in a controlled network environment, which is a Linux 

2.4 test-bed that simulates a WAN network. In this environment, we can control the 

number of flows, the position of the bottleneck, and the bottleneck capacity (including 

rate, delay, and buffer space). All our experiments use a single common bottleneck with 

FIFO scheduling. 

Figure 5.6: Network Topology 

The network topology is shown in Figure 5.6. Each node in the figure is a separate Linux 

machine. Two of the Linux machines, S1 and SZ, are traffic senders. The machine Dl is 

the receiver of all the traffic. The two machines in the middle, R1 and R2, act as routers 

by running NISTNet [NIST], a network emulation program that allows the introduction 

of additional delay and bandwidth constraints on the network path. Router R1 is used to 

introduce additional delay to flows. We control R1 so that it can introduce different delays 

to various flows if required. Router R2 is used as a common bottleneck for all flows, and 

by default, it uses a tail-drop queue management approach. 



In our experiments, we use a flow-generating tool called flowpair [FP] to study the 

impact of the AIMD parameters on performance aspects, such as the flow's throughput. 

Flowpair generates a group of flows from the source machines, S1 and Sz, to the 

destination machine Dl. It exposes control knobs of the AIMD parameters for each flow, 

and indicates the relative progress of each flow by showing the amount of data delivered. 

5.3 Experiments and Results 

In this section, we describe details of our experiments and their results. The first question 

we try to answer is: In what timescales should we measure the throughput in order to 

judge the inter-flow fairness? We answer this question by showing the bandwidth share 

ratio of identical flows in different timescales. The second question we try to answer is: 

Do theoretically fnendly AIMD flows share bandwidth evenly with TCP flows as 

predicted by (2.3), or do they share bandwidth unevenly as predicted by the simulation in 

Chapter 4? In the experiments, we adjust the AIMD parameters of the competing flows 

and show the bandwidth share ratio. We also take measurements of the congestion events 

experienced by competing flows. The third question we try to answer is: Can we tune the 

AZMD parameters to produce a different share ratio? For example, can a flow be 

adjusted to compensate for the TCP RTT bias and achieve the "unifonn fairness" 

behavior introduced in section 4.1.4? The following sections address these three 

problems. 

5.3.1 Fairness Time-scales 

The goal of the experiment in this section is to see the effect of the measurement 

timescales on bandwidth sharing fairness. In chapter 4, the theoretical study shows that 

the limit cycle period is a minimum measurement timescale, even under the circumstance 

of identical AIMD flows. Measurement in a timescale smaller than the limit cycle period 

would lead to an unfair share ratio. 



We measure the bandwidth share of each flow in various timescales. To compare the 

measured fairness among different timescales, we use the following fairness index: 

in which N is the number of flows, T is a measurement timescale, and xi(T) is the 

bandwidth share of the i-th flow measured in the timescale T.  The fairness index F(T) is 

a value between l/iV and 1. When the bandwidth share is extremely unfair, for example 

only one flow gets all the bandwidth and other flows get nothing, the value of F(T) is 

equal to IN. As the bandwidth shares of flows get closer, F(T) increases. And when the 

bandwidth share is perfectly even among competing flows, F(T) is equal to 1. Our 

experiment is to see how the timescales affect the fairness index. 

Measuring the bandwidth share ratio between two competing flows is not simple. The 

share ratios vary from one experiment to another even with the same setup. Many 

components of the test-bed use a random process in their control, for example, the 

Ethernet backoff timer and the random queue drop selection. These random processes, 

plus the randomness introduced by the CPU scheduler, prevent the system from 

generating exactly the same packet output at the millisecond level from multiple flows. 

The behavior of TCP congestion control is sensitive to the timing and order of packet 

deliveries. To compensate for this randomness and noise, every experiment has to be 

repeated multiple times, and the mean value and the standard deviations of all 

measurements are presented. 

From the average behaviors, our result shows that measuring in timescales longer than 

the theoretic limit cycle period can give an approximate fairness, while measuring in 

timescales shorter than the limit cycle period leads to obvious unfairness. 



5.3.1.1 No Perfect Even Share 

Rate of flow-1 (KB/S) 

Figure 5.7: The System Trajectory Monitored in a Real Network 

We first run only two competing flows, and measure their bandwidth share ratios. In this 

experiment, the bottleneck link bandwidth is set to lMB/S, the bottleneck queue size is 

set to 33 packets, the round-trip-time is 50ms, and the packet size (MSS) is 1500 Bytes. 

Theoretically, the system stabilizes on a limit cycle, and the limit cycle period is 300ms 

according to the following equation (5.2). This equation is derived from (4.3) combined 

with the conditions of a = 1 and P=0.5. 

-X- R2T 3 N + -  T = -  
MSS 2 

We plot a part of the system trajectory in Figure 5.7. Because of the packet granularity 

and other factors discussed in Section 4.1.4, the trajectory is not as clear as the one in 

Figure 4.1. 

Since we don't have the ability to extract out visually the shape of the trajectory, we go 

ahead to measure the fairness directly using the fairness index in (5.1). All the 

measurements are started 20 minutes after the flows have started sending data, to truncate 
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the flow startup behavior, as we did in section 4.3.1.1. In this experiment, the bottleneck

rate and the bottleneck queue size are carefully chosen to make sure all flows are running

in AIMD steady state and thus that we are measuring AIMD flows rather than the TCP

slowstart. During the experiments, we monitor the timeout behaviors, and make sure no

timeouts happen. We study the impact of timeouts in later experiments in a severe

congestion scenario.

The measurement timescales we choose are from 20ms to 2000 seconds, which covers

the lifetime of most Internet flows. For each timescale measurement over each time

period is repeated multiple times, evenly distributed over the flows' lifetime19. In the

experiment result, we show 100 samples for each selected timescale.

0.4
0.01 0.1 1 10 100 1000

Timescales (See)

Figure 5.8: Fairness for two identical competing flows in different timescales

The bandwidth share measurement is conducted based on the traffic captured in the

output of the router R2. For every selected timescale r, the number of packets of each

flow is counted as xl r), which is fed into the equation (5.1) to calculate the fairness index

F(r).

19Since all measurements are for one connection, they are not really independent measurements. We think
it is still appropriate because the goal of the measurement is to check the effect of measurements of the
same object over different time scales.
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The result of the fairness index versus various timescales is presented in Figure 5.8, 

which shows uneven share ratios over all time scales. The fairness index gets closer to 1 

as timescales increase. However, the bandwidth shares between the two competing flows 

are never perfectly equal, even in the timescale of 2000 seconds. This result indicates that 

the notion of TCP-friendliness is not meaningful if it is defined as exactly even share of 

bandwidth. In real systems, fairness among competing flows is a notion based on a 

statistical average, not deterministic one. 

The fairness index of the two flows is bounded between 0.5 and 1, which might be too 

narrow to show the differences resulting from different timescales. We repeat the above 

experiment twice, with 20 flows and 200 flows respectively. The experimental setup is 

the same except that the bottleneck rate and the bottleneck queue size increase in 

proportion to the flow numbers (10MBIS and 330 packets for 20flows, and 100MB/S and 

3300 packets for 200 flows). The reason for these adjustments is to keep the same 

average share for all flows in all three experiments for easy comparison. The results of 

fairness index versus timescales for 20 and 200 flows are shown in Figures 5.9 and 5.10 

respectively. 

Figures 5.9 and 5.10 show that the fairness index is not equal to 1 even over very large 

timescales, as shown by Figure 5.8. When more flows are used, the effective range of the 

fairness index expands, and thus Figures 5.9 and 5.10 show more unfairness over small 

timescales, where we expect unfairness. 
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Figure 5.9: Fairness for 20 identical competing flows

Figure 5.10: Fairness for 200 identical competing flows

5.3.1.2 Fairness over the Theoretical Limit Cycle Period.

Although we know that the theoretical limit cycle doesn't match the real system limit

cycle, we still want to check whether the theoretical limit cycle period can be used as a
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guidance (at least as a lower bound) for choosing the right measurement timescales,

because intuitively the real limit cycle period should be longer than the theoretical one.

It is hard to judge what timescale is the cutting line between good and bad measurement

timescales, because the fairness index is not 1 even with very large timescales. We decide

to compare the fairness index measured in the theoretical limit cycle period to the fairness

index measured in the largest timescale (2000 seconds) used in our experiments.

We repeat the experiments of 20 flows with RTTs equal to 5ms, lOms, 20ms, 50ms,

lOOms,200ms and 500ms respectively. The corresponding theoretical limit cycle periods

of these RTTs are 30ms, 60ms, 120ms, 300ms, 600ms, 1200ms, and 3000ms, We plot the

mean fairness index measured in the theoretic limit cycle period T, as well as the one

measured in T/2, T/IO, and 2000 seconds. The result is shown in Figure 5.11.
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Figure 5.11 shows that F(T), the mean fairness measured in the theoretical limit cycle T,

is very close to the fairness index measured in the maximum timescale we used, whereas

the measurements in T/2 and TIlO are much less fair than F(T). Therefore, although the



system has a more complex trajectory than the one in our model, the limit cycle period T 

is still a good guideline for choosing the measurement timescales. 

5.3.1.3 Discussion 

The results from this section indicate that bandwidth shares among identical flows are not 

strictly equal even over large timescales. The round-trip-time and the number of flows do 

not change this result. The exact causes of this uneven sharing behavior are still unclear 

to us. Recent studies [PA02, VOO] of this problem using control theory and complex 

system theory hint that the bandwidth sharing among packet based flows might be subject 

to the butterfly efiect, and thus a small disturbance, such as the end system interrupt 

timer, can significantly change the system's exact behavior. However, fairness measured 

in the theoretical limit cycle timescale is still close to fairness in the large timescale. This 

result indicates, although does not prove, that the average behavior is close to the 

theoretic predictions. 

In the following experiments, we decide to use a fixed timescale, 1000 sec, to measure 

fairness. This timescale is guaranteed to be larger than the theoretical limit cycle period 

in all our experiments. Plus, most of today's long lived flows are in the order of tens of 

minutes, which is about this selected timescale. Friendliness or Fairness is then judged by 

comparing the bandwidth share ratio measured in this timescale. 

5.3.2 Share among "TCP-friendly" AIMD flows 

The intention of the experiments in this section is to verify the impact of "TCP-friendly" 

AIMD parameters on the throughput and the sharing ratio of competing flows. 

Recent studies [PFTK98, PFTK99, NSTOO] of TCP show that a few factors have a 

significant impact on a flow's throughput. These factors are: 

Number of congestion signals (ECN or triple-dup-ACK) experienced by a flow, 



Number of timeouts experienced by a flow, 

The socket buffer size. 

The values of these factors2', as well as their impacts on a flow's throughput, depend on 

the experimental scenarios, including the bottleneck rate, RTT and the bottleneck buffer 

capacity. For example, if the bottleneck's rate-delay product is larger than the sum of the 

receiver-side socket buffer sizes2' of all competing flows, then only the flow control of 

all the competing flows matters. If they have the same socket buffer size, they share 

bandwidth evenly no matter what congestion control parameters they use. Therefore, for 

the scenarios where congestions seldom happen, AIMD parameters do not affect the 

throughputs of competing flows and their bandwidth share ratio. 

In this chapter, we only study scenarios where congestion happens at least occasionally. 

Therefore, we ensure that the socket buffer of any flow is large enough, so that the 

congestion control protocol determines the bandwidth share ratio. 

The impact of AIMD parameters on the bandwidth competition would is through the 

measured bandwidth share ratio, the link utilization, and the number of congestion signals 

and timeouts. Here we refer to every group of ECN packets or duplicated ACKs that 

cause a congestion window back off as a congestion signal event. We refer to every TCP 

retransmission timeout that triggers TCP Slowstart as a timeout event. In our 

measurements, the congestion signals do not include timeouts. 

Both congestion signal and timeout events are important to determine a flow's network 

rate behavior. Timeouts become especially significant in the heavily congested scenarios. 

20 The socket buffer sizes in most systems are static, so their values are not affected by the running 
scenarios. However, some recent research [SMM98, GKLW021 has proposed automatic socket buffer 
tuning. Therefore, it is possible that this size is also dynamically changing according to the running 
scenario. 

By default, TCP's socket buffer size is set to 64KB in Linux 2.4. For the typical 1550 Bytes MTU size 
(1448 Bytes application data), this buffer size is about 45 packets. Because of flow control, TCP's 
congestion window size will not increase over this buffer size limit. Once TCP's congestion window size 
reaches 45, the TCP flow control would be the only mechanism that controls the transmission rate. Thus, 
by default, TCP's maximum congestion window is 45 packets. 



However, every timeout event triggers a Slowstart, which is not modeled in our 

simulation and modeling work in Chapters 3 and 4. Since we want to verify the result 

from our simulations, and we want to cover as many congestion scenarios as possible, we 

divide all the experiments into two scenarios: I) light congestion, and 11) severe 

congestion, so that we can avoid mixing the effect of timeouts and congestion signals. 

We control the network setup to ensure zero timeouts happen in the light congestion 

scenario, so that it can be used to verify the siinulation results in Chapter 4. The severe 

congestion scenario is designed to study the impacts of timeouts. 

The difference between light and severe congestion is the buffer capacity of the 

bottleneck router. In the light congestion case, the bottleneck buffer capacity is set to 

20*N packets, where N is the number of competing TCP flows. We choose 20 packets as 

the average window size per flow, because 20 is about half of 45 packets, which is the 

default socket buffer size. A 20 packet average window gives a flow's congestion control 

a large range of actions for expanding or contracting without giving control to the flow 

control. In the severe congestion control case, we set the bottleneck router's buffer 

capacity to 5*N packets, so that the congestion control of each flow has only a small 

range for adjusting its congestion window, and the window size is very close to its initial 

window size. Timeouts are more likely to happen with a small window size. 

Each running scenario is further divided into two sub-cases based on the queue 

management schemes used in the bottleneck router. The two queue management schemes 

are a tail drop queue and a random drop queue with ECN support. We discovered that the 

two queue management approaches correspond to the two different assumptions about 

congestion signal distribution that we made in our simulations in Chapter 4. The tail-drop 

queue case corresponds to the assumption of universal-congestion, whereas a random- 

drop queue corresponds to the non-universal congestion signal assumption. 

All flows in this section use the "TCP-friendly" equation (3.1). Because this equation 

controls the relationship between a and J3, a single one of the parameters can determine 



the flow's behavior. In this section, we choose to use TCP-friendly AIMD(a) to represent 

the "TCP-friendly" AIMD(a,P) flow. 

The result of our experiments indicates that the impact of AIMD parameters is different 

in the light and heavy congestion, and between the two queue management schemes. 

Here we briefly summarize this result, prior to presenting the details of the experiment 

results. 

When the congestion is not severe, in the sense that timeouts seldom happen, the 

theoretical TCP-friendly AIMD flows get bandwidth equal to normal TCP flows 

under tail-drop queue management at the bottleneck. Under the severe congestion 

with a random-early drop queue, the theoretical TCP-friendly AIMD flows get 

bandwidth shares that are not equal to those of normal TCP flows. Specifically, 

the AIMD flows with a smaller a get less bandwidth than the ones with a larger 

a .  This result matches our simulation result that the TCP-friendly relationship for 

a and p is accurate only with universal congestion signals (with tail drop queues), 

and is not accurate with non-universal congestion signal (with random drop 

queues). With more and more deployment of active queue managements, the 

latter case will be the dominant one in the future. 

When the congestion is severe in the sense that a lot of timeouts happen, the 

theoretical TCP-friendly AIMD flows get unequal share compared to a normal 

TCP flow. AIMD flows with larger a tend to get more bandwidth. Since the 

buffer capacity is very limited in the severe congestion case, the random drop 

queue with ECN and the tail drop queue produce the same results. Our theoretical 

studies do not cover this scenario, since the behavior is dominated by TCP's 

Slowstart algorithm, which we did not model. This result indicates that timeouts 

are important when modeling severe congestions, and is an area for future 

research. 

5.3.2.1 Two Flows 



We start with a system that has only 2 flows: one normal TCP flow, one TCP-friendly 

AIMD(a) flow. To show the impact of AIMD parameters, we choose a group of different 

TCP-friendly AIMD(a) flows and measure their bandwidth sharing behavior with a 

normal TCP flow. The a parameters we chose for the experiments range from 0.2 to 2.8 

with 0.2 as the step increase22. 

We measure the bandwidth share ratio between the TCP flow and the TCP-friendly 

AIMD(a) flow, the link utilization, the congestion signals, and the timeouts in each 

running scenario. The bandwidth share ratio is measured over a timescale of 1000 

seconds. We do not use the fairness index here because it can not tell us which flow gets 

more bandwidth, whereas the bandwidth share ratio can. The link utilization is measured 

as the percentage of the bottleneck rate that represents application level throughput. The 

number of congestion signals and timeouts are measured in the kernel TCP stack. No 

matter how many duplicated ACKs or ECN packets it receives, every time a flow backs 

off its window we count it as one congestion signal event23. This behavior corresponds to 

TCP NewReno, which is the one used in these experiments. Every time a kernel TCP 

retransmission timeout happens and triggers a Slowstart, we count it as a timeout event. 

The congestion signals and timeouts are presented in the results by the average number of 

events in every 10 seconds period24. 

Due to the limited time to perform experiments, we repeated each measurement 20 times. 

As a result, the experiment takes 6 days for each running scenario. We present the mean 

and the standard deviation of each set of measurements in the results. The results are 

presented in Figures 5.12 - 5.20. 

22 We choose this range between 0 to 3 because (1) a is required to be larger than zero to do additive 
increase, (2) a can not be larger than 3 since otherwise it causes a negative P according to (2.3), where 
OcPc1 is required. 
23 TCP can trigger a back off by mistake when reordering happens in the network. Therefore, the measured 
congestion events are not necessarily the exact number of congestion signals as defined in Chapter 4. 
However, we believe the reordering rarely happens in our test-bed. Therefore, we believe using the kernel 
state is an accurate reflection of the flow's congestion experience. 



Scenario I: Light Congestion 

In this section, we present the results in the light congestion scenario in two cases: the 

case with a tail drop queue, and the case with a random drop queue. This separates 

experiments according to the different assumptions used in the early studies in Chapter 4. 

The tail-drop queue experiment corresponds to the universal congestion signal 

assumption, whereas the random drop queue corresponds to the non-universal congestion 

signal assumption. 

(a) Tail drop queue 

The bandwidth share ratio between the two TCP-friendly flows is equal when the 

bottleneck router uses a tail drop queue. The TCP-friendly AIMD(a) flow's a parameter 

varies from 0.2 to 2.8 across 14 experiments. Adjusting the a parameter does not change 

the bandwidth share ratio. This result is shown in Figure 5.12 (a), which plots the ratio of 

achieved average throughputs over 1000 seconds. 

The link utilization for these experiments, shown in Figure 5.13 (a), decreases slightly as 

the a parameter increases. The link utilization is not 100% for several reasons. First, 

retransmissions do not contribute to application throughput. Second, the bottleneck buffer 

occasionally runs out of packets due to the slowdown of both flows. These events occur 

in the experiments due to the congestion signals, which are shown in Figure 5.14 (a). As 

the congestion signals increase, both factors (retransmissions and buffer underflows) 

increase, and thus the link utilization degrades slightly. However, compared to the studies 

presented later in 5.3.3, where unfriendly AIMD congestion control flows are used, this 

link utilization degradation is small. 

24 This representation shows the events per time. Another popular way of represent the congestion 
experience is using per packet event possibility, which can be derived from the event per time combined 
with the throughput measurement. 



Although the bandwidth share ratio is unchanged, the total number of congestion signals 

experienced by the two flows is not. The Figure 5.14 (a) shows the congestion signals 

experienced by each flow over the same time period. Clearly, as the a parameter of the 

TCP-friendly AIMD(a) flow increases, the congestion signals experienced by both flows 

increase. We believe this increment of congestion signals is due to the increment of flow 

aggressiveness, because a flow with a larger a parameter can fill the same amount of 

buffer faster than a flow with a smaller a .  
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Figure 5.12: Bandwidth Share Ratio of TCP-friendly Flows during a Light Congestion. 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.13: Link Utilization during a Light Congestion. 
(a) Tail-drop Queue, (b) Random-drop Queue 



We also measured the number of timeouts experienced by the two flows. Zero timeouts 

happen for these two flows during this experiment; therefore, no timeout figures are 

presented here. The timeout values under various network conditions (including this one) 

are pIotted in Figure 5.19. 

Parameter a of AIMD(a,b) (b=2a/[3+a]) Parameter a of AIMD(a,b) (b=2a/[3+aJ) 

Figure 5.14: Congestion Signals Experienced by TCP-friendly Flows during a Light 
Congestion. (a) Tail-drop Queue, (b) Random-drop Queue 

(b) Random Drop Queue (DRD + ECN) 

The bandwidth share ratio between the two TCP-friendly flows is no longer equal when 

the bottleneck router uses a random drop queue. In our experiment, a derivative random 

drop (DRD) queue with explicit congestion notification (ECN) is enabled. This result is 

shown in the Figure 5.12 (b), which plots the ratio of the two flows' achieved average 

throughput over 1000 seconds. The flow that has a larger a parameter acquires slightly 

more bandwidth than the one with a smaller a parameter. 

The link utilization in the random drop queue case, shown in Figure 5.13(b), is higher 

than the link utilization in the tail drop queue case, shown in Figure 5.13(a). This is the 

result of random early ECN marks by the DRD queue management, so that the two 

competing flows behave less synchronously and keep filling the bottleneck buffer 

without overflowing it. 



The measurement of the number of congestion signals shows a counter-intuitive result. 

Intuitively, a random early drop queue with ECN sends early notifications back to a 

sender before the queue is filled up, thus it causes more back offs to the sender than a 

tail-drop queue does. The experiment results in Figure 5.14, however, show that the 

random drop queue case has fewer congestion signals than the case with a tail drop 

queue. The congestion window trace in the kernel indicates that the random drop case has 

most of its back offs spaced apart and typically only one of the two flows back offs for a 

congestion, whereas the tail-drop case has more contiguous back offs, and typically both 

flows back off for a congestion. 

The other aspects of the measurement of congestion signals in the random drop queue 

case are similar to the tail-drop case. As in the case of tail-drop, the total number of 

congestion signals experienced by the two flows increases as the parameter a increases. 

The Figure 5.14 (b) shows the congestion signals experienced by each flow over the same 

time period. As the a parameter of the TCP-friendly AIMD(a) flow increases, the 

congestion signals experienced by both flows increase. No timeouts happen for these two 

flows during this experiment. 

The bandwidth sharing ratio results are different between the cases with a tail-drop queue 

and with a random drop queue. The reason is that a tail-drop queue typically causes 

packet losses to the two flows together, i.e. tail-drop could be modeled using a universal 

congestion signal in this case. The random-drop queue has a higher chance of marlung 

only one flow, and thus has more non-universal congestion signals. The TCP-friendly 

parameter relationship (2.3) is derived with the assumption of universal congestion 

signals, which is close to the result from a tail-drop queue. Thus, the TCP-friendly 

AIMD(a) flow is more "friendly" to the TCP flow in the tail-drop queue case than in the 

random-drop queue case. In the random drop queue case, a flow's congestion experience 

is more related to its transient transmission rate. This relationship is similar to the 

assumption used in our Simulink simulations in section 4.1.3, and the result shows a 

similar impact of the AIMD parameters. 



Scenario-11: Severe Congestion 

In the case of severe congestion, two major factors, both congestion signals and timeouts, 

play important roles in determining the bandwidth share ratio. In our early simulations, 

we did not model the timeout events. Experiments in this section actually show that 

timeouts are no longer absent during severe congestion, but rather significant. This result 

indicates that further improvement to the model to include timeouts is desired, especially 

to study severely congested networks. 

(a) Tail drop queue 

The bandwidth share ratio is no longer fair in the tail drop queue case. Figure 5.15 (a) 

shows the average throughput ratio between a TCP-Friendly AIMD(a) flow and a normal 

TCP flow, which diverges from the even-share. The flow that has a larger a parameter 

acquires slightly more bandwidth than the one with a smaller a. 

The link utilization, shown in Figure 5.16(a), clearly decreases as the a parameter 

increases. The reason for this utilization decrease can be found in Figure 5.17 (a) and 

5.18 (a), in which congestion signals and timeouts are shown respectively. Both timeouts 

and congestion signals happen in the experiments, and the total of each of them increase 

as a increases. One more thing to notice is that, as the a parameters differ far from 1, the 

congestion experience (both congestion signals and timeouts) of the AIMD(a) flow 

differs far from the TCP flow's experience. This indicates that as flows' parameters differ 

far away from each other, so do their congestion experiences. 

The experiment result indicates that timeouts are significant. Figure 5.17 (a) and Figure 

5.18 (a) present the congestion signals and the timeouts respectively. Figure 5.17(a) 

indicates that the flow with a larger a tends to get more congestion signals than the one 

with a smaller a .  In the a = 2.8 case, the flow AIMD(2.8) gets about 20% more 

congestion signals than the flow AIMD(l.0, 0.5). If there were no timeout difference, the 



flow AIMD(2.8) would get less bandwidth than AIMD(1.0, 0.5). On the contrary, the 

flow AIMD(2.8) gets about 10% more bandwidth than AIMD(l.O, 0.5). We believe the 

change is caused by the behavior of timeouts. As shown in Figure 5.17(a), the flow 

AIMD(l.O, 0.5) gets about twice the number of timeouts as the flow AIMD(2.8). The 

amount of timeouts not only balances the difference in congestion signals, but also causes 

AlMD (1,O.S) to get more bandwidth. Therefore, we conclude that timeouts play an 

important role in determining the bandwidth share ratio. A small number of timeouts can 

significantly reduce a flow's ability to compete for bandwidth. One possible reason for 

the more aggressive flow getting fewer timeouts is that it sends more packets in bursts, 

and therefore is more likely to get duplicated ACKs rather than waiting for timeouts for a 

given lost packet. 

(b) Random Drop Queue @RD + ECN) 

In the severe congestion scenario, the experiment result with a random drop queue 

exhibits a similar bandwidth share ratio as the case with a tail drop queue. The bandwidth 

share ratio, the link utilization, the congestion signals, and the experienced timeouts are 

shown in Figure 5.15 (b), 5.16 (b), 5.17 (b) and 5.18 (b) respectively. 

Similar to the tail-drop queue case, timeouts play a significant role in determining the 

bandwidth share ratios. Most of the aspects shown in this experiment are very similar to 

the case with tail-drop queue. The reason is that the queue in the severe congestion 

scenario is small compared to the path bandwidth-delay product, and the early congestion 

notifications are actually not early enough to prevent the queue from filling up and 

dropping packets. 
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Figure 5.15: Bandwidth Share Ratio of TCP-friendly Flows during a Severe Congestion. 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.16: Link Utilizations of TCP-friendly Flows during a Severe Congestion. 
(a)Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.17: Congestion Signals Experienced by TCP-friendly Flows during a Severe 

Congestion. (a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.18 Timeouts Experienced by TCP-friendly Flows during a Severe Congestion. 
(a) Tail-drop Queue, (b) Random-drop Queue 

To illustrate the relationship between the congestion degree (light to severe) and the 

timeouts, we plot the number of timeouts versus a few experiment parameters from 

severe congestions to light congestions. The degree of congestion is controlled by the 

bottleneck queuing capacity. In our experiment, the bottleneck queue size varies from 10 

packets to 40 packets. The degree of congestion changes from severe to light as the queue 

size changes. 

The resulting timeouts are shown in Figure 5.19 with (a) a tail drop queue case and (b) a 

random drop queue case. In both cases, we can see that timeouts rarely happen when 

congestion is not severe, as in Scenario-I. The number of timeouts increases dramatically 

as the bottleneck buffer becomes smaller. Another point is that more timeouts happen 

when the TCP-friendly AIMD (a) uses a large a parameter. This result indicates that 

increasing the a parameter of an AIMD flow in the severe congestion case could cause 

more congestion to the whole system, even if the AIMD parameters are adjusted in a 

TCP-friendly way. 
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Figure 5.19: Timeouts versus congestion levels. 
(a) Tail-drop Queue, (b) Random-drop Queue 

5.3.2.2 Many Flows 

We extend the earlier experiments with only 2 flows to an experiment with 14 flows. The 

14 flows are all different TCP-friendly AIMD(a) flows with their a parameters evenly 

distributed between 0.2 and 2.8 with an interval of 0.2. 

Due to time limitations, we only study the case with light congestion. Since the number 

of competing flows increases from 2 to 14, the bottleneck queuing capacity for light 

congestion is adjusted to 280 packets accordingly. We divide the experiments into the 

cases of using a tail-drop queue and a random-drop queue. The bandwidth share ratios of 

all competing flows are presented in Figure 5.20 (a) and (b) for the two queue 

management cases. The result ratio is measured by comparing the throughput of a flow to 

the average throughput of the AIMD(1,O.S) flow over the 20 rounds of experiments. 

The result of many flows is essentially the same as the result of 2 flows. The bandwidth 

share ratio is about the same for all 14 flows in the case with a tail drop queue. The 

bandwidth share ratio of the same 14 flows is clearly different in the case of a random 

drop queue. 
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Figure 5.20: Share Ratio of 14 TCP-Friendly Flows during a Light Congestion. 
(a) Tail-drop Queue, (b) Random-drop Queue 

5.3.2.3 Discussion 

The results in this subsection show that the "TCP-friendly" AIMD flows that follow the 

Equation (3.1) do not necessarily share bandwidth equally with normal TCP flows. There 

are two reasons for this unfairness. One is the difference in congestion experiences, and 

the other is timeouts. The former causes unfairness because the Equation (3.1) is derived 

based on the assumption of universal congestion signals, and differences on congestion 

experience diverge away from this assumption as active queue management is deployed 

in routers. The latter causes unfairness because timeouts are not taken into account in 

(3.1). 

Adjusting the AIMD parameter of an AIMD(a,P) flow to achieve an even share ratio to a 

TCP flow is not easy. The impact of AIMD parameters on bandwidth sharing is not static 

but changes based on running scenarios, such as the degree of congestion and the queue 

management scheme used. Typically the congestion control protocol does not know the 

conditions beforehand, and the running scenario may change from time to time. 

Therefore, it is difficult to design an AIMD protocol that shares bandwidth evenly in all 

conditions. 



Indeed, it might not be important for all flows to achieve a perfectly even share with each 

other. As shown in the section 5.2.1, the share ratio is not perfect even among identical 

TCP flows. Therefore, we move our focus onto adjusting the AIMD parameters to 

achieve other share ratios, rather than trying to fine tune the AIMD parameter 

relationship for "perfect fairness". 

5.3.3 Share among "Un-Friendly" AIMD Flows 

The last section has shown that the TCP-friendly AIMD flows do not always get equal 

bandwidth with normal TCP flows, especially under the situation of a random drop queue 

or under severe congestion. This section discusses the cases of the bandwidth share ratio 

of AlMD flows using "non-TCP-friendly" parameters, to check how to achieve a better 

fairness condition or other share ratios in various scenarios. 

The way we conduct our study is to fix one of the AIMD parameters, and check the 

impact of the other AIMD parameter on the bandwidth share ratio. We first look at the 

case with a fixed P parameter, and check the impact of the a parameter on the share ratio. 

The results are presented in section 5.3.3.1. Then in section 5.3.3.2, we look at the case 

with a fixed a parameter, and check the impact of the P parameter. 

5.3.3.1 Impact of a parameter 

For simplicity, we choose only one fixed P = 0.5 in this experiment. The experiments are 

again split into two scenarios: light congestion and severe congestion. 

Scenario-I: Light Congestion 

In each scenario, we have two cases based on the bottleneck queue management schemes: 

tail-drop queue or random drop queue. 

(a) Tail-drop Queue 



Figure 5.21(a) shows the share ratio between AIMD(a,O.S) and AIMD(1,O.S) in the light 

congestion scenario. The result indicates that increasing an AIMD flow's a parameter 

does increase its aggressiveness, thus gaining more bandwidth than the flows with a 

smaller a parameter. 

In our theoretical study of the behavior of AIMD flows, we derived the average 

throughput of an AIh4D flow, which is shown in (A2.5). If we assume two AlMD flows 

have the same congestion signals, we can get the ratio of the throughput of two flows 

from this throughput equation: 

With a fixed P parameter, the theoretic result indicates that the share ratio between 

AIMD(a, 0.5) and AIMD(1,O.S) should be proportional to the square root of the a 

parameter if the loss rate is the same. The share ratio in the light congestion scenario, 

shown in Figure 5.21 (a), matches this theoretic prediction well when a is small. To 

make a comparison between the bandwidth share ratio presented in this experiment to the 

one of TCP-friendly AIMD flows, we enlarge the part of Figure 5.21 where the range is 

Oca<3, and present it in Figure 5.22. Figure 5.22(a) shows that the bandwidth share ratio 

matches the prediction well in the light congestion scenario with the tail drop queue. 

As shown in Figure 5.21(a), the bandwidth share ratio diverges from the prediction when 

a becomes larger than 3. The ratio even decreases when the a parameter is more than 10. 

The reason is that congestion experiences are no longer the same for the AIMD(1, 0.5) 

and AIMD(a, 0.5) when a is large. With a large a ,  a group of packets (here more than 

10) are sent to the network immediately every time the AIMD flow expands its window. 

This large burst can potentially cause many packet losses and reduces the effective 

bandwidth obtained by the AIMD(a, 0.5) flow. Thus the bandwidth share ratio can not 

keep up with the predicted value. 



The result of the link utilization in this case is presented in Figure 5.23(a). The link 

utilization decreases significantly as a gets larger. The reason for the utilization 

decrement is also because of the packet losses caused by the burst. 

From the experiment result, we can also see that the total number of congestion signals, 

shown in Figure 5.24(a), also increases with the increment of the a parameter and the 

aggressiveness. 

The results indicate that additional mechanisms, such as self-cloclung and pacing, are 

required for deploying AIMD(a,P) flows that have a large a to smooth out the big burst 

caused by large a parameters. Without any additional mechanisms to smooth out the 

burst, it is better not to use them to produce different bandwidth share ratios, because 

they cause high congestion signal rates and reduce link utilization too much. 
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Figure 5.21: Share Ratio Impact of a Parameter. (P = 0.5. Light Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.22: Share Ratio Impact of small a Parameter. (P = 0.5. Light Congestion) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.23: Utilization Impact of a Parameter. (P = 0.5. Light Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.24: Congestion Signal Impact of a Parameter. (P = 0.5. Light Congestion) 
(a) Tail-drop Queue, (b) Random-drop Queue 



(b) Random Drop Queue (DRD + ECN) 

The result of light congestion with a random drop queue is presented in Figure 5.21(b) - 
5.24(b). The general trend of bandwidth share ratio, the congestion signals, and the 

utilities in this case is similar to the one in the tail-drop queue case. The bandwidth share 

ratio increases as the a parameter increases, but the number of congestion signals 

increases too. 

Compared to the tail-drop queue case, the bandwidth share ratio in the random drop 

queue case is less close to the prediction when a is small (O<a<3), as shown in Figure 

5.22 (b). As a becomes larger in Figure 5.21(b), the bandwidth share ratio diverges away 

from the prediction but not as significantly as in the tail-drop queue case. The reason is 

that a random drop queue keeps the average queue fill-level low, so that it has a better 

tolerance for the burst than the tail drop queue case. 

The result in this experiment indicates that a higher bandwidth share ratio can be 

achieved in the random drop queue case than in the tail drop case. In the random drop 

case, the AIMD(a, 0.5)/AIMD(170.5) ratio is up to 3 and possible higher with a large a, 

while the range in the tail-drop queue case the ratio is up to 2 and is likely to have a 

smaller than 2 ratio with a large a. 

Scenario-11: Severe Congestion 

This section briefly explains the bandwidth share experiments for non-TCP-friendly 

congestion control protocols under severe congestion. 

(a) Tail-drop Queue 

The results of the tail-drop queue case are shown in Figure 5.25(a) - 5.28(a). The 

bandwidth share ratio still matches well with the predication when a is small (O<a<3). 



Once a gets larger, the share ratio of AIMD(a,O.5)/AIMD(1,0.5), shown in Figure 

5.25(a), and the link utilization, shown in Figure 5.26(a), both decrease significantly. 

Similar to the light congestion scenario, the total number of congestion signals, shown in 

Figure 5.27(a), increases as a increases. Differing from the light congestion scenario, the 

number of congestion signals of flow AIMD(l,O.5) decreases when a is large. The reason 

can be found in Figure 5.28(a), which shows the number of timeouts. When a is large 

(a>3), the number of timeouts is significantly different for the two flows, and AIMD(1, 

0.5) gets many more timeouts than AIMD(a, 0.5). 

(b) Random Drop Queue (DRD + ECN) 

The results of the random drop queue case are presented in Figure 5.25(b) - 5.28(b). 

Similar to the tail-drop queue case, the bandwidth share ratio, shown in Figure 5.25(b), 

diverges from the prediction when a becomes larger. The link utilization is low, and the 

total number of congestion signals for both flows increase when a becomes larger. The 

bandwidth share ratio with a random drop queue is better than the case with a tail drop 

queue in the sense that the share ratio does not decrease when a becomes larger. 
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Figure 5.25: Share Ratio Impact of a Parameter. (P = 0.5. Severe Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.26: Utilization Impact of a Parameter. (P = 0.5. Severe Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.27: Congestion Signal Impact of a Parameter. (P = 0.5. Severe Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.28: Timeout h p a c t  of a Parameter. (P = 0.5. Severe Congestion) 
(a) Tail-drop Queue, (b) Random-drop Queue 



5.3.3.2 Impact of f3 parameter 

In this experiment, we fix the a parameter, and vary the p parameter to check its impact. 

The range of valid P parameters is between 0 and 1. For simplicity, we choose a fixed a 

=1, and choose a group of AIMD(1, P) flows with the P parameter ranging from 0.1 to 

0.9 with an interval of 0.1 between each flow. The experiment is to compare the 

bandwidth ratio between AIMD(1,P) with AIMD(1,O.S) when they are competing for the 

same bottleneck. The experiment is divided into the light and severe congestion scenario 

as before. 

Scenario-I: Light Congestion 

(a) Tail-drop Queue 

As shown in the Figure 5.29 (a), the AIMD(1, P) gets less bandwidth as the P parameter 

increases from 0 to 1. According to (5.3), the bandwidth share ratio between AIMD(1, P) 

and AIMD(1,0.5) should be proportional to,,/- under the assumption of 

universal congestion signals. The result shown in Figure 5.29 (a) shows that the measured 

ratio matches the theoretical prediction well in the tail drop queue case. A congestion 

signal difference between the two flows can be seen in Figure 5.31(a) when P is small. 

The link utilization, shown in Figure 5.30(a), is high and increases slightly when P varies 

from 0 to 1. 

From this result, we know that controlling the P parameter can control the share ratio 

between AIMD(1, P) and AIMD(1, 0.5) in a small range, from 0.5 to 2 times. For the 

case of a tail drop queue, we can predict the share ratio using (5.3). 

(b) Random Drop Queue (DRD + ECN) 



The bandwidth share ratio between AIMD(1, P) and AIMD(1, 0.5), shown in Figure 

5.32(b), does not match the predicted ratio in the tail-drop queue case. The range of the 

achieved share ratio is from 0.8 to 1.5, and is smaller than the tail-drop queue case. The 

number of congestion signals and timeouts in the random drop queue is smaller than the 

tail-drop case. Other than that, the results are similar to those of the tail-drop queue case. 

From this result, we can see that adjusting P can change the bandwidth share ratio, but the 

achievable ratio range is very limited. 
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Figure 5.29: Share Ratio Impact of the P Parameter. (a = 1. Light Congestion) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.30: Utilization Impact of the P Parameter. (a = 1. Light Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.31: Congestion Signal Impact of the P Parameter. (a = 1. Light Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 

Scenario-11: Severe Congestion 

(a) Tail Drop Queue 

In the severe congestion scenario, the bandwidth share ratio between AIMD(1,P) and 

AIMD(1,O.S) is still close to the theoretical prediction when using a tail drop queue. It 

diverges more compared to the light congestion scenario because the two flows' 

congestion signals and timeouts, shown in Figure 5.34 (a) and 5.35 (a), differ more in this 

scenario. Other than that, the result is similar to the light congestion scenario. 

(b) Random Drop Queue 

Compared to the case with a tail drop queue or the light congestion scenario, the 

bandwidth share ratio between AIMD(1,P) and AIMD(1,O.S) is less close to the 

theoretical prediction. The difference is large when P is far from 0.5. The achieved share 

ratio between AIMD(1,P) and AIMD(1,O.S) is in a small range between 1 to 1.5. Other 

aspects, such as the link utilization, the congestion signals, and the timeouts are similar to 

the tail-drop queue case, except the number of congestion signals and timeouts are 

slightly smaller than the tail drop case. 



Figure 5.33: Utilization Impact of the $ Parameter. (a = 1. Severe Congestion.) 
(a) Tail-drop Queue, (b) Random-drop Queue 
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Figure 5.32: Share Ratio Impact of the $ Parameter. ( a  = 1. Severe Congestion.) 
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Figure 5.35: Timeout Impact of the P Parameter. ( a  = 1. Severe Congestion. ) 
(a) Tail-drop Queue, (b) Random-drop Queue 

With the experiment results of the sharing ratio between "unfriendly" AIMD flows, we 

conclude the following points. In the tail drop case, the bandwidth share ratio between 

unfriendly AIMD(a,P) flows and normal TCP flows matches the predicted behavior 

when the parameters of the AIMD(a,P) flows are close to (1,0.5). For a range of Oca<3 

and OcPc1, the bandwidth share ratio is very close to the theoretic prediction. For a very 

large a, or a very small P, the changes of a and P become less effective for changing the 

share ratio. The reason for this reduced effectiveness and the divergence form the 

theoretical prediction is because congestion experiences are different between a TCP and 

an AIMD(a,P) flow with a large a or a small P. For the random drop queue case, the 

bandwidth share ratio does not exactly match to the predicted ratio, but tuning the a and 

p parameters can still achieve various share ratios, if the ratios are not too large. 

5.3.4 Other Fairness Ratio 

In this section, we address the issue of how to create some share ratios other than the 

TCP-style fairness. We phrase the question as, how to adjust the AIMD parameters to 

achieve a N-to-one share ratio between flows? 

We can use the result of the last section to answer this question when all flows have the 

same RTT and the bottleneck uses a tail-drop queue. Compared to AIMD(l,O.S), we 



know that a ratio of 0.25 to 3 can be achieved by tuning the a or J3 parameter without 

adding many congestion signals and timeouts. A wider range of share ratio might be 

achieved by tuning both parameters. 

While saying that different sharing ratios can be achieved, it is worth mentioning two 

constraints. First, the achieved share ratio between two flows is only effective when the 

two flows encounter congestions. If there were no congestion, then the two flows would 

have a 1:1 throughput ratio. Second, the sharing ratio that can be achieved by tuning the 

parameter is coarse and is dependent on running scenarios. Our study of the TCP-friendly 

AIMD flows indicates that the queue management scheme and the bottleneck buffer 

spaces change the sharing ratio. 

With the awareness of these constraints, we go ahead to tune the a and P parameters for 

different share ratios. As an example of achieving different ratios, we adjust the 

parameters to achieve a uniform fairness that shares bandwidth fairly regardless of the 

RTT. This result is shown in the next section. 

5.3.4.1 Different RTT 

In this section, we address the issue of the effect of different round-trip-times on 

bandwidth share, and how to compensate the RTT difference using the adaptive AIMD 

congestion control. 

Figure 5.36: Network Topology 

First, we perform experiments to check the effect of RTT on identical AIMD flows. We 

reconfigure our experiment topology, so that we can create AIMD flows with different 



RTTs. Figure 5.36 shows the new topology, in which flows to Dl have different RTTs 

depending on which source they are from (S1 to S5). 

In this network topology, we set the bottleneck link rate to 3MB/S, with a bottleneck 

queue size of 50 packets. To check the impact of RTT on bandwidth share ratio, we run 2 

identical flows with different RTTs. The RTTs we choose in our experiments vary from 

25ms to 100ms. 

We first conduct the bandwidth share measurement for AIMD(1,0.5) for different R n s .  

We use the throughput of the flow with RTT=5Oms as the reference, and present the 

normalized bandwidth share ratios for server RTTs in Figure 5.37 (a) and (b), for the 

cases of tail drop queue and random drop queue respectively. Conventionally, TCP 

throughput equations, such as (2.1), indicate that a TCP flow's throughput is inversely 

proportional to RTT, but these equations are based on the assumption that congestion 

signals are independent of the RTI'. In this experiment, the flows that we monitored are 

the only contributors to the congestion signals, and congestion signals are not static but 

change when RTTs change. According to the measured result in Figure 5.37, the 

bandwidth shares obtained by flows are inversely proportional to the square of RTT'. 

To show that we can compensate the bandwidth share bias of different RlTs by adjusting 

the AIMD parameters, we redo the experiments with flows that adjust their a parameters 

according to their RTT. We conduct experiments that only tune the a parameters due to 

time limitations. Experiments that tune the J3, or both a and P parameters can be 

conducted in a similar way. 

We conduct two sets of experiments for tuning the a parameter. One set uses the policy 

of tuning a to be proportional to RIT; the other one uses the policy of tuning a to be 

proportional to RTT~. If the congestion signals are independent of the flow's RTT, then 

the first policy should compensate the RTT difference, according to (2.1). Otherwise, if 

the congestion signals are closely dependent on the ATMD flows' parameters, the second 



policy should compensate the R'M' difference effectively according to the experiments in 

section 5.3.3. 

We set the RTT of the reference flow AIMD(1, 0.5) to 50ms. Correspondingly, other 

flows7 AIMD parameters are set to AIMD(RTTi50, 0.5) and AIMD([RTTI~O]~, 0.5) for 

the two policies respectively. 

Our results indcates that the second RTT compensation policy (adjusting a parameters 

quadratic to RTT) can achieve an uniform fairness when a is in the range of Ocac3, but 

is less effective when a is large (a>3). The experiment results for both policies are 

presented in Figure 5.37 for the cases of (a) tail drop queue and (b) random drop queue. 

Figure 5.37: Adjusting AIMD parameters for RTT compensations 
(a) Tail-drop Queue, (b) Random-drop Queue. 

The first policy's compensation(adjusting a proportional to RTT) is less effective in the 

tail drop case than the random drop case. Figure 5.37(a) shows that short RTT flows still 

get significantly higher bandwidth shares than long RTT flows in the tail drop queue 

case. The short RTT flows' advantage on bandwidth ratio is reduced in the random drop 

queue case with this policy, although the share ratio is still not close to uniform fairness. 

The improvement in the share ratio fairness in the random drop queue is probably 

because the number of congestion signals is less than in the tail drop queue case, and they 

are more evenly distributed to all the competing flows. 



We split the result of the second policy (adjusting a quadratic to RlT)  into two parts: one 

is the compensation for flows with small RTTs, the other is for flows with large RTTs. 

The policy works well for the compensation of flows with small RTTs. Basically, the 

compensation is achieved by using a small a to reduce the flow aggressiveness on 

bandwidth competition. Results from section 5.3.3 show that the share ratio of AIMD(a, 

0.5) versus AIMD(1, 0.5) matches well in the small a case especially in the tail drop 

case. In the experiments in this section, the second policy works well in both cases for 

small a, and the tail-drop case does a little better than the random drop case. For the 

second part when a large a is required to compensate for long RTT flows, the uniform 

fairness is not achieved, although the bias against long RTI' flows is reduced. The reason 

for this behavior can be explained with the result in section 5.3.3, in which large a AIMD 

flows are shown to be less effective in producing the predicted share ratio, and cause high 

congestion signals and low link utilizations. We believe mechanisms that smooth out the 

bursts of large a flows could help improve the effectiveness of this compensation policy. 

In summary, from the results in this subsection, we conclude that uniform fairness can be 

achieved by adjusting the AIMD parameters. Other fairness ratios can also be achieved, 

but the ratio must not be too large. Otherwise, it will require a or P parameters to be set 

to a value that could cause many more congestion signals and timeouts, which degrades 

the link utilization. Achieving the preferred share ratio requires a careful selection of a 

and p parameters. 

5.4 Summary 

In this chapter, we conducted experiments to investigate various aspects of the bandwidth 

sharing behavior among competing AIMD flows. These aspects are the timescales for 

fairness, the bandwidth share ratio among theoretical TCP-friendly AIMD flows, and the 

share ratio of un-friendly AIMD flows. 



For the notion of fairness, our results show that perfect fairness in terms of 

exactly even bandwidth shares does not exist with identical TCP flows. Therefore 

it is not feasible to define friendliness as sharing bandwidth exactly equally. 

Friendliness should be more properly defined as follows: Flow-X is friendly to 

Flow-Y when statistically Flow-X will not get more bandwidth than Flow-Y. We 

also study the right measurement timescales for fairness. Our result shows that for 

identical TCP flows, larger timescales lead to a better fairness index, but even on 

a very large timescale, the flows will not achieve even share. The theoretical limit 

cycle of the system provides guidance for the minimum timescales for measuring 

average throughput in order to test inter-flow fairness. 

Theoretical TCP-friendly AIMD flows share bandwidth fairly with TCP flows in 

the tail-drop queue case under light congestion, because tail-drop queues tend to 

produce universal congestion signals. With a random drop queue, or with severe 

congestion, theoretical TCP-friendly AIMD flows do not share bandwidth fairly 

with TCP flows, and the TCP-friendly AIMD flows with a larger a get more 

bandwidth than those with a smaller a. 

The traditional TCP-friendly fairness and the share ratio prediction in (5.3) are 

derived based on the assumption of a universal congestion experience. The 

congestion perception actually varies as the AIMD parameter changes. 

Furthermore, the different queue management schemes on the bottleneck router 

can change a flow's congestion perception. When the parameters of AIMD flows 

are close, they are more likely to experience the same congestion signal, thus the 

prediction is more accurate at that time. Otherwise, the share ratio diverges from 

the prediction. 

The bandwidth share ratio of un-friendly AIMD flows is close to the theoretic 

prediction when their parameters are close. For example, compared to 

AIMD(l,O.S), AIMD(a, P) flows that have a very large a or a very small P tend 

to create more congestion signals and timeouts, and thus degrade link utilization. 



By carefully tuning the a and /3 parameters, AIMD flows can achieve different 

share ratios. 

The study of this chapter can be extended in many ways. We only investigated a small 

group of a and P parameters; one further study could try to cover all combinations of a 

and p parameters, and study bandwidth share behavior with TCP and other AIMD flows. 

Another potential work is to look at the share ratio when groups of different AIMD flows 

compete with each other, and the number of flows in each group are not necessarily 

equal. 

On a final note, most of the experimental results, such as the result of the bandwidth 

share ratio of TCP-friendly flows with a random drop queue in 5.3.2 and the result of the 

impact of a and p on the share ratio of unfriendly AlMD flows in 5.3.3, match the 

theoretical study and simulation results from the Simulink simulation in Chapter 4. 

Hence, these results verify the results of the analytic model presented earlier in this 

thesis. At the same time, results from 5.3.3 and 5.3.4 also show the impact of different 

congestion signal perception on flows. A mathematical model that quantifies the 

relationship between the AIMD parameters and the experienced congestion signals and 

timeouts could help polish and complement the analytical model presented here. 



Chapter 6 

Related Work 

Different aspects of congestion control behavior have been extensively studied during the 

last decade. These studies can be classified as theoretical either modeling, simulation, or 

system works. Theoretical modeling focuses on the key factors and algorithms of 

congestion control and predicts their behavior under various network parameters. A 

theoretical modeling work make general statements about congestion control behavior by 

making simplifying assumptions about the target system and the environment if operates 

in. Low-level details that distinguish one implementation of an algorithm from another 

are often ignore. In contrast, system works tend to focus on the details, such as the 

performance of a particular protocol implementation in a particular environment. 

Simulation studies are usually a compromise between these approaches. In this chapter 

we first discuss related theoretical research, then move on to discuss simulation studies 

and system works. 

6.1 Theoretical Studies 

In this section, we first summarize the previous theoretical studies on modeling the 

bandwidth sharing dynamics, and then a few theoretical models for TCP congestion 

control. Since the theoretical study in this thesis uses the feedback control theory, we also 

summarize some feedback control related work in computer systems. 



6.1.1 Mathematical Modeling of the Bandwidth Sharing Dynamics 

The dynamics of bandwidth sharing have been a research focus for more than two 

decades. It has attracted more researchers in recent years because of the development of 

multimedia applications in the Internet, which, due to their real-time requirement, are 

sensitive to various aspects of the transmission rate. The common goal of these modeling 

works is to verify dynamic aspects, such as link utilization and the fairness, of various 

congestion control algorithms. Chiu and Jain [CJ89] study the bandwidth sharing 

dynamics of a few algorithms using the phase plot approach, and conclude that the AIMD 

algorithm is the best one in terms of a good fairness and a fast convergence to fairness. 

Their study assumes synchronized congestion signals. Recently, Misra et al. [MGTOO, 

CHM+02] use a stochastic fluid model for N homogenous TCP-controlled sources, and a 

PI control model for the active queue management. They approximate the aggregated 

TCP behavior with linear control functions. Their result shows that the model can predict 

the long-term aggregated rate behavior accurately. Similarly, the work by Baccelli and 

Hong using a max-plus algebra [BHOO] presents an analytical study of the average 

throughput and system stability by linearizing the TCP congestion control. 

The state space model in this thesis is also an analytical study of the bandwidth sharing 

dynamics among congestion controlled flows. The dynamic aspects include stability, 

fairness, and throughput over various timescales. The technique used in the state space 

model is similar to the one used in [CJ89], but we extend it to asynchronous congestion 

signals with different feedback delays. This state space model differs from other 

modeling work by its nonlinear approach. In the study of stability, it predicts the position 

of the system trajectory and its convergence rather than using the classic stability theory 

for linear systems. Compared to the linear approach, the advantage of our approach is that 

it lets us predict the per-flow behaviors in the short-term, and thus lets us study the 

interaction between the AIMD parameters and their congestion experiences. In contrast, 

the linear models [BHOO, MGTOO, CHM+02] are only good at predicting the aggregate 

behavior of many flows over large timescales. 



6.1.2 Models for the TCP Congestion Control 

Recently researchers have proposed a significant number of analytic models to 

characterize TCP performance in terms of round-trip-time and packet loss rate [MSM97, 

PFTK98, PFT99, FF99, YR99, and NSTOO]. They share the same goals as our TCP 

modeling work. First, to achieve a better understanding of how TCP performance is 

affected by various network parameters, and second to help the design of new TCP- 

friendly congestion control protocols. 

These TCP models focus on characterizing bulk transfer throughput with TCP. The 

results of these models are often TCP throughput equations with round-trip-time and 

packet loss rate as inputs. However, they differ from each other by their assumptions and 

simplifications of TCP congestion stages. Mathis et al. [MSM97, FF991 focus on TCP 

steady state and ignore timeout. Padhye et al. [PFTK98, PFT991 adjust the result of 

Mathis et al. by taking timeouts into account. Yeon et al. [YR99] extend Mathis's 

throughput equation into a differentiated services network. 

Our state space control model for AIMD TCP congestion control differs from these 

models in two major ways. First, all existing models focus on the long-term average 

throughput as the TCP performance metric, while our model is used to address their short 

term rates and buffering delays. Cardwell et al. derived a latency model [NSTOO] for 

TCP. However, the latency they defined in the model is the average time to deliver a 

certain amount of data in one TCP connection, which is more of a goodput metric than a 

metric for delay constraints. Second, our control model exposes the impact of AIMD 

parameters on the congestion experience, while all existing models assume the same 

congestion experience for all flows independent of their AIMD parameters. 



6.1.3 Feedback Control Analysis of Computer Systems 

The modeling work in this thesis is influenced by some previous work on feedback 

control systems in networks, operating systems, and adaptive applications. 

In network research, the TCP congestion control protocol is heavily studied using 

control-theoretical approaches [JK88, RA02, S901. In addition, linear feedback control 

was used to design other congestion control protocols. For example, Keshav applied 

linear feedback control and fuzzy logic control to design the packet pair congestion 

control [K91], assuming networks all perform fair queueing scheduling. He describes the 

congestion control with discrete differential equations, and proves packet pair congestion 

control is stable. 

In operating system research, feedback control analysis has been applied to CPU resource 

management. Real-rate adaptive CPU schedulers [SGG+98] use feedback mechanisms to 

adjust CPU allocation so that processes maintain their application-specified progress rate. 

A similar idea is applied to the resource management of end-host network interface 

bandwidth [LWM+Ol]. Feedback control is also used to manage other OS resources 

[SMM98, RMP+99]. For example, Semke et al. use feedback control to automatically 

tune the memory allocation for TCP flows in one system to achieve high overall 

throughput. 

In adaptive application research, especially in research on multimedia applications, 

feedback control analysis has been widely used. Multimedia applications have periodic 

resource requirements with tight jitter bounds. However, the resource requirement of the 

application varies from time to time, and at the same time the available resource varies 

because it is usually shared among multiple applications. This periodic requirement and 

the variance of both requirements and resources make multimedia applications ideal for 

feedback based control analysis. For example, multimedia applications, such as 

distributed streaming media players [C97, JE96, WKC+97], have been built based on 

feedback control systems that perform application-level QoS-adaptation. 



The theoretical study in this thesis is also applying control theory to adaptive congestion 

control. The model for the AIMD TCP is based on control theory. It uses a hybrid control 

system model presented in the literature, rather than a linear control model, and hence 

differs from the traditional feedback control work listed above, which are mainly linear 

feedback control systems. 

6.2 Network Simulations 

While network technologies keep evolving, many aspects of the network behaviors are 

poorly understood. Due to the network's complexity, simulation plays a vital role in 

attempting to characterize how different facets of the network behave, and how a few 

parameter adjustments might affect the network's properties. 

A number of network simulations have been developed in order to study various aspects 

of network behaviors. According to the detail produced in the simulations, these 

simulations can be divided into three levels: packet level, flow level and aggregate level. 

Packet and aggregate level simulations have been developed for years and are widely 

used in the research community today. The most widely used network simulation is 

Network Simulator [NS], which is a packet level network simulator. NS is a multi- 

protocol simulator that implements most of the protocols used in today's Internet. NS 

models reality at the packet level. Simulated nodes and links process packets according to 

their headers except the packets do not need to carry real payloads. A packet level 

simulation enables us to study the protocol details, such as the hand-shakes of a 

connection setup, the reactions to packet loss and retransmissions etc. Ideally, it also 

supports the study of the aggregate behavior of many flows by simulating all of their 

packets. However, simulating a large number of flows over a large timescale using NS is 

extremely CPU intensive. Both the experiment setup and the result collections are very 

time consuming. 



Aggregate level simulations approximate the behaviors of a group of flows with a 

mathematical model, such as the one by Misra et al. [MGTOO]. Aggregate level 

simulations model a group of flows as one fluid, and the simulation complexity does not 

increase as the number of flows increases. Therefore, it is more efficient to predict the 

aggregated behavior of a large number of flows in a large timescale. On the other hand, 

aggregate level simulation can not provide as many details as packet level simulations do. 

The network simulation in this thesis is a flow level simulation. It describes each flow as 

a fluid according to the differential equations in the state-space model. We choose to 

model the system behavior at the flow level because our research focus is the bandwidth 

sharing behaviors of each individual flow. Ignoring the packet level details dramatically 

reduces the number of states in the state-space model, so that we can describe the system 

trajectory in the state space. It's hard to capture the flow level dynamics with NS 

simulation because of the noise and randomness introduced by packet level details. Our 

flow level simulation differs from the aggregate level simulation by the fact that we still 

keep the information about per flow rate behavior, and thus can study the interactions 

between a flow's A I M .  parameters and its congestion experiences. The aggregate level 

simulations target only the global average behaviors of many flows, and ignore the per- 

flow behavior. 

6.3 System Works: TCP-friendly Congestion Control Protocols 

To the study of the bandwidth sharing dynamics, the most closely related system work is 

the research on building TCP-friendly congestion control protocols. TCP-friendliness is 

proposed for new transport protocols to incorporate proper end-to-end rate adjustments 

that are "friendly" to TCP traffic and hence achieve the "fairness" that TCP flows achieve 

now. However, research on TCP-friendliness so far has not produced a clear result about 

how closely new end-to-end rate management should mimic TCP's behavior in order for 

it to be considered TCP-friendly. The major intuitive notion now for TCP-friendliness is 

that the new protocol should obtain "in average" the same bandwidth as a TCP flow 

along the same path. Note, however that its short-term transmission rate might be 



different from TCP's. We have shown in this thesis that even identical TCP flows won't 

share bandwidth evenly over short timescales. 

Although the notion of TCP-friendliness is vague, numerous TCP-friendly congestion 

control protocols [BMP94, CPW98, FF99, FHPJOO, LPK+OO, LRC99, PKTK99, 

RHE99a, ROYOO, TCPF, and YLOO] have been proposed for multimedia streaming 

applications. These TCP-friendly protocols can be divided into two categories, AIMD- 

based, and Equation-based TCP-friendly congestion control. AIMD-based TCP-friendly 

congestion control [LPK+OO, RHE99, YLOO] uses TCP's AIMD algorithm directly. 

Hence, it linearly probes available bandwidth and multiplicatively reacts to congestion, 

but decouples reliability control from congestion control. Some AIMD-based protocols 

[LPK+OO, YLOO] statically adjust the parameters of the AIMD algorithm that controls the 

pace of increment and decrement to get the desired rate behavior, for example, to produce 

a smoother rate. Equation-based TCP-friendly congestion control protocols [FF99, 

FHPJOO, LRC99, PKTK991 are based on TCP throughput equations derived from TCP 

models [MSM97, PFTK98, PFT99, FF99, YR99, and NSTOO] that have been mentioned 

in section 6.1. These models relate a TCP flow's throughput to its RTT and packet loss 

rate. Instead of doing AIMD style probing, equation-based protocols monitor RTT and 

packet loss rate, and use a throughput equation to determine the rate that a flow should 

sustain. They then directly limit the output rate of the flow to this target rate. The 

advantage of the Equation-based approach is that it can produce a smoothed output rate. 

However, its TCP-friendliness is based on the accuracy of the throughput equation it 

uses, and the time scale of this is still under intense research. 

The study of bandwidth dynamics in this thesis is limited to AIMD algorithms, and we 

have shown that congestion experiences, such as congestion signals and timeouts, vary as 

AIMD parameters change. However, the study of sharing behavior of non-AIMD flows is 

equally important. Readers can imagine more significant changes of congestion 

experiences when the competing flows are between TCP and non-AIMD flows. Study of 

the dynamic behaviors of these protocols is one of our areas of future work. 



We end this section with a briefly summary of two non-AIMD TCP-friendly congestion 

control algorithms: the Binomial congestion control algorithm and the TCP-Friendly Rate 

Control (TFRC) algorithm. 

Binomial Congestion Control Algorithm 

AIMD-based algorithms make the window adjustment proportional to the current 

window size. Binomial algorithms [BBOl] generalize AIMD-based algorithms by 

extending the adjustment with nonlinear order of the current window size. 

A binomial congestion control algorithm uses the following control rules: 

Increase: w ( ~ + R I T ) = w ( ~ ) + ~ / w ' ( ~ )  a > 0  (6.4) 

Decrease: W ( t + 6 ) t W ( t ) - p ~ ' ( t )  O < P < l  

The notations used in (6.4) are same as those in (2.2) except for the introduction of two 

other parameters k and 1. W is still the window size, and RTT is the round-trip-time. As 

with an AIMD-based algorithm, a binomial congestion control protocol also must 

constrain its parameters to be TCP-friendly. In addition to the same constraint (2.2) on 

a and p , it requires k+l =I. 

In Binomial algorithms, a and P have the same effect on the smoothness and 

responsiveness as in AIMD algorithms. Since parameters k and 1 are limited by k+l=l, 

their impacts can be shown on one of them: a smaller value of 1 leads to a smoother rate 

and a low responsiveness. 

TCP-Friendly Rate-based Congestion Control (TFRC) 

TFRC is an equation-based congestion control protocol. Instead of adjusting the 

transmission rate based on individual congestion signals, TFRC responds to the average 

time interval of congestion signals. 



In order to make a rate-based congestion control TCP-friendly, it uses TCP throughput 

equations, such as (2.1), to determine its transmission rate as a function of packet loss 

rate, packet size, and round-trip-time. A typical rate-based TCP-friendly congestion 

control protocol is TFRC [FHPJOO, HPEWOI]. In general, TFRC's congestion control 

mechanism works as follows: 

1) The receiver measures the loss event rate and feeds this information back to the 

sender. 

2) The sender also uses the feedback messages to measure the RTT. 

3) The loss event rate and RTT are then fed into TFRC's throughput equation, giving 

the acceptable transmission rate. 

4) The sender then adjusts its rate to the calculated rate. 

The dynamics of TFRC are sensitive to how the measurements are performed and 

applied. An important parameter of TFRC is the number of history events used to 

calculate the lose rate. Generally, TFRC(k) refers to the protocol that only uses the most 

recent k events to calculate the loss rate. Since TFRC7s average throughput is controlled 

by the equation, changing k won't affect its TCP-friendliness. Most recent work 

[FHPJOO, HPFWOl] recommends TFRC(6). Generally, using a larger k would make 

TFRC smoother but less responsive. 

TFRC is proposed to produce a smooth rate behavior rather than TCP, such that TFRC 

can server better for multimedia applications than TCP. TFRC achieves its smoothness 

by trading its responsiveness. This trade-off can be controlled by the parameter k. Similar 

smoothness and responsiveness trade-off can be done by tuning the AIMD parameters as 

shown in this thesis. 



Chapter 7 

Conclusions and Future Work 

We conclude this dissertation with a summary of the thesis work, and then enumerate a 

few research problems that can be addressed in future work. 

7.1 Summary of Contributions 

This dissertation presented a state-space model and some real world experiments for 

studying the bandwidth competition between flows using AIMD-based congestion 

control protocols. 

We modeled the bandwidth competition among competing flows by using their rate and 

the bottleneck queue fill-level as the key state variables in the state-space model. In this 

model, we defined the dynamic stability as a limit cycle of the system state trajectory. 

Early research has shown that the bandwidth competition of a system that has multiple 

AIMD-based flows is stable under synchronized congestion signals. In this dissertation, 

we showed that the system is stable even with asynchronous universal congestion signals. 

We built simulations based on the state-space model. Both the model and simulation only 

covered the AIMD algorithm used in the steady state of the TCP congestion control 

protocol. They did not cover the MIMD-based Slowstart algorithm. We used simulations 

to study the fairness of bandwidth competition among AIMD flows. While the TCP- 

friendly constraint on AIMD parameters is derived under the assumption of synchronous 

congestion signals, our simulations with random congestion signals that are proportional 

to the transient transmission rates of flows showed unfriendliness among "TCP-friendly" 

AIMD flows. 



We compared the output from the simulations to the results from real-world experiments 

of bandwidth competition. The real-world experiments were conducted with an adaptive 

AIMD congestion control protocol that was built by us to produce AIMD flows with 

various parameters. AIMD parameter values dominate the behavior of congestion control 

protocols when congestion is light. The experiment result with a random drop queue 

showed that "TCP-friendly" AIMD flows do not share bandwidth evenly. The more the 

AIMD parameters of two flows differ, the more unevenness occurred in the bandwidth 

shares. This experiment result matched the output from our simulation. In the experiment 

with a tail drop queue, the "TCP-friendly" AIMD flows are more likely to get even 

shares. The reason is that a tail-drop queue causes universal congestion signals to both 

competing flows, and thus matches the assumption of the derivation of AIMD parameter 

constraint. 

Our real-world experiments also covered the case of severe congestions, and the results 

showed that timeouts play an important role in determining the bandwidth share. Flows 

with different AIMD parameters experience different numbers of timeout events. Flows 

with a large a and a large P got more timeouts on average. This result indicates that an 

extension to the model and simulation with MIMD algorithms and the events that switch 

between AIMD and MIMD algorithms are very important to fully capture the bandwidth 

competition in various real-world conditions. 

In addition to building the state-space model and verifing the model with real-world 

experiments, the dissertation also made the following contributions: 

b e  investigated the possibility of achieving different fairness paradigms by tuning 

AIMD parameters. In particular, we showed that by tuning AIMD parameter, we can 

achieve uniform fairness that is un-biased to flows with different RTTs. However, our 

experiment results also showed that the range of the achieved share ratio is limited. When 

the preferred share ratio between a TCP and an AIMD flow is more than two times, the 

link utilization begins to degrade and eventually the technique becomes in-effective. 



7.2 Future Work 

In this section, we identify several future research problems that follows on from this 

dissertation. 

7.2.1 Stochastic Stability 

The study of stability in the state-space model relies on a precise description of the stable 

position of the system states in the state space. This method works well for the case with 

universal congestion signals. However, with non-universal congestion signals caused by 

contiguous random events, the system state won't stay on the theoretical limit cycle, but 

will reside in a region around it, during the steady state. With the introduction of such 

random events, the study based on the state-space model can only be performed using 

simulations. 

Both simulations and real-world experiments indicate that system states after 

disturbances are still converging to the theoretical limit cycle in the case with universal 

congestion signals. The system is not unstable in the sense that the state does not become 

unbounded. The notion of stochastic stability in the control theory is exactly for this 

situation that the system state is in a region rather than a singular point or a limit cycle 

during the steady state. Therefore, we expect to extend the bandwidth competition model 

presented in this thesis to a stochastic state-space model. Some of the bottleneck queue 

management schemes, such as random drop queue, can be naturally modeled as a 

stochastic process. The bandwidth fairness monitored in experiments also shows 

stochastic behavior. How to capture and predict these behaviors accurately from a 

theoretical model is one of the future research directions identified in this dissertation. 



7.2.2 Dynamic Congestion Control Adaptations 

One goal of the research in this dissertation is to provide a flexible congestion control 

protocol that can fit to a wide range of applications. The adaptive AIMD congestion 

control protocol provides a framework for building various congestion control protocols. 

How to adjust the parameters is up to the requirements of applications, however, the 

adjustment is likely to be dynamic for applications that are running over heterogeneous 

networks. How to dynamically adapt the AIMD parameters or even switch to different 

congestion control algorithms, such as MIMD, is still under investigate. Ideally, a 

feedback control loop would be constructed with the application exposing some 

information to a controller, which would conduct adjustments based on the monitored 

result. We would like to extend the framework in this thesis to build this automatic 

control for a few application examples so that they can work well in a wide range of 

network conditions. 
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Appendix A1 

Proof of Dynamic Stability 

Theorem-1: 

When multiple AIMD flows compete for a constant available bandwidth R, the system 

state, under the assumption of synchronized back ofl(with a common backward delay BD 

and a common forward delay FD), and packet conservation, converges to a limit cycle 

that passes through the point P = [ r ,  , r, , . . . , r, , B ] ~  , in which 

where 

Here, BD is the backward feedback delay, FD is the forward delay, MSSi is the packet 

size of flow i, Rm is the round-trip-time of flow i, (ai,fl) is the AZMD parameter, and 

these parameters must satisfy the following constraint: 

R 
1 < 

i=, pi R T T , ~  (BD + F D )  

When all the flows have the same AZMD parameters, MSS, and Rm, they get equal 

bandwidth share. 

We argue in Theorem-1 that the given limit cycle is stable. The proof of Theorem-1 is in 

3 steps. First, we prove that system trajectories starting at any point would have a series 

of cross points with the plane jZ=B in the state-space. Second, we prove the trajectory 

starting from the point stated in Theorem-1 comes back to the same point, and thus it is a 



limit cycle. Third, we prove the crossing points of a trajectory with the plane converge to 

the point P in the Theorem-1. We present each step as follows: 

............................................................................................................................................... ............. T j 4  3 

f Congestion 
f Signals 

Bottlenec 
............. FD Buffer 

Figure A 1.1 : A Flow's Rates and Delay 

In this step, we prove that, for any starting state X = [ r ,  , r, ,- - -  , r, , fllT , the system 

trajectory starting from X intersects planefl=B again and again. 

Figure A l . l  shows a single flow within a bandwidth sharing system (Figure 3.3). 

Because of the forward delay FD, the AIMD flow i7s input rate rir to the bottleneck buffer 

is not exactly the output rate ri of the flow i, but ri delayed by a time interval FD. 

Fill Level 

Sum of all the transmission rates in 
the vector [r,, rz, . . .  ~ N I  0 

Figure A1.2: The System State Migration as Multiple Rounds. (A dotted 
line indicates the state transition between two points on fl=B) 

As the result of the forward and backward delays, the system state migration in the state 

space is illustrated in Figure A1.2. In this figure, we assume that i) the system is started 



from a point P' in the plane fl=B and, in addition, the sum of the rate of all flows 

N 

5-, is less than the bottleneck link rate R. Here r i - ~  is the output rate from flow i at 
i= l  

N 

point P ', ii) before these rate values propagate to the buffer, the rate qlp, is larger than 
i=l 

N 

R. Therefore, the buffer fill-level keeps at B before the rate C q - , ,  propagates to the 
i=l 

buffer. This period is FD, and the system state is indicated by the trajectory between P' 

and X! 

After this period, the buffer fill-level starts to decrease because the input rate to the buffer 

N N 

is now Cr,* - .. = Cr,-,. , and is smaller than R according to the assumption. Since the 
i=l i=l 

a, x MSS, . 
rate increment per flow is a positive value, and always larger than a non-zero 

R V . ~  

amin x MSS~,, 
constant 

2 , in which afi,=min[al, a,, . . ., aN], MSSmin=min[M~S1, MSS2, ..., 
RTT,, 

MSS,], and RTT,,=FD+BD+B/R. Thus we know that the input rate to the buffer keeps 

increasing, and after a while, the input rate to the buffer is equal to R.' In Figure A1.2, 

this system state is indicated by point Y! The time takes the system to migrate from X'to 

N ai x MSS, 
Y'is ( ~ - ~ r , - , . ) l C  

i=l ~q~ 

After the system state passes point Y', the buffer fill-level starts increasing until the fill- 

level reaches its limit B. The fill-level increasing period Y' 2' is symmetric to the fill-level 

N ai x MSSi 
decreasing period XrY', and thus takes the same time period (R - 5-,.)I C 

i=l 1 R n i 2  . 

' Notice here that the total input rate to the buffer is =R, however, the total output rate of the flows is C I;:?, C l;_r 
>R,  

because the input rate to the buffer . , is a delayed value of kcy- . 



A buffer overflow event is generated at point Z'. After the backward delay BD, the 

congestion signal is propagated to all the AIMD flows, and then causes a system state 

jump from Q'to P'! At state P': the system is back to a similar condition to point P'. 

N 

Point P "is similar to point P' because i) the sum of the output rate 1;- ,.. is guaranteed 
i=l 

to be less than R. Otherwise all the flows rate will keeps backing off until the total rate is 

less than the bottleneck, according to the packet conservation rule of the congestion 

N 

control; and ii) the input rate to the buffer <-F is still higher than R before the flows' 
i=l 

rates at PNpropagate to buffer. Since Point P"is similar to point P', the system keeps 

repeating the above process again. 

As further proof, we divide the system migration along a trajectory into multiple rounds. 

The system state from any point would go across the plane fl=B followed by a state- 

jump. We let the state-jump be the end of each round. Thus, each round starts with a state 

just after a backing off upon a congestion signal, and ends with the state jump on the next 

congestion signal. 

To verify that the trajectory starting from the point P in Theorem-1 is a limit cycle, we 

need to prove that the trajectory comes back to P. 

From the parameter constraint (A1.3), we can have 

From the definition of point P in (Al. I), we can have 



and combined with the definition of R '  in (A1.2), we have 

N 

From (A1.5) and (A1.7), we know that zq < R. Therefore, for the state of point P, we 
i=l 

N 

have q-, < R and thus, according to (3.8), although point P is on the planefl=B, there 
i=l 

are no immediate state transitions from point P. According to Step-I, we know eventually, 

the system state will come back to planefl=B again and again. Let us assume the very 

next state on plane fl=B before backing off is Q=[rl-Q,,  ~ Z Q ,  
T ..., rNg] . According to the 

state migration procedure in Step-I, the time period for the system migrate from P to Q is 

And the position of point Q can be calculated based on (Al.l), and (A1.8) 

According to (A1.9), after the state jump happened on point Q, the state after the jump is 

exactly point P. Therefore, the specific trajectory described in the Theorem-1 is a closed 

and passing through point P. This proves that the system trajectory with P on it is a limit 

cycle. The period of the limit cycle once is equal to TP-~, which can be written as 

If all flows have the same a parameters a n d p  parameters, we have 



As defined in Step-I, each round starts with a state just after a backing off upon a 

congestion signal, and ends with a state jump on the next congestion signal. We compare 

the distance of the system state at the beginning of every round to the point P in 

Theorem- 1 .  If the distance is converging to zero, it indicates that the system state vector 

is approaching the limit cycle. Furthermore, we know if the system state ever reaches the 

above limit cycle, it will stay on it, unless there is noise to cause the system state to leave 

the limit cycle again. 

We assume that the system states of the flows start from a random initial condition 

P =[r; +4,5 t-g,.. ;rN + ~ L , f l ~ ,  and the system states arrive at 

P" = [r, +A,", r2 +A:, . - ., rN +A", B]' after one more round. The position of the system is 

represented in a way to emphasize the distance from the one state to the point 

P = [ r ,  , r, , . .-, rN , 131T . If we can prove that the distance A: on each dimension becomes 

smaller and smaller, then we know that the system state gets closer to P. 

Aca;,' The way we prove the distance becoming small is to prove the ratio i=, is always 
N 

less than a constant that is smaller than one. To prove this, we first derive the following 

relationship between A: and A: 

To derive the relationship, we have 

" 2 - p i  
and since R'= - (r,  + A)), we have 

j=1 1-p ,  



a, MSS, 
r, + ~ l = ( l - p ~ ) [ r ,  +A: + x ( r - A ) ]  (A1.13). 

R n i 2  , a, MSSi j.1 1 - pj 

Since A: and A; are independent of ri, we have 

a, MSS, 
Let A, = , and rewrite the above equation as 

R ~ T , ~  

Because 0 < p <  1, we can have the following relationship from (A1.15): 

(Al. 14). 

C(A;)'  
Thus we proved that '=' 2 (rnin[pl,p2 ,..., p,]-1)' < 1 when 0 < p < 1, which 

indicates that the distance to the limit cycle becomes smaller as time goes by. Therefore, 

we know that the product of that formula with the next formula, etc., will result in the 

product of various numbers that are all less than one. As time goes to infinity, the 

distance to the limit cycle approaches zero. Thus, the limit cycle is stable. 



Appendix A2 

GAIMD Throughput and Buffer Requirement 

A.2.1 Average Throughput of a GAIMD Congestion Control 

For a flow that uses GAIMD algorithm described in (2.2), we can estimate its throughput given 

its packet loss probability p. 

Rate 

4 - Transmission Rate 

Time 
t 1 tz 

Figure A2.1: Throughput Derivation for an AIMD flow 

Figure A2.1 illustrates the flow's rate oscillations along the time, assuming the flow's packet 

losses are evenly distributed along the time. Because of these periodic packet losses, the flow's 

congestion window shows a saw-tooth pattern. We assume the flow's congestion window size 

reaches W upon the arriving of every packet loss event, and backing off to (1-P)W after the event. 

Thus, the flow's rate keeps oscillating between W/R7T and (1-P)W/RTT. 

Since a GAlMD flow increase its window size by a*MSS per RTT, the time for the flow's 

congestion window increasing from fi W to W can be derived by: 



The total amount of data sent out during this time (t2-t,) is indicated by the area of the shaded 

region abcd, which can be derived as: 

Since one packet of every Area(abcd)/MSS amount of packets is lost and the packet loss 

probability is p, we can have 

1 Area(abcd) 2~ - /?' 
W 2  - - - - - 

P MSS ~ & S S  

Thus, we have 

x MSS 

W = r 

Finally, the average throughput of the flow can be derived by: 

For TCP with AIMD parameter a=1 and P=%, its throughput can be expressed as 

If an GAIMD flow wants to have the same average throughput as TCP when they share the same 

RTT, packet size MSS, and packet losses rate p, the GAIMD flow's a and P parameters have to 

satisfy the following equations: 

which can be further simplified as 

A.2.2 Buffer Requirement of a GAIMD Congestion Control 

The rate of a GAlMD flow varies because of its way probing bandwidth and making congestion 

avoidance. Once the transmission rate is lower than the receiver play out rate, users will perceive 

the transmission rate oscillations unless there is receiver side data buffering. Receiver side 



buffering is a popular way to tolerant this rate oscillation. The amount of receiver-side buffering 

is needed for the transmission rate to catch up the playing out rate. 

Figure A2.1 shows a GAIMD flow with a playing out rate R. We assume the GAIMD flow's 

transmission rate periodically varies from (1-f3) * W / RTT to WIRTT. 

Since the playing out rate can not be higher than the average the transmission rate, (Otherwise, it 

will run out the receiver side buffer), the playing out rate is limited by: 

W W 
R = (-+(I-P)-112 

R17T RTT 

With this playing out rate, the required data buffering size to avoid receiver side buffer underflow 

is equal to the area of triangle abc in Figure 2.1, which is: 

Since playback rate R is equal to the average of the transmission rate, we have 

2 w=- R x RTT , and the receiver-side buffering is 
2 - P  

1 
Aabc = - P x(----)~ x R' x R T T ~  

2aMSS 2-p 
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