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In this research we have developed and analyzed a set of techniques 

for converting analog voltages into pulse streams based upon the Inter-Pulse-

Interval (IPI) as well as conversion back to analog voltage.  A MOSIS 0.35 µm 

chip was designed and fabricated that contains both circuits.  The basic chip 

design and test results are also presented.  The IPI presented here is the 

asynchronous version, without a clock to drive the sampling process. 

We have studied low power versions of this circuit.  We show that the 

IPI conversion requires significantly less power than more traditional signaling 

techniques such as pulse-width modulation (PWM), sigma-delta ADC, etc. 

 This low power is obtained without slowing the sampling rate of the input 

signal.  We show that the IPI conversion process generates intrinsic distortion 
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between the voltage input and voltage output, and analytically prove that 

the way to compensate for this distortion is to increase the sampling rate.  In 

asynchronous IPI, there is non-uniformity in sampling rate from one part of the 

input signal to another part of the input signal.  For reducing distortion, the 

main thing that is relevant is the ratio of the worst-case or slowest sampling 

rate over the input signal frequency, based on Nyquist's theorem.  The IPI 

output is suitable for transmission using broad-spectrum, pulse based ultra-

wide band (UWB) techniques, with the potential application in the area of ultra-

low power wireless sensors, especially for biomedical applications. 

We also show that IPI representation has more immunity to high-

frequency attenuation over an interconnect wire compared to more 

conventional signaling techniques, such as pulse-amplitude modulation 

(PAM), pulse-width modulation (PWM), etc.  This concept can be useful to 

address high-speed signal integrity issues.    
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CHAPTER 1 

INTRODUCTION 

 

1.1   Motivation for IPI Research 

Although digital signal representation has become almost universal, 

there are still many areas where an analog representation is required to 

interface with an analog sensor world or to meet various other objectives such 

as power dissipation, frequency, or cost [70].   One important group includes 

wireless data collection from implantable, portable and optoelectronic sensors.  

In these domains analog signal representation is essential for many input 

modalities such as instrumentation, sensor interfaces, and communications 

[70].  Likewise, there are related output applications, such as biomedical 

actuation and industrial control [70].  In addition, the needs of wireless and 

fiber-optical communication have reinvigorated analog design.  However, there 

are problems concerning how to keep these analog components on a 

reasonable scaling curve as Moore‟s law continues unabated in the digital 

domain, and in integrating analog representations into large, complex digital 

systems (“system on a chip”). [70] 

In this dissertation we present an approach to representing analog 

signals that we believe will integrate more cleanly in remote sensing 

applications.  Today analog signals are almost exclusively represented by 

current or voltage quantities, which are susceptible to signal degradation.  Our 

proposal is to borrow a page from neuroscience and use the time between 
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asynchronous pulses1, the Inter-Pulse-Interval (IPI), to represent analog 

quantities.  We have developed a mixed-mode analog/digital design 

methodology based on the IPI representation. [70]  Mhaidat and Jabri have 

investigated the computation elements [1], and Ettienne-Cumings et al. have 

been doing work on image sensors [2-4], [6].  According to Ettienne-Cumings 

et al., the light intensity or the brightness of the pixels in the address-event 

imager is inversely proportional to the pulse inter-spike time interval, or inter-

pulse time interval [3]. In fact, Address Event Representation (AER) [4-6] is a 

well developed and commonly used technique for communicating analog 

information.  It has potential value in systems that are collecting data from 

arrays of distributed sensors. 

In biological systems various signal representations are used, but 

pulses appear to be the dominant form for representing communication in 

neural circuits for reliable communication. 

The IPI representation has been the subject of previous research [3], 

[27-29], [32], [41] but it has, as yet, found little applicability outside of the 

domain of neuromorphic hardware, optical fiber communications for analog 

and video applications, and light emitting diode communication systems.  

Some of this previous asynchronous IPI work was known as pulse interval 

modulation (PIM), and the synchronous IPI work was known as pulse position 

modulation (PPM) [32].  Much of the PIM work mentioned includes the case 

where PIM was combined with pulse width modulation (PWM) to generate the 

asynchronous pulse interval and width modulation (PIWM) scheme [28-29], 

[32].  This is where both the pulse time interval and the pulse width encode the 

data.  However, PIWM consumes more power than PIM since the information 

is also encoded in the width of the pulses.  The goal of this work is to 

characterize the use of the IPI representation as a general technique for 

                                                           

1
 In biology pulses are referred to spikes, and so much of what we present here is derived 

from work with and the modeling of the Inter-Spike-Interval (ISI). 
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analog signal representation, and bring it into a more general IC design flow to 

stimulate its use in a wider variety of applications. 

There are various ways that pulses can be used to represent 

information.  For example, one variation of pulsed information is rate-based 

encoding where the data are carried via the pulse frequency.  This technique 

forms the basis of the 1-bit audio signal representation (pulse density 

modulation or pulse frequency modulation) that is being developed in Japan to 

power the next generation of high-fidelity sound.   The original signal can be 

recovered from a pulse density stream by using a simple low pass filter. 

However, the variation we are interested here uses the time between 

pulses, i.e., the inter-pulse interval, to convey information.  This encoding is 

more efficient compared to conventional pulse signaling techniques such as 

pulse width modulation, pulse frequency modulation, etc., in terms of data 

representation and power utilization. Transmitting information by inter-pulse 

intervals raises interesting trade-offs in noise immunity, pulse density, 

information rates, etc., some of which are addressed in this paper.  Another 

advantage of pulse streams is that the pulses can be converted to digital 

addresses and communicated over time-multiplexed buses with little loss of 

information, such as used by the Address Event Representation discussed 

above. 

As we move to deep submicron and then on to nanometer/molecular 

devices, the problems that digital encounters with scaling, such as threshold 

inconsistency, subthreshold currents, hot-electron effects, doping variability, 

substrate coupling, and transmission line and complex cross-talk effects, are 

even more serious for analog circuitry.  IPI representations will provide better 

immunity to these effects, as well as to the more traditional process, 

temperature, and reference voltage variations.  For most applications, pulse 

based analog systems will require less power, which is mostly due to the fact 

that pulses are small bursts of energy rather than continuous current flow.  We 
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do not believe that inter-pulse representations will replace all voltage/current 

representations in mixed-signal circuitry, but we do believe that the technique 

adds a valuable tool to the mixed-signal toolbox. 

One area where IPI seems to be especially well suited is that of remote 

sensor data collection.  As will be shown in this thesis, it is far less expensive 

in power to convert analog signals to IPI, which can be transmitted over a wire 

or wireless, than it is to convert to other signal representations.  A potentially 

good application for IPI could be low power wireless sensor networks2.  

Wireless sensor networks are potentially useful for environmental monitoring, 

bio-medical applications such as patient monitoring, home security 

applications, and numerous other applications.    

There are numerous advantages to using pulses to compute or to 

communicate.  Most important, they are a way to represent analog quantities 

that can be multiplexed over a single wire and which are significantly more 

immune to noise.  One of the problems with mixed signal circuits using 

traditional scalar current/voltage representations is that the switching noise of 

digital circuitry on the same die is disruptive, especially if they must traverse 

any distance - IPI representations would be immune to this noise.  Since IPI-

based signals are represented by full-scale pulses, they can be completely 

restored as they travel along a path, though it is important that path delay be 

consistent, since they are sensitive to jitter noise. 

 

The potential advantages of an IPI based mixed signal representation 

then include:  

 Significantly better immunity to noise and (digital spiking effects) over 

traditional mixed-mode analog-digital representations.  IPI has better 

                                                           

2 This has been studied by Rabaey et al. at the Berkeley Wireless Research 
Center [71-72]. 
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immunity over traditional analog representation since IPI can have only 

two values, HIGH and LOW.  The definition of IPI that is mentioned in 

both Chapter 1 and Chapter 5 explains why IPI can have potentially 

better noise immunity compared to some of the other signal 

representations. 

 Lower power dissipation, since pulses occur only occasionally, instead 

of having a continuous stream of voltage or current.  This point is 

addressed in Chapter 3 of this thesis. 

 Better immunity to high-frequency attenuation in both on-chip and off-

chip high-speed interconnects, since IPI pulses occur only occasionally.  

This will improve the signal integrity in high-speed digital applications.  

This issue is addressed in Chapter 6.  

 

In the next section of this chapter, a formal definition of the Inter-Pulse 

Interval will be presented for the asynchronous form.  After that, a table of 

definitions will be given that compare IPI with other signaling schemes, such 

as pulse-width modulation (PWM), etc.   

 

1.2 Definition of IPI 

1.2.1   Asynchronous IPI and Synchronous IPI 

There are two basic forms of IPI, asynchronous and synchronous.  In 

asynchronous IPI, AIPI, a continuous signal is represented by the time 

between any two adjacent data pulses.  In AIPI the pulses are asynchronous.  

In synchronous IPI, SIPI, a continuous signal is represented by the time 

between a synchronous reference pulse and a data pulse. 

IPI representation means that the analog information is stored in the 

interval between two pulses.  In a plot of IPI representation, the x-axis is time, 

and the y-axis is the voltage of the pulse signal.  That voltage can have only 
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two values, a high value and a low value.  As the input analog voltage or 

current changes, the time between two pulses changes. 

 

 

 

Figure 1.1: IPI signaling schemes: (a) Graphical definition of Asynchronous IPI, or AIPI, and  

                                                         (b) Graphical definition of Synchronous IPI, or SIPI. [1] 

 

Figure 1.1 shown above demonstrates the definition of AIPI and SIPI in 

graphical format.  As the top portion of the plot indicates, the data is 

represented by the time between two adjacent data pulses in AIPI.  In the 

bottom portion of the plot, the pulses with the superimposed dashed lines 

represent the synchronous reference pulses in the SIPI representation, and 

the data is represented as the time between one of these clocked reference 

pulses and the data pulse that follows it in the SIPI representation. 

In this section, Asynchronous Inter-Pulse-Interval (AIPI) representation 

will be defined more formally. Here are definitions of the terminology and the 

notations that will be used:  

 

 ti = inter-pulse interval (IPI) start time (or time at which first pulse 

occurs) 

 tf = inter-pulse interval (IPI) end time (or time at which second pulse 

occurs) 

 td = DeltaT = tf  - ti = IPI time difference between two asynchronous 

pulses that encodes the analog value xd mentioned below 
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 xd = analog value represented by the IPI time difference between the 

pulse starting at ti and the second pulse ending at tf 

  (x) = analog-to-IPI conversion function 

  -1(x) = IPI-to-analog conversion function 

 

Factors such as noise, accuracy, speed, and practical design limitations 

will affect how small the shortest interval can be [1]. 

In the linear AIPI representation, the time td is a real value that is 

linearly proportional to the input analog value xd that is being encoded [1].  

This representation is being defined here only for positive xd.  This linear 

conversion function can be mathematically expressed as: 

 

baxxt ddd  )( , where xd > 0   Eq. 1.1 

 

In the above equation, a and b are real valued constants [1].  In the 

nonlinear representations such as the hyper-tangent or the logarithmic [1], the 

relationship between the encoded IPI time interval, td, and the analog input 

value, xd, is not linear.  In the logarithmic representation, for example, the 

general form of the conversion function is: 

 

cxaxt dbdd  log)(      Eq. 1.2 

 

In the above equation, a, b, and c are real valued constants.  A more 

general form of the logarithmic function that can be used to deal with the 

cases when xd is zero or negative is  

 

cdxaxt dbdd  log)(      Eq. 1.3 
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In the above equation, a, b, and c are real constant numbers, and d is a 

real positive constant that can be added to xd so that the input to the log 

function is always positive.  This constant d needs to be accounted for when 

converting back from the IPI domain to the analog domain [1].  The nonlinear 

IPI representation will be covered in Chapter 2 and the linear IPI 

representation will be covered in Chapter 3.  Chapter 3 also explains the 

advantages of the linear IPI over the nonlinear IPI, and why linear IPI has 

been chosen over nonlinear IPI as a means of using AIPI for communication. 

IPI signaling will be defined in this work as a pulse scheme where both 

pulse amplitude and pulse width are constant.  An interesting question about 

AIPI concerns pulse shape.  Although it can be defined as more or less a 

regular pulse with a well defined edge, as has been done in most of this 

thesis, the reality is that using a well defined pulse shape and edge is not 

necessary in AIPI.  An AIPI pulse is really just a packet of energy that the 

circuit detects.  This concept differentiates AIPI from the other pulse signal 

representations, where a rectangular pulse with a well defined edge is 

generally required.  This energy packet model to describe AIPI will be 

discussed in more detail below. 

This packet of energy is defined as an AIPI pulse if either Eq. 1.4 or Eq. 

1.5 is satisfied as mentioned below: 

 

)( and )( THMAXMAXAMP FFVV        Eq. 1.4 

 

)( and )( THMAXLTHAMP FFVV       Eq. 1.5 

 

In the above equations, 

 VAMP = voltage amplitude of a signal that represents a packet of energy 

 VMAX = maximum voltage swing for the AIPI signal 
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 VLTH = threshold voltage level less than VMAX where the packet of 

energy is considered a pulse if its amplitude is greater than this 

threshold.  An AIPI pulse needs to have minimum amplitude for 

robustness, even if its amplitude is less than full swing due to 

attenuation or pulse shaping.  This way, signals with amplitudes below 

this threshold can be filtered out as noise.   

 FMAX = maximum frequency that represents the frequency spectrum of 

this packet of energy 

 FTH  = threshold frequency where the packet of energy is considered a 

pulse if the maximum frequency component in its frequency spectrum is 

less than this threshold 

 

Here, VLTH and FTH are arbitrarily defined constants.  These two 

conditions above (Eq. 1.4 and Eq. 1.5) define an AIPI pulse as either 1) a 

pulse with high-frequency content at full voltage swing (to include the 

rectangular pulse with the full voltage swing with defined edges) or 2) a pulse 

that has voltage swing in the range between VLTH and VMAX but has the high-

frequency content filtered out.  An AIPI pulse needs to have minimum 

amplitude for robustness, even if its amplitude is less than full swing due to 

attenuation or pulse shaping.  This way, signals with amplitudes below this 

threshold can be filtered out as noise.  Most of this thesis uses the AIPI with 

well defined pulse edges to demonstrate the concepts in a simplified manner.  

However, this energy packet model will be useful for noise immunity, as will be 

discussed in Chapter 5.  A signal that does not satisfy either Eq. 1.4 or Eq. 1.5 

is considered to be noise.   

 AIPI is most useful in communication of analog information, since it can 

transmit a signal with more power efficiency than SIPI.  SIPI, on the other 

hand, allows the definition of positive and negative values as well as a range 

of computational operations [1].  It is difficult to do arithmetic on AIPI 
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represented data, whereas a range of arithmetic operations can be performed 

directly on SIPI represented data.  And in some cases, an AIPI conversion 

back to analog voltage or current can be done to perform signal processing 

such as basic filtering.  This is a reasonable alternative since IPI conversion is 

inexpensive in terms of hardware and power. 

However, the real strength of AIPI is its use as a means for 

representing and transmitting analog data over networks, whether between 

chips, via wireless connections, or even within a single chip, without 

converting to digital locally at the sensor, in an environment where power is at 

a premium, such as with portable, wireless sensors.  Most of this thesis is 

devoted to the characterization of AIPI for such an application and comparing 

it to more traditional pulse representations.  SIPI will not be covered here, 

since it has been convered very well by Khaldoon Mhaidat [1]. 

At its simplest, AIPI has traditionally been represented by the integrate-

and-fire model [1], [41].  An input current I charges a capacitor C.  When the 

capacitor voltage reaches a threshold, a pulse is generated at the output and 

the capacitor is discharged.  Here, the time between pulses or the AIPI time 

interval is inversely proportional to the input current charging the capacitor.  

The nonlinear AIPI representation is based on this concept where the input 

current charging the capacitor varies, causing the AIPI time interval to vary.  A 

more complex and more realistic model is the leaky integrate-and-fire.  Some 

previous work has been done related to leaky integrate-and-fire neurons [42-

43].  One of theses papers discusses the use of leaky integrate-and-fire 

neurons for sound feature detection [43].  In the leaky integrate-and-fire case, 

a resistance is used to leak charge off the capacitor, so that the inter-pulse 

interval then has precise control of the charge on the capacitance [70]: 

 

)(
)()(

tI
R

tV

dt

tdV
C          Eq. 1.6 
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Although these circuits tend to be low pass filters, there is an important and 

subtle difference.   A low pass filter generates a continuous voltage or current 

representation by integrating over a series of pulses - the current or voltage is 

proportional to the pulse rate, in which case a single inter-pulse interval, IPI, 

does not carry significant information. [70] 

However, the leaky integrate and fire element discharges the capacitor 

during pulse generation, thus “forgetting” all previous intervals.  Consequently, 

the actual inter-pulse interval from one pulse to the next can have a significant 

effect on circuit output, whereas rate-based encoding requires a series of 

pulses to increase the rate accordingly. [70] 

 

1.2.2 Precision and Resolution Issues 

Perhaps the most serious criticism of the IPI representation is the fact 

that large dynamic range leads to long intervals intervals, which constraints 

the maximum frequency components that AIPI captures accurately.  It also 

leads to potentially slower operation.  One way to reduce this dynamic range 

problem is to use a logarithm-based representation. [70] Another approach is 

put the threshold mechanism directly into the sensor.  The sensor then 

integrates charge representing the signal of interest to a fixed voltage 

threshold and then sends a pulse when the threshold is exceeded.  For low 

amplitude input signals in the nonlinear IPI system, more integration time is 

used, leading to a more accurate representation of smaller signals.   

Another issue with AIPI concerns the implementation of negative or 

zero values.  This is one of those interesting situations where infinity (one 

continuous value) and zero (also one continuous value) have the same 

representation in the sense that there are no pulse edges.  So, for example, 

pulses don‟t necessarily have to be identified strictly by edges.  As with many 
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analog circuits, negative values can always be implemented with 

complementary modes. [70] In the applications that have been studied, the 

issue of zero representation has not been a problem since by virtue of noise in 

the input, there are no intervals that cannot otherwise be represented by low 

value signals.  And in many situations it is possible to add a small offset to 

more accurately control minimal value representation. 

Though mostly insensitive to analog noise, AIPI is sensitive to jitter 

noise, i.e., non-uniform delays added during pulse communication.  However, 

perhaps the biggest problem with the AIPI representation is that the sample 

rate changes depending on the magnitude of the voltage.  This affects signal 

integrity in a number of ways.  For example, a signal could be undersampled 

at the lower magnitudes, but sufficiently sampled at the larger magnitudes.  

The source, such as a sensor, can even control the sample rate by adding or 

subtracting a DC offset when necessary.  There is also a slight non-linearity 

that can be manifested on a signal ramp from lower to higher amplitudes.  This 

intrinsic distortion in AIPI systems due to this non-linearity is discussed in 

detail in Chapter 4.  

 
 

1.3   Comparison of IPI with Previous Work 

The concept of using pulses to encode and process information is not a 

new one.  Pulse encoding is used in neurobiological systems, where 

information in the brain is encoded using pulses [1].  A number of people had 

done work on pulse modulation and communication for over 60 years [1].  

Information on various pulse modulation techniques can be found in [7], [8], 

and [32]. 
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1.3.1 Previously Studied Pulse Based Signal Representations 

Table 1.1 below defines IPI along with some of the previous work on 

pulse based representations.  In order to demonstrate the benefits of using IPI, 

IPI will be compared with a number of these other pulse. 

Pulse Type Definition Mathematical Definition 

Asynchronous Linear 
IPI 

Inter-pulse interval, where the time between 
two pulses, DeltaT or Td, is a linear function 
of the analog input voltage, Vin.  In this case, 
DeltaT increases as Vin increases, causing 
the sampling rate to be lower at higher input 
voltages.  Since this is asynchronous, there 
is no clock.  Pulse amplitude and pulse width 
are constant. 

baVVfT inind  )(  

d

s

T
F

1
  

PWM Pulse width modulation, where the width or 
duty cycle of a synchronously pulsed signal 
is modulated with respect to the analog 
input.  Pulse amplitude is constant, since 
PWM is encoded along the time axis and not 
the voltage axis.  Pulse frequency or 
sampling rate is constant, based on the 
frequency of the clock that drives PWM.  
PWM is a special case of synchronous PFM 
where all the narrow pulses are adjacent to 
each other forming a wide pulse.   

baVVfP ininw  )(  

 

 

PAM Pulse amplitude modulation, where the 
amplitude of a pulse is modulated with 
respect to the analog input voltage, Vin.  The 
pulses are timed with respect to a 
synchronous clock.  Therefore, pulse 
frequency or sampling rate is constant. 

baVVfP ininamp  )(  

 

 

PFM 
Pulse frequency modulation, where the 
frequency of the pulse is modulated with 
respect to analog input.  PFM can be either 
asynchronous or synchronous.  Sigma-delta 
modulation (SDM) uses PFM in its analog-
to-digital conversion algorithm.  It makes 
more sense for PFM to be synchronous 
since then the input voltage signal can be 
sampled at fixed time intervals and then a 
constant frequency of pulses can be 
generated over a fixed time interval.  
Encoding/decoding is done based on 
average occurrence of multiple pulses over a 
synchronous time period.  Pulse amplitude 
and pulse width are constant. 

 baVVfP ininf  )(  

 

 

 

Table 1.1: This table defines several other popular pulse based data representations as well as IPI.  

More detailed information regarding the other pulse types is discussed below [1] [44]. 
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In the equations for the table above, the parameters are defined as below: 

 Td = DeltaT = IPI time difference between two asynchronous pulses 

that encodes the analog value Vin mentioned below 

 Vin = input analog voltage value to be encoded 

 Pamp = pulse amplitude 

 Pw = pulse width 

 Pf = pulse frequency 

 Fs = sampling frequency 

 Fclk = clock frequency 

  (Vin) = analog-to-pulse conversion function, where the analog input 

Vin is the variable input 

 a = arbitrary constant value that is real 

 b = arbitrary constant value that is real 

 

PWM, IPI, and PFM require only 2 voltage levels, HIGH and LOW.  

Regarding PWM, or pulse width modulation, Pw is the amount of time that the 

pulse signal is high in a given clock period.  The duty cycle of the PWM signal 

is the proportion of time in the clock period that this signal is high.  In PWM, 

the duty cycle is modulated with respect to the input.  The number of possible 

pulse widths in a given clock period is equal to 2 raised to the power of n, 

where n is number of bits of resolution.  For example, PWM-4 has 4 possible 

pulse widths where each clock period represents 2 bits.  

Regarding PAM, or pulse amplitude modulation, Pamp is the voltage 

amplitude of the pulse signal.  The number of voltage levels is equal to 2 

raised to the power of n, where n is the resolution in bits.  For example, PAM-4 

has 4 levels of voltage amplitude where each pulse represents 2 bits, and 

PAM-8 has 8 levels of voltage amplitude where each pulse represents 3 bits. 

In PFM, or pulse frequency modulation, Pf is the pulse frequency or 

number of pulses in a given time interval. 
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Figure 1.2 shows the pictorial diagram of each of the pulse modulation 

techniques: PAM, PWM, PFM, and IPI.  

 

 
Figure 1.2: Pulse modulation techniques: (a) the analog signal, (b) pulse amplitude modulation 

(PAM), (c) pulse width modulation (PWM), (d) pulse frequency modulation (PFM), (e) pulse 

delay (or inter-pulse interval) modulation (PDM or IPI-M).  As this pictorial diagram shows, 

PFM generally has a much higher density of pulses, or number of pulses per unit time compared 

to IPI.  Figure 1.1 has shown the detailed comparison between asynchronous IPI (AIPI) and 

synchronous IPI (SIPI). [1] 
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1.3.2 Comparison of IPI with Synchronous PWM 

Pulse width modulation (PWM) is where the width of the pulsed 

waveform, or amount of time that the pulse is high, varies with the input signal, 

and the pulse frequency remains the same [7-8], [32].  In contrast, for IPI, the 

pulse width remains constant while the pulse frequency, which is related to 

time between pulses, varies with the input signal.  IPI is asynchronous in this 

research work, and PWM is synchronous [32].   

Work on synchronous PWM has been done for applications involving 

optical fiber transmission of analog and video signals [1], [14], [17], [19], and 

[31].  PWM is also used in high-speed memory systems [36-37], [62].  PWM in 

the context of high-speed serial link applications will be discussed in detail in 

Chapter 6. 

The similarities are that both PWM and IPI can be used for noise 

reduction since both can take on only two voltage levels, high and low.  In 

PWM, the data is encoded along the time axis with no analog voltage present 

in the signal [7-8].    

The fundamental advantage of IPI over PWM is IPI has lower power 

dissipation compared to PWM.  IPI consumes less power than PWM since in 

IPI the encoding of the information is done in the time between fixed-width 

narrow pulses while in PWM the encoding is done in the variable width of the 

pulses [1], [32].  This paper mentions this in the context of synchronous IPI 

(SIPI), but this low power concept can be extended to asynchronous IPI (AIPI) 

as well.  The reason AIPI will consume less power than SIPI is that there is no 

clock, a heavy consumer of power, to drive the AIPI system.  Actual power 

figures comparing those two techniques can be found in Chapter 3 of this 

thesis.   

The SIPI signal can be obtained from the PWM signal by differentiating 

the PWM signal to generate narrow pulses at the edge transitions [1].  Figure 

1.3 shows the block diagram for PWM modulation.  Sample and hold (S/H) is 
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performed on the analog input voltage in the PWM modulator and then that 

signal is compared with a sawtooth ramp signal.  If the comparator detects that 

the input signal and the sawtooth ramp signal are equal, the comparator 

output goes from high to low.  The PWM signal is taken from the output of the 

comparator.  The SIPI signal is obtained by differentiating the PWM signal.  In 

SIPI and PWM, a periodic clock is used to control the timing of the S/H 

operation and the ramp generation.  The input signal has to be DC-shifted to 

accommodate the most negative value. Otherwise, it will be limited by the 

ramp minimum voltage and the comparator input range.  [1], [32] 
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Figure 1.3: This diagram demonstrates synchronous IPI (SIPI) and PWM modulation. In 

asynchronous IPI (AIPI) and PWM, no clock is used and S/H and the ramp are restarted as soon 

as the comparator detects that the input sample and the ramp have equal values. [1], [32] 

 

Demodulation of PWM is performed by converting the PWM signal to 

SIPI first via differentiation and then performing IPI demodulation.  Figure 1.4 

shows the block diagram for the demodulation of both PWM and IPI.  For SIPI 

demodulation, a sawtooth ramp signal is generated using the first input pulse 

and then sample and hold is done on this ramp signal using the second input 

pulse. This produces the pulse amplitude modulation (PAM) equivalent to the 

PWM/IPI.  A low pass filter (LPF) can then be applied to this PAM signal to 

recover the baseband signal component from the frequency spectrum. The 

ramp signal used in all the SIPI and PWM applications above is linear, which 

leads to a linear relationship between the voltage signal and the SIPI and the 

pulse width. [1], [32]  

Since PWM is synchronously driven [32], there is a problem of clock 

jitter in scaled technologies that can degrade performance.  A paper by Tang 

et al. discusses jitter in PWM when used in high-speed serial links [36].  In this 

paper, PWM jitter and clock jitter are equivalent since the clock is embedded 

in the PWM-encoded signal.  Related work in phase-locked-loops (PLL) in a 

PWM high-speed I/O communication system is discussed in [37].  The PLL in 

this paper can be used in both the transmitter and receiver ends of the PWM 

I/O link.  Here, both the transmitter PLL and the receiver PLL can generate the 
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8-phase clock by means of a voltage-controlled oscillator (VCO).   PLL circuits 

can generate clock signals that have jitter due to phase noise, which can affect 

system performance [38].  One of the sources of this jitter or phase noise 

coming from clock generating circuits such as VCOs, PLLs, and ring 

oscillators is intrinsic noise generated by the circuits, such as 1/f flicker noise 

and thermal noise [39-40].  Another important advantage of AIPI is that it is 

asynchronous and does not use a clock that is subject to jitter noise. 

 

 

Figure 1.4: This diagram demonstrates (a) PWM demodulation, and (b) IPI demodulation.  IPI 

demodulation here can be applied for both asynchronous IPI (AIPI) and synchronous IPI (SIPI) 

[1] [32]. 

 

1.3.3 Comparison of IPI with PAM 

Pulse amplitude modulation (PAM) is where the amplitude of the pulse 

varies with the input signal.    

PAM is commonly used in high speed serial link communication 

applications [56-61].  High speed communication applications will be 

discussed in more detail in Chapter 6.  An advantage of IPI over PAM is that 
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IPI is more immune to noise since IPI has a fixed pulse amplitude and uses 

only time-dependent features to encode the information, while PAM uses the 

amplitude of the synchronous pulses to encode the information [1], [7-8]. 

 

1.3.4 Comparison of IPI with PFM 

Pulse frequency modulation (PFM) is where the number of pulses 

within a given timeframe or time range varies with the input signal [7-8].  Work 

on PFM has been done for applications involving optical fiber transmission of 

analog and video signals [1], [23-26].  An analog signal can be converted to 

PFM by using a VCO followed by a monostable circuit to generate fixed-width 

narrow pulses [1], [32].  Decoding the PFM signal back to analog involves 

using a monostable circuit to reconstruct fixed-width narrow pulses from the 

input stream, followed by low-pass filtering to recover the base-band signal 

component from the frequency spectrum [1], [32].  The main drawback to 

using PFM is that many pulse signals in a given time frame are required, 

increasing the power requirements.  IPI involves only two pulses bordering a 

time interval, causing the power dissipation to be reduced.  Power dissipation 

in CMOS is related to transition frequency, where the power increases as 

transition frequency increases.  For a given encoding time interval, IPI has 

only 2 rising transitions and 2 falling transitions, 2 pulses, while PFM has up to 

2N rising transitions and 2N falling transitions, representing 2N pulses, where N 

is the resolution in bits.  

PFM can be either asynchronous or synchronous, and has been 

defined in some of the literature as asynchronous or anisochronous [28-29], 

[32].  However, it makes more sense for PFM to be synchronous since then 

the input voltage signal can be sampled at fixed time intervals and then a 

constant frequency of pulses can be generated in an interval.  Sigma-delta 

modulation (SDM) uses PFM, which is also called pulse density modulation, in 

its analog-to-digital conversion algorithm [44].   
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Even though both IPI and PFM have varying pulse frequencies, 

asynchronous IPI can be encoded/decoded instantaneously, while in PFM the 

encoding/decoding is done based on average pulse occurrence over a 

synchronous time period. 

 

1.3.5 Comparison of Impulse Radio with Other Wireless Technologies 

One of the advantages of using IPI representation is for carrierless 

impulse based radios, such as UWB.  The short duration of UWB impulse 

radio pulses causes an extremely wide bandwidth, on the order of several 

gigahertz.  In spread-spectrum technologies, the signals are continuous-wave 

sinusoids that are modulated with a fixed carrier frequency.  Spread-spectrum 

techniques have greater bandwidths, on the order of megahertz.  Wideband 

communications such as UWB offers some advantages over narrowband 

communications such as covertness, frequency diversity for better 

performance in multipath channels, and resistance to jamming, or prevention 

of radio communication intentionally or unintentionally.  UWB signaling 

techniques offer very low duty cycles, leading to very low transmission power 

and extra covertness compared to spread-spectrum techniques.  [45] 

Figure 1.5 shows the time and frequency domain plots for narrowband 

vs. spread-spectrum wideband vs. UWB, and compares all 3 signaling 

techniques with each other.  This plot shows UWB having a narrow pulse in 

the time domain and a very wide bandwidth in the frequency domain while the 

other two techniques, narrowband and spread-spectrum, have continuous 

waveforms in the time domain and narrower bandwidths in the frequency 

domain.   
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Figure 1.5: The transition from narrowband to wideband and ultra-wideband in the time and 

frequency domains [45]. 
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1.4   Organization of Thesis 

 

This thesis is divided into several chapters.  In Chapter 2, designs for 

asynchronous IPI circuits using a non-linear IPI representation are shown.  In 

Chapter 3, designs for asynchronous IPI circuits using the linear IPI 

representation are discussed, as well as the benefits of using linear IPI over 

non-linear IPI.  In Chapter 4, MATLAB simulations and a more formal analysis 

of the IPI representation with respect to intrinsic distortion is presented.  In 

Chapter 5, extrinsic distortion due to noise is covered.  Chapter 6 deals with 

the application of high speed interconnect where IPI is compared with other 

pulse types.  And chapter 7 summarizes the results of this work and discusses 

about some of the follow on research work that can be done in the future that 

is related to IPI. 
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CHAPTER 2 

NONLINEAR IPI CONVERSION CIRCUITS 

 

2.1 Introduction 

This chapter covers preliminary designs for conversion circuits based 

on nonlinear IPI representation for voltage to IPI and IPI to voltage.  Nonlinear 

IPI was used initially since this is based on previous work using the integrate-

and-fire model mentioned in Chapter 1 [1], [41].  These designs were done to 

verify that conversion from analog voltage to IPI domain and back are possible 

in actual circuits to explore the various design issues. This work focuses on 

the asynchronous representation, since this is more suitable for ultra low 

power sensor based applications.  There has been considerable work done on 

the Synchronous IPI representation (SIPI) by Khaldoon Mhaidat [1].  The SIPI 

representation is much more suitable for computation and allows direct 

arithmetic operation on pulse based forms.  

The designs presented here were simulated in PSPICE.  In addition to 

circuit representation, we also implemented the basic functionality in VHDL-

AMS and as high level abstractions in MATLAB.  VHDL-AMS results are not 

discussed in this thesis since the results were not conclusive.  

The mathematical definition of AIPI was presented in Chapter 1 

(Introduction). 

 

 



 

 

25 

2.2 Voltage to Asynchronous IPI Conversion 

In this section, the simplest IPI representation is assumed, where the 

analog information is stored in the interval between two pulses.  This is known 

as asynchronous IPI.  The AIPI representation will be presented in the context 

of the voltage to AIPI conversion.  In a plot of IPI representation, the x-axis is 

time, and the y-axis is the voltage of the pulse signal.  That voltage has only 

two values.  As the input analog voltage is changed, the time between two 

successive pulses is changed.  Even within the constraints of the 

asynchronous IPI representation, there are a number of conversion options.  

An important option concerns the use of logarithmic or linear scale conversion.  

For most of the work reported here, unless indicated otherwise, the logarithmic 

representation is used.  The logarithmic representation allows greater dynamic 

range without appreciably slowing the total system.  On the other hand, a 

logarithmic representation is harder to use in many common signal processing 

applications. 

A circuit for the voltage to IPI conversion has been designed.  This 

converter is for the simplest asynchronous IPI representation without any 

reference or synchronization pulse.  The main schematic is shown in Figure 

2.1.  The op-amp current mirror that converts the voltage signal into a current 

signal is shown in Figure 2.2.  This current flows into a capacitor, charging it.  

Once that voltage on the capacitor reaches threshold, a pulse is generated 

and the capacitor is discharged.  Ideally one would like to reuse the energy in 

the capacitor to generate the outgoing pulse to reduce power requirements 

even further.  The current designs mentioned in this thesis do not do this, but it 

is a possible topic for future work. 

The capacitor integrates the charge exponentially, i.e. 1-e-kt, which 

creates a logarithmic representation.  An op-amp comparator generates a high 

output signal when the capacitor voltage reaches threshold. This comparator 

generates a high output signal when the IN+ pin, or the voltage on the 
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capacitor, becomes greater than the IN- pin, or the threshold voltage signal.  

This high output signal from the comparator generates the output pulse.  The 

comparator schematic is shown in Figure 2.3. 

The CMOS delay buffer, which adds some delay, is shown in Figure 

2.4.  This buffer is composed of two inverters, and is required to avoid timing 

glitches between the discharging done by the NMOS transistor (M4 of Figure 

2.1) and the charging done by the op amp current mirror, since this current 

mirror is always on. 

When the output of the CMOS delay buffer is high, the NMOSFET that 

takes the output of the buffer will turn on, causing the capacitor to discharge. 

The plot of DeltaT, or the time interval between pulses, versus Vin, the 

input voltage, is shown in Figure 2.5.  This plot appears to be exponential.   

Initially the DeltaT versus Vin curves were too steep in some places and 

flat in other places.  This problem was fixed by adding transistors and resistors 

to the op-amp current mirror to increase the gain, making it more dependent 

on the resistors than on the transistor characteristics, which, in turn, depend 

on temperature and supply voltage. 
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Figure 2.1: Voltage to IPI Converter - Main Schematic 

 

 
Figure 2.2: Voltage to IPI Converter - OpAmp Current Mirror 
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Figure 2.3: Voltage to IPI Converter - CMOS Comparator 

 

 

Figure 2.4: Voltage to IPI Converter - CMOS Delay Buffer 
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Figure 2.5: Plot of DeltaT versus Vin.  CMOS comparator has been used in this case. 

 

 

 

 

 

2.3 Asynchronous IPI to Voltage Conversion 

In addition to voltage to AIPI conversion, a circuit has also been 

designed that does IPI to voltage conversion.  This circuit uses a current mirror 

and switched capacitors.  Figure 2.6 shows the schematic for the IPI to 

Voltage Converter. 

Figure 2.7 shows a plot of Vout, the output voltage, versus DeltaT, the 

time interval between two pulses.  As expected, this plot is logarithmic in 

nature.  Initially, ideal analog switches were used to insure sure that the basic 

circuit architecture was correct.   Then those ideal switches were replaced by 

more realistic MOSFETs.  Later, the capacitor values were tweaked in order to 

get the desired results. 
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Figure 2.6: IPI to Voltage Converter Schematic 
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Figure 2.7: Plot of Vout versus DeltaT.  MOS transitors have been used for the switches in the 

switched capacitor network.  
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2.4 Voltage to IPI to Voltage Test 

As a final test of both converters, they were combined back-to-back into 

a dual converter that takes a voltage input, converts that into an IPI 

representation, and then converts that back into a voltage representation.  

Figure 2.8 shows the top level schematic for this circuit.  The individual 

modules are identical to that presented with the exception that Figure 2.9 has 

the op-amp circuitry after the IPI to Voltage conversion that was needed to 

adjust the value of the output voltage, Vout.  Since the AIPI representation does 

lose DC offset information, in these examples it is added back in for 

convenience sake.  This is labeled as the subtractor block in the Voltage to IPI 

to Voltage Converter circuitry. 

This Voltage to IPI to Voltage converter circuit behaves like a low-pass 

filter.  According to the frequency domain plot (Figure 2.11), the corner 

frequency, fc is around 100 Hz.  This RC filter is where:  

 

RC
fc

2

1
        Eq. 2.1 

 

In the above equation, fc is the corner frequency, R is the value of resistance 

of the resistor, and C is the capacitor‟s capacitance.       

A sinusoid input of various frequencies was applied to Vin, the input 

voltage signal.  At low frequencies, where frequency is less than 50 Hz or fc / 

2, Vout matches Vin very closely, which is the desired result.  In this case, Vout 

is a sinusoid that almost overlaps with the Vin input sinusoid with very little 

phase shift.  Plots of the Vout and Vin signals as a function of time at the input 

frequency of 50 Hz are shown in Figure 2.10. 

The frequency of the input voltage signal Vin was varied from 25 Hz up 

to 2 KHz.  There is little distortion at the lower frequencies, where the 

frequency is less then fc, but increasingly more distortion as the frequency 
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increases, where frequency is greater than fc. As the input frequency 

increases, the output signal attenuates and has some phase shift.  This means 

that the sinusoid peak of the Vout signal decreases as the input frequency 

increases.  The deviation between Vout and Vin increases with increasing 

frequency, especially as frequency becomes much greater than fc.  Figure 

2.11 contains the plot of the sinusoid peak voltage for Vout as a function of 

input frequency.  Here, the voltage levels for input and output as well as the 

value for cut-off frequency are not of concern, since the main point here is 

demonstrating that the VIPIV converter behaves like a low-pass filter.   

As indicated in Figure 2.11, the performance starts to degrade at 

several hundred Hertz.  This frequency-induced performance degradation is 

due primarily to the capacitors in the IPI to Voltage Converter block. A solution 

to the degradation problem at higher frequencies would be to reduce the 

capacitance of the capacitor in the IPI to Voltage block that the current from 

the current mirror flows into.  This way, the charge storing capacity of that 

capacitor decreases.  By reducing that capacitance of the capacitor in the IPI 

to Voltage block, the corner frequency, fc, will increase based on reducing the 

capacitance of the RC low-pass filter based on Eq. 2.1.   

Although some tweaking is possible, what is being seen here is a 

fundamental limitation in total frequency range that is due to the fundamental 

trade-offs between voltage and time.  The logarithmic representation helps 

somewhat, but generally IPI representations will need to operate within well 

defined frequency ranges. This is not an unreasonable restriction since it 

applies to most mixed-signal circuitry.  Though not done here, it is possible to 

increase the frequency range without significant circuit redesign.  The fc or cut-

off frequency is different for one part of the wave from the other.  This is due to 

the fact that the AIPI sampling rates are different for one part of the wave from 

the other.  So even without the circuit constraints on input signal bandwidth or 

frequency range, there are fundamental issues that limit the frequency range 
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of the input voltage signal that gets converted to AIPI.  According to Nyquist‟s 

Theorem, the input frequency must be less than half of the sampling 

frequency.  For IPI, the sampling frequency means the worst case or slowest 

sampling frequency, since there are multiple sampling frequencies for a 

waveform that gets converted to IPI.  For more complex waveforms which 

have sine wave components at different frequencies, the entire input 

waveform frequency range must be less than half of the worst case sampling 

rate.  This concept will be discussed further in Chapter 4. 

According to the frequency response plot in Figure 2.11, the poles are 

at approximately 50 Hz and 250 Hz, which are the points where the slope of 

the plot changes.  The unity gain cutoff frequency is approximately 50 Hz, 

since that is the point where the peak Vout starts to drop below 2.5 V, the value 

of peak Vin.  The phase angle at very low frequencies is 0 degrees, going to –

45 degrees at 50 Hz, and then to –135 degrees at 250 Hz. It settles 

asymptotically at –180 degrees, since there are two poles.  This system is 

stable since the phase at the unity gain cutoff frequency is around –45 

degrees.  We can tune the circuit so that the performance will be good for a 

wider frequency range by increasing the unity gain cutoff frequency, which in 

turn is done by increasing the frequency value of the poles.  Stability should 

not be a problem since the first pole will always be the unity gain cutoff 

frequency, which will always have a phase angle of –45 degrees.   

As shown in Figure 2.10, there is some distortion, or deviation of Vout 

from Vin, in certain places on the time axis.  The maximum distortion is 

approximately 0.1 V. 

Chapter 4 presents a more detailed analysis, which includes MATLAB 

simulations, to characterize the source of this distortion. A fundamental 

concept of IPI representation that leads to distortion is the difference in 

sampling rate of the upper portion of the input waveform and the sampling rate 
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of the lower portion of the input waveform.  This difference in sampling rates 

increases as the input signal amplitude increases.     

 

 

 

Figure 2.8: Voltage to IPI to Voltage Converter - Top Level Schematic 
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Figure 2.9: Subtractor Block of the Voltage to IPI to Voltage Converter 
 

 

 

 

 

Figure 2.10: Plot of Vout and Vin as Function of Time.  Input frequency is 50 Hz. 
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Figure 2.11: Plot of Peak Vout as Function of Input Frequency. 
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CHAPTER 3 

LINEAR IPI CONVERSION CIRCUITS 

 

3.1 Introduction 

In the previous chapter, the basic design of the nonlinear IPI conversion 

circuits in PSPICE was discussed.  Most of the work done here is based on 

the nonlinear IPI representation since this is based on previous work in using 

the integrate-and-fire model mentioned in Chapter 1 [1], [41].  The reasons 

why this thesis also covers linear IPI representation will be mentioned later in 

this chapter. Consequently, since we are proposing asynchronous IPI for data 

conversion and transmission, the remainder of this thesis discusses only AIPI.  

And when “IPI” is used, it will mean Asynchronous IPI. 

In this chapter, a comparison between nonlinear and linear IPI is done 

to show the benefits of using linear IPI.  IPI conversion circuits using a linear 

IPI representation were designed.  Cost vs. performance analysis of the IPI 

converters in order to compare the IPI approach to existing methods is 

discussed in this chapter.  Since transistors are almost free, the biggest cost in 

embedded remote sensor applications is going to be the power consumed by 

the circuit.  Performance then deals with the amount of information transmitted 

in terms of sample rate and resolution, and any potential distortion of the 

signal that is introduced by the converters.  The asynchronous IPI (AIPI) 

conversion circuits presented earlier were modified to reduce the power 

dissipation and to provide a better comparison with respect to commercial 

analog to digital to analog conversion in terms of power, speed, and accuracy.  

In order for the AIPI representation to be useful, it is important that the power 
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can be reduced without sacrificing speed or sampling rate.  Also, low power 

utilization is critical for many of the potential applications of AIPI, such as 

wireless sensor networks. 

ADC/DAC conversion was chosen as a reasonable benchmark for 

comparison since we view the most promising application of this work to be in 

remote sensing in environments which require sensor based analog to digital 

conversion prior to information transmission.  However, there is a caveat, 

comparing a student developed chip to a highly optimized, mass manufactured 

commercial chip is not a completely fair comparison, but it does give us some 

ball-park figures.  We only use commercial specifications here to give a rough 

idea of general ball-park of IPI to analog-digital conversion. 

Our objective was to compare the power dissipated by the voltage (V) 

to AIPI converter (VIPC) to that required by an ADC, and then to compare the 

power dissipated by the AIPI to V converter (IPVC) and compare that with the 

power dissipated by the DAC.  In this chapter, power dissipation for VIPC and 

IPVC was also compared to that of the other pulse modulation techniques 

such as pulse width modulation, pulse amplitude modulation, etc. 

 Finally, test chip fabrication was done for the AIPI conversion circuits 

using the TSMC 0.35-µm 4-metal layer process.  This chip is also discussed in 

this chapter. 

 

3.2 PSPICE Experimental Description 

IPI conversion circuits were modified in PSPICE in order to reduce the 

power dissipation for comparison to an ADC of comparable accuracy in terms 

of power and sampling rate.  The circuit simulations were performed using the 

TSMC 0.25µm CMOS technology for SPICE simulation. Some of the 

transistors in the voltage to IPI converter (VIPC) were operated in the 

subthreshold region in order to reduce the current and, therefore, the power 
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dissipation of the circuit.  The threshold voltage of these transistors was 

reduced so that PSPICE can model subthreshold operation more accurately.    

The capacitance that charges the voltage to the threshold was reduced 

to reduce power in the VIPC circuits.  The smaller capacitance is better since 

less current is needed to charge the capacitor to get the same voltage ramp 

rate, which translates into lower power at the same speed. 

Reducing the capacitance also reduces the area of the capacitor, and 

therefore reduces the overall area consumption of the circuit.  When 

capacitance is lowered, the current mirror that feeds current into the capacitor 

is modified so that the current mirror can feed less current into the capacitor.  

For the IPI to V converter (IPVC), the capacitance that is charged by 

the current mirror is reduced.  As in the VIPC case, when the capacitance is 

reduced in the IPI to V case mentioned here, the current mirror that feeds 

current into the capacitor is modified to source less current. 

 

3.3 Comparison of Logarithmic (Nonlinear) and Linear IPI 

Representations  

The experiments mentioned in the previous chapter that were done in 

PSPICE using the logarithmic IPI representation.  Experiments were 

performed in both MATLAB and PSPICE to compare the characteristics of 

both the logarithmic and linear representations of IPI.  A linear representation 

is where DeltaT vs. Vin is linear for the VIPC and Vout vs. DeltaT is linear for 

the IPVC, which can be implemented by using a capacitor only integrator.  

Experiments were done in MATLAB to determine how the distortion of the 

voltage to linear IPI to voltage conversion compares with the distortion of the 

voltage to logarithmic (nonlinear) IPI to voltage conversion.  In the MATLAB 

experiments, the amplitude (e.ma) was varied for two sets of offset bias 

(e.bias) values, e.bias=3 and e.bias=8.  For the PSPICE experiments, Power 

vs. Vin simulations were done for both the logarithmic (nonlinear) and linear 
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cases.  In PSPICE, an ideal op-amp comparator that dissipates no power was 

used.  For the linear case, Vthresh (the threshold voltage needed to generate 

the pulse) is proportional to Vin and the input to the op-amp current mirror is a 

constant value of 0.3 V.     

Figure 3.1 contains the plot of Distortion vs. Amplitude in MATLAB for 

the case where the offset bias is 3.  This plot has results for both linear and 

logarithmic representations.  Figure 3.2 shows the plot for Distortion vs. 

Amplitude in MATLAB when offset bias is 8.  This plot also has results for both 

linear and logarithmic representations.  As both plots show, the linear 

representation of voltage to IPI to voltage conversion leads to less distortion 

compared to the logarithmic representation.    

 

Figure 3.1: Plot of Distortion vs. Amplitude for both linear and non-linear (or logarithmic) 

representations of VIPIV conversion in MATLAB.  In this case, offset bias (e.bias) is 3 mV. 



 

 

42 

 

Figure 3.2: Plot of Distortion vs. Amplitude for both linear and non-linear (or logarithmic) 

representations of VIPIV conversion in MATLAB.  In this case, offset bias (e.bias) is 8 mV. 

 

The plot for Average Power vs. Vin for the voltage to IPI conversion 

(VIPC) experiments done in PSPICE that compare the linear representation 

with the logarithmic representation is shown in Figure 3.3.  Here, C1, the 

capacitance being charged to Vthresh, is 50 pF, and Vthresh is 0.05 V for the 

logarithmic representation case.  Figure 3.4 contains the plot for DeltaT vs. Vin 

for the linear representation.  In this plot, the results are linear as expected.  

As Figure 3.3 demonstrates that using the linear representation for voltage to 

IPI conversion is a better choice since power remains almost constant as Vin 

increases, while in the logarithmic or nonlinear representation case, power 

increases significantly as Vin increases.  A possible reason for this is that in 

the linear IPI case the current that the current mirror draws from the power 
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supply is constant, while in the nonlinear IPI case, the current mirror draws 

more current from the power supply as the input voltage, Vin, increases.  

Therefore, from both a distortion and power dissipation point of view, using the 

linear representation for voltage to IPI conversion is a better choice compared 

to the logarithmic or nonlinear representation.  However, using linear IPI 

representation reduces dynamic range, therefore the decision on which type of 

IPI representation to use is application dependent. 

These results also indicate that there is a potentially serious problem 

related to distortion, especially the intrinsic distortion, which is covered in 

Chapter 4. 

 

Figure 3.3: Plot of Average Power vs. Vin for VIPC.  This work was done in PSPICE.  Both the 

linear and logarithmic representations are shown.  In this case, C1, the capacitance being charged 

to Vthresh, is 50 pF.  Vthresh (threshold voltage needed to generate the pulse) is proportional to Vin for 

the linear case, and Vthresh is 0.05 V for the logarithmic representation case. 
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Figure 3.4: Plot of DeltaT vs. Vin for the VIPC using linear representation and ideal op-amp 

comparator.  This plot shows a PSPICE simulation of a circuit that is actually producing linear 

results.  Here, C1=50 pF, and Vthresh is proportional to Vin. 

 

 

3.4 Voltage to IPI Conversion using CMOS Op-Amp 

Comparator 

The CMOS op-amp comparator was added to the linear VIPC, 

replacing the ideal zero-power dissipating comparator.  Initially, the ideal 

comparator was used so that the surrounding circuitry outside the comparator 

could be optimized first.  However, for more realistic power estimates, it is 

important to have the CMOS op-amp comparator in the final schematic.  Here, 

VDD is 2 V, and C1 (capacitance being charged to Vthresh) is equal to 5 pF.  The 

input to the op-amp current mirror is a constant of 0.3 V, and Vthresh is equal to 

Vin.       

The plot for DeltaT vs. Vin using both the linear representation and the 

CMOS op-amp comparator in the VIPC circuit simulated in PSPICE can be 
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found in Figure 3.5.  In this plot, the DeltaT curve as a function of Vin is linear 

as expected.  Figure 3.6 shows the plot of Power vs. Vin for this IPI conversion 

circuit.  Here, both quiescent and average powers are plotted.  Figures 3.7-

3.10 shows the schematics for the linear VIPC circuit.  Figure 3.7 is the top 

level schematic.  Figure 3.8 is the op-amp current mirror.  Figure 3.9 is the 

CMOS op-amp comparator, and Figure 3.10 is the CMOS Delay block.     

 

Figure 3.5: Plot of DeltaT vs. Vin for voltage to asynchronous IPI converter using linear 

representation and CMOS op-amp comparator.  Here, VDD (power supply)=2 V, C1=5 pF, and 

Vthresh=Vin.  The results are linear as expected. 
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Figure 3.6: Plot of Power vs. Vin for voltage to asynchronous IPI converter using linear 

representation and CMOS op-amp comparator.  Here, VDD=2 V, C1=5 pF, and Vthresh=Vin.     

 

Figure 3.7: Top level schematic for the linear representation VIPC using the CMOS op-amp 

comparator. 
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Figure 3.8: Schematic diagram of current mirror for linear VIPC. 

 

 

Figure 3.9: Schematic for CMOS comparator used in linear voltage to asynchronous IPI 

converter. 
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Figure 3.10: Schematic for CMOS Delay block for VIPI converter.  This component is 

necessary since the output of the CMOS op-amp comparator is inverting, and an extra inverter is 

needed to make the final IPI output non-inverting.  This block is at the output of the op-amp 

comparator. 

 

When comparing the voltage (V) to IPI converter (VIPC) mentioned 

above with the analog to digital converter (ADC), the power dissipation for the 

VIPC, is less than 300 µW if the average power is taken into consideration, 

even after adding the power from the CMOS comparator.  The average power 

dissipation given for one of the typical ADCs from Silicon Laboratories is 1.350 

mW [46].   The maximum DeltaT from the results in this work for the VIPC is 

less than 1000 ns, which causes the sampling rate to be greater than 1 Msps, 

while the sampling rate for this ADC is 100 ksps.  The resolution for this ADC 

is 12 bits.  Other ADCs were also studied.  One ADC from Texas Instruments 

(TI) is a 16-bit resolution Delta Sigma ADC.  This has a typical power 

consumption of 330 mW, and a maximum sampling rate of 1.25 Msps [47].  

Another 16-bit resolution Delta Sigma ADC from TI has typical power 

consumption of 270 µW, and the maximum sampling rate is equal to 128 sps 

[48].  A 10-bit resolution SAR ADC from TI has a typical power consumption of 

about 3.8 mW, and the maximum sampling rate is equal to 1.25 Msps [49].  A 

16-bit resolution Sigma Delta ADC from Maxim/Dallas Semiconductor has 
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typical power consumption equal to 960 µW, and conversion rate equal to 500 

sps [50].  All these ADCs have higher power/sampling rate ratios compared to 

the VIPC circuit.  The VIPC has power/sampling rate ratio that is less than 300 

µW/1 Msps, which is 300 pJ.  The ADCs discussed here were typical 

commercial chips for comparison purposes. 

3.5  IPI to Voltage Conversion 

The IPI to voltage converter (IPVC) using the linear representation, i.e., 

where the plot of Vout vs. DeltaT is linear, was also developed with PSPICE, 

since if the voltage to IPI conversion is linear, the reverse process, IPI to 

voltage conversion, also needs to be linear.  The input DeltaT‟s were reduced 

in order to make the final results linear and no other changes were necessary.  

Since for low DeltaT, the output voltage is proportional to the integration time 

of the capacitor, which is related to how long the input pulse is low, while for 

high DeltaT, the output voltage saturates towards a certain value that is close 

to VDD.  The values for capacitor C1 were 10 pF and 5 pF.  C1 was reduced 

along with modifying the current mirror in order to obtain lower power figures.         

The plot for Vout vs. DeltaT for the IPVC using linear representation and 

with C1=10 pF is shown in Figure 3.11.  The results are linear as expected.  

Figure 3.12 contains the plot for Power vs. DeltaT for this exact same circuit.  

Figure 3.13 is similar to the plot in Figure 3.11 except that C1=5 pF.  Figure 

3.14 is similar to the plot in Figure 3.12 except that C1=5 pF.  Figure 3.15 

shows the schematic for the IPVC circuit using the linear representation. 
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Figure 3.11: Plot of Vout vs. DeltaT for asynchronous IPI to voltage converter using linear 

representation, where C1=10 pF. 

 

Figure 3.12: Plot of Power vs. DeltaT for asynchronous IPI to voltage converter using linear 

representation, PSPICE simulation.  In this case, C1=10 pF.  Here, both quiescent power and 

average power are plotted.  
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Figure 3.13: Plot of Vout vs. DeltaT for asynchronous IPI to voltage conversion using linear 

representation.   In this case, C1=5 pF and VDD=2 V.  

 

Figure 3.14: Plot of Power vs. DeltaT for asynchronous IPI to voltage converter using linear 

representation.  In this case, C1=5 pF and VDD=2 V.  Both average and quiescent power are 

plotted here.     
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Figure 3.15: Schematic of IPIV converter using linear representation.   

 

As the plots for the IPI to V conversions (with a linear representation) 

demonstrate, reducing the capacitance charged by the current mirror along 

with modifying the current mirror can reduce power dissipation.  The average 

power dissipation for the IPVC obtained from the results above is in the range 

of 40 to 60 µW, while the average power dissipation given for a typical 12-bit 

DAC from Silicon Laboratories is 330 µW [46].  These are only preliminary 

results since only power and sampling speed were taken into account here.  

The final figure of merit that takes into account power, speed, and resolution 

will be discussed later in this chapter. 

 

3.6 Voltage to IPI to Voltage Conversion 

3.6.1 VIPIV Simulations 

The low power voltage to IPI to voltage converter was also simulated in 

PSPICE.  Initially, experiments were conducted using a sinusoidal wave input 

in order to determine if this circuit contributes minimal distortion. 

Figure 3.16 shows a plot of the V to IPI to V simulation.  As the plot 

shows, the only significant distortion that exists is the time shift between the 
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input and output voltage sine waves.  The delay of the output is approximately 

10 us after the input.  The average power dissipation is approximately 271 

µW, which is less than the combined power dissipation of the ADC and DAC 

which equals 1.350 mW + 0.330 mW = 1.680 mW [46].  The ADC and DAC 

here are commercial chips from Silicon Laboratories.      

 

Figure 3.16: Plot of Voltage to IPI to Voltage simulation in PSPICE.  Here, both the output 

voltage, Vout, and input voltage, Vin, are shown.    

 

3.6.2 VIPIV Transfer Function 

The transfer functions for the VIPI and IPIV converters were 

derived under DC conditions in the time domain, which means the charging 

and discharging of the capacitors by the current mirrors for a DC voltage input 

for the VIPIV conversion process.  After that, the frequency domain 

transfer function for the VIPIV converter was derived by multiplying the 

time-domain transfer function derived in the first step by the transfer function 

of the switched-capacitor low-pass filter at the output of the IPIV converter.  

The VIPI transfer function was derived in the time domain.  Eq. 3.1A 

describes the input/output relationship of the VIPC based on the charging of 

the capacitor C1 based in Figure 3.7. 
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T

V
C

dt

dV
CI

IN
A

A
AA


      Eq. 3.1A 

Where, 

 IA = current from current mirror in VIPC that charges the capacitor C1 

 CA = capacitance value of C1 in the VIPC 

 VA = voltage across C1 

 VIN = input voltage for VIPC 

 ΔT = DeltaT, or time between two IPI pulses.  This is the VIPC‟s output.  

  

Here, change in voltage is equal to VIN since the capacitor charges from 0 to 

VIN before the pulse is formed.  The transfer function, HVIPC, for the VIPC can 

be derived from Eq. 3.1A to obtain: 

A

A

IN

VIPC

I

C

V

T
H 


       Eq. 3.1B 

 

In the IPIV conversion, Eq. 3.1C describes the charging of capacitor 

C1 shown in Figure 3.15.   

T

V
C

dt

dV
CI B

B
BB




2
       Eq. 3.1C 

 

Where, 

 IB = current from current mirror in IPVC that charges the capacitor C1 

 CB = capacitance value of C1 in the IPVC 

 VB = voltage across C1 

 V2 = maximum peak voltage of the triangular sawtooth wave VB in the 

IPVC circuit 

 ΔT = DeltaT, or time between two IPI pulses.  This is the IPVC‟s input.  
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 In the IPVC, the output voltage VOUT is the average value of VB since 

there is a low-pass filter at the output of the IPVC where VB is its input and 

VOUT is its output.  Since VB is a sawtooth wave with a period equal to ΔT, 

VOUT is the area of triangle under this sawtooth wave divided by ΔT.  Eq. 3.1D 

gives the formula for the area of the triangle (represented by ASAW) under the 

sawtooth wave VB and Eq. 3.1E gives the formula for computing VOUT as a 

function of VB.   

  
2

2 TV
ASAW


         Eq. 3.1D  

 

 
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A
VV

SAW
BOUT 


    Eq. 3.1E 

 

From Eq. 3.1C and Eq. 3.1E, the DC transfer function for the IPVC, 

represented by HIPVC, can be derived as a function of IB and CB. 
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 Therefore, the DC transfer function for the VIPIV circuit can be 

represented by KDC which is the ratio of VOUT over VIN under DC or low-

frequency conditions. 
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  Eq. 3.1G 

 

 The frequency domain component of the VIPIV transfer function is 

derived from the low-pass filter network in the IPIV converter.  This low-pass 

filter is a 3rd order filter portrayed in Figure 3.15 at the IPVC output.  Eq. 3.1H 

portrays this low-pass filter‟s transfer function, represented as KLPF(s). 
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Where, 

 Z1 = impedance of MOSFET M5 in IPVC circuit 

 CF1 = capacitance value of C2 in the IPVC 

 Z2 = impedance of MOSFET M6 in IPVC circuit 

 CF2 = capacitance value of C3 in the IPVC 

 Z3 = impedance of MOSFET M7 in IPVC circuit 

 CF3 = capacitance value of C4 in the IPVC 

 

This above equation is based on the formula for the transfer function of the 

simple single-pole first-order RC low-pass filter, given in Eq. 3.1I.  This 

transfer function is represented as MLPF(s).  In Eq. 3.1H, Z1, Z2, and Z3 

represent impedances of the MOSFETs which behave like resistors.  

 

  











sRC
sMLPF

1

1
       Eq. 3.1I    

 

Based on Eq. 3.1H, the 3 poles are at these following frequencies: 
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The overall transfer function of the VIPIV converter, H(s), is the 

time-domain DC component of the transfer function multiplied by the 

frequency-domain component of the transfer function.  It is derived from Eq. 

3.1G and Eq. 3.1H. 
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OUT
    Eq. 3.1M 

 

3.7 Figure of Merit 

3.7.1 Definition of Figure of Merit for Pulse Comparison 

To help the comparison process, we have developed a figure of merit 

(FOM) that takes into account: power, frequency, and resolution.  Even though 

IPI has lower power than existing signaling schemes, IPI also has a slower 

sampling rate since it is asynchronously modulated along the time axis. The 

IPI results were simulated in SPICE using 0.25 µm models were compared to 

other circuits that use 0.25 µm process technologies, since the process 

technologies should be similar for a fair comparison. Frequency is the worst 

case or slowest sampling rate for AIPI representations, since there is no clock 

in AIPI and the sampling rate is non-uniform across the input voltage range.  

The frequency of the synchronous pulse representations (such as PWM, PAM) 

is just the clock frequency.  Resolution for AIPI is defined in the next 

subsection, since AIPI involves a direct conversion from analog to IPI pulse 

representation.  The resolution for the synchronous pulse representations is 

the number of bits per clock cycle.  The FOM here will be: 
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Where,  

 Ebit = energy used per bit, in multiples of joules/bit (units can be pJ/bit, 
nJ/bit, etc.) 

 P = power consumption 

 Fs = worst-case sampling frequency for AIPI, or clock frequency for 

synchronous pulse representation  

 Nb = resolution in terms of number of bits 

 

The energy consumed is power multiplied by time, where 1 joule is 

equal to 1 Watt multiplied by 1 second.  In the FOM described in Eq. 3.2, the 

time is 1 / Fs, or the clock period for the synchronous signal representations.  

The FOM is in terms of energy per bit.  So energy will decrease if power is 

same but frequency increases.  Higher resolution will cause the FOM to 

decrease.  A lower FOM is better. 

 

3.7.2 Definition of Resolution for IPI 

The variable Alevel is the smallest increment in which the input voltage 

for a VIPIV converter can be changed without a corresponding change 

being reflected at the output.  A smaller Alevel, manes a higher resolution.  The 

resolution is increased by increasing the gain of the comparator that compares 

the voltage on the capacitor with Vin in the linear IPI representation.   However, 

there will be a tradeoff if the resolution is increased, since power increases 

when comparator gain is increased.   

The variable Vrange is the input voltage range for the VIPIV 

converter.  This value is the difference between maximum Vin and minimum 

Vin.   

 

level
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A
V

n  2       Eq. 3.3 
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Here, nlevel is the total number of analog input voltage levels that can be used 

in the V->IPI->V conversion.  The resolution, Nb, or number of bits, is the 

largest integer that is less than the variable n mentioned in Eq. 3.3.   

The resolution for IPI is therefore represented as the number of bits that 

can be transmitted in the timeframe between two IPI pulses. 
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Pulse 

Technique 

Power Sampling  

Frequency 

Resolution FOM:  

Energy/bit  

[pJ/bit] 

Endnotes 

IPI 

differential 

(linear) 

262.5 µW Min: 1.4 MHz 

Max: 2.1 

MHz 

8 bits 23.4 1, 2 

 

PWM 66.5 mW 200 MHz 2 bits 166.25 3, 4 

PAM 1 W 2.5 GHz 2 bits 200 5 

SDM 65 mW 30 MHz 14 bits 154.8 6, 7, 8 

SDM 65.8 mW 70.4 MHz 13.1 bits 71.4 9 

Table 3.1: This table shows the comparison of Figure of Merit (FOM) of IPI vs. other signaling 

types for 0.25 µm process technology.  Sampling frequency for IPI to compute the FOM is the 

worst case or slowest sampling frequency.   

 

3.7.3 Analysis of FOM 

Table 3.1 compares the FOM for IPI vs. other signaling techniques.  IPI 

is compared against pulse width modulation (PWM), pulse amplitude 

modulation (PAM), and pulse density modulation (PDM).  PDM is the same as 

pulse frequency modulation (PFM) as defined in Chapter 1.  The PFM circuits 

mentioned in the table above are sigma-delta modulation (SDM) ADCs since 

SDM uses PFM in the analog-to-digital conversion algorithm [44]. 

As this table shows, linear IPI has lower energy/bit compared to the 

other techniques.  A possible reason is that IPI is asynchronous while the 

other signaling techniques are synchronous.  Since IPI is asynchronous, extra 

power won‟t be consumed to generate the sampling clock that is required for 

synchronous pulse techniques.  Since IPI is defined as the time between two 

narrow width pulses, the duty cycle is lower compared to the other pulse 

techniques, leading to lower power.  Energy per bit has been calculated for 

differential IPI, which is given in the table.  A more detailed explanation of 
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differential IPI, including the benefits of using differential IPI instead of single-

ended IPI, is covered in Chapter 5 of this thesis. 

 

3.8 AIPI Conversion Test Chip 

3.8.1 Chip Design 

To see how our simulated designs would work on real physical circuits, 

an IPI (AIPI) test chip was designed and manufactured for both V to IPI and 

IPI to V conversion.  The test chip was fabricated using the TSMC 0.35 µm 4-

metal layer process.  The circuit design is similar to that mentioned earlier in 

this thesis, so the details are not repeated here.  The only modification to the 

circuit design was to proportionally increase the size of the transistors from a 

0.25 µm technology to a 0.35 µm technology.  The Mentor Graphics IC Station 

was used for layout.  Due to area constraints, the design used external 

capacitors for both V to IPI and IPI to V circuits.  Both of these circuits were 

fabricated on the same chip as the IPI computation circuits of another student, 

Khaldoon Mhaidat [1]. 

The V to IPI and IPI to V conversion circuits were tested using linear IPI 

representation mode, because of the greater advantages of using the linear 

IPI representation. 

 

3.8.2 Chip Test Results 

The V to IPI converter was tested first.  An external capacitor was used 

to collect charge for pulse generation.  The capacitance for this external 

capacitor was 1 nF.  In order to maintain linearity, as discussed earlier in this 

chapter, the input, Vin, was applied at the op-amp comparator threshold node.  

Figure 3.17 shows the plot for the real V to IPI circuit.  In this case, the supply 

voltage, or VDD, is equal to 2.62 V, and the input to the op-amp current mirror, 

which is constant for the linear case, is equal to 1.0 V.  This plot shows that 



 

 

62 

the fabricated V to IPI converter circuit works correctly, and that the results are 

linear as expected. 

  

 

Figure 3.17: Plot of DeltaT vs. Vin for the V to IPI circuit on the fabricated chip.  Here, VDD=2.62 

V, and the op-amp current mirror input = 1.0 V. 

 

This series of plots shown here represent the data taken from a single chip. 

Testing of the V to IPI conversion was done for several chips, and there 

was some variation in the DeltaT values for a given Vin as a result of process 

variations.  There are ways to compensate for process variation such as by 

varying the power supply voltage, by varying the bias current controlling the 

voltage for the op-amp current mirror that feeds current into the V to IPI 

converter capacitor, and by varying the bias current controlling voltage for the 

op-amp comparator.  These externally applied voltage values need to be 

varied from chip to chip, so that the DeltaT values can be the same for a given 

Vin.  A power supply variation analysis was also performed for both VDD=2.3 V 

and VDD=2.6 V.  Input to the op-amp current mirror in this case is equal to 
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0.80 V.  Figure 3.18 contains the plot for DeltaT vs. Vin for the on-chip V to IPI 

converter for the power supply variation analysis.  As this plot shows, the basic 

operation is still linear, but the DeltaT for a given Vin varies as VDD varies. 

 

 

Figure 3.18: Plot of DeltaT vs. Vin for VIPC on the fabricated chip, after performing the power 

supply (VDD) variation analysis.  In this case, the op-amp current mirror input = 0.80 V.      

 

The IPI to V circuits on the various test chips were non-functional.  

Therefore, there are no results to be presented here for the IPI to V test chip 

circuit.  The layout used for the V to IPI test chip circuit is shown in Figure 

3.19, and for the layout used for the IPI to V test chip circuit in Figure 3.20.  No 

capacitors are shown in the layouts since external capacitors off-chip were 

used.  Power consumption was not measured on the fabricated chip.  Only the 

basic functionality in terms of DeltaT was tested here. 
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Figure 3.19: Test chip layout for the V to IPI circuit. 

 

Figure 3.20: Test chip layout for IPI to V circuit.   

 

 



 

 

65 

3.9 Conclusions and Next Step 

In this chapter we have demonstrated that it is possible to build power 

efficient IPI conversion circuits using linear IPI representation.  Since one 

potential application for AIPI is low power wireless sensors, especially for 

biomedical applications where battery life is critical, and since power 

consumption is an extremely important factor in the use of such sensors, this 

makes IPI particularly attractive to that application space.  The results in this 

chapter show that IPI is more appropriate for applications that require very low 

power for long battery life and where speed is not crucial.  Currently in most 

remote sensor applications a signal conversion from analog to digital is done, 

and then the digital representation is transmitted via an RF wireless 

connection, adding significant overhead.  The IPI representation provides a 

much cheaper alternative conversion, both in terms of circuit complexity and 

power, of an analog signal into a representation that can be easily transmitted.  

In fact, pico-radio being developed by Jan Rabaey and his group at the 

Berkeley Wireless Research Center, is pulse based and would be an 

appropriate means for transmitting IPI based signals [51], [52], [53].   

The next step is to investigate the source of intrinsic distortion in the V-

>IPI->V conversion in MATLAB, since distortion is a very important issue in IPI 

conversion, which is investigated in the next chapter. 

 

Chapter 3 Endnotes (from FOM table): 
1
 IPI sampling frequency is worst-case or slowest frequency. 

2
 IPI simulations are V->IPI->V simulations done in 5Spice/WinSpice. 

3
 fabricated chip 

4
 W. Chen, G. Dehng, J. Chen, S. Liu, “A CMOS 400 Mb/s Serial Link for AS-Memory 

Systems Using a PWM Scheme,” IEEE Journal of Solid-State Circuits, vol. 36, no. 10, October 
2001, pp. 1498-1505.  

5
 J. T. Stonick, Gu-Yeon Wei, J. L. Sonntag, D. K. Weinlader,  “An Adaptive PAM-4 5-Gb/s 

Backplane Transceiver in 0.25-µm CMOS,” IEEE Journal of Solid-State Circuits, vol. 38, no. 3, 
March 2003, pp. 436-443. 
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6
 post-layout simulation 

7
 SDM = Sigma-Delta Modulation 

8
 J. Chiang, H. Chen, P. Chou, “A 2.5-V, 14-bit MASH Sigma-Delta Modulator for ADSL,” 2004 

IEEE Asia-Pacific Conference on Advanced System Integrated Circuits, August 4-5, 2004, pp. 
24-27. 

9
 R. del Rio et. al., “A 2.5-V CMOS Wideband Sigma-Delta Modulator,” Instrumentation and 

Measurement Technology Conference, 2003, May 20-22, 2003, pp. 224-228. 
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CHAPTER 4 

INTRINSIC DISTORTION FOR VIPIV CONVERSION 

 

 

4.1 Introduction 

In the previous two chapters designs for a number of circuits for 

conversion to and from asynchronous IPI were demonstrated.  These designs 

were done for both nonlinear and linear IPI representations, and were 

accompanied by the results from SPICE simulations. 

To complement the experimental circuit designs that were simulated in 

SPICE and implemented in the chip, an analysis was done to obtain a better 

understanding of the intrinsic distortion from the analog voltage to/from IPI 

conversions. Characteristics that are important to us include bandwidth, 

distortion, discrete Fourier analysis, and both spatial and jitter (temporal) 

noise.  Intrinsic distortion, which is primarily spatial, is discussed here.  

Extrinsic distortion (spatial and temporal) is discussed in the next chapter.  As 

a part of this analysis the asynchronous voltage to IPI and the IPI to voltage 

conversions were implemented in MATLAB, which eliminated circuit specific 

distortion. 

First, experiments were performed using MATLAB to simulate the 

distortion under various conditions.  Then, an analysis was done to understand 

the source and the nature of this distortion. The theoretical analysis will be 

presented first, then the simulated MATLAB results that confirm the theory are 

presented. 
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The MATLAB experiments were done using the linear IPI 

representation.  The benefits of the linear IPI representation over the nonlinear 

IPI representation were described in detail in Chapter 3.   

 

 

4.2 Analytical Work for Source of Distortion 

4.2.1 45-degree Ramp 

 

The analysis assumes a full VIN  IPI  VOUT double conversion.  A 

simple ramp for VIN was used as input.  Based on a plot, as shown in Figure 

4.1, the area per unit time that is above the VOUT curve and below the VIN 

curve, represents the distortion, and can be written as, 

 

TOT

OUTIN

DIST

T

 dtV  dtV
A

) 


(
     Eq. 4.1 

 

In this equation, ADIST is the distortion area per unit time, TTOT is the time 

interval over which the distortion is measured, and the integrals of the VIN and 

VOUT curves mentioned above in Eq. 4.1 represent the areas under each of 

those two curves respectively.  Area per unit time is considered here since we 

need to take into account the difference in shape.  Two areas can have 

different shapes but still be equal in area. 

To illustrate the intrinsic distortion in a simplified manner, the input 

voltage is assumed to be a 45 degree linear ramp.  This means that the area 

that represents the distortion will be based on the sum of multiple right-angle 

triangles where the horizontal and vertical legs have equal length.  Figure 4.2 

shows the 45-degree input ramp, the staircase output, and the triangles that 

represent intrinsic distortion between the input voltage and the output voltage. 
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The intrinsic distortion is caused by the sample-and-hold process that 

occurs in the VIPIV conversion process and the fact that the quantization 

intervals are changing size as the voltage ramps.  Real circuits have a low-

pass filtering mechanism that smoothes the output voltage curve.  However, to 

simplify things, the low-pass filtering at the output will be ignored in this 

analysis, so that we deal directly with the staircase output.  Eqs. 4.2-4.4 

describe the phenomena that occur based on the ramp input in Figure 4.2, 

where the ramp input is passed through the VIPI converter, and then 

through the IPIV converter to generate the output voltage shown in that 

figure. 

VMAX falls between two values that represent VMIN multiplied by powers 

of 2.  Eq. 4.2 is based on this assumption.  Then a 45-degree sub-triangle at 

the upper-right most portion of the ramp diagram (Figure 4.2) is considered.  

The horizontal and vertical legs of that triangle are length VMAX – 2NVMIN.  The 

area of this triangle is added to the areas of the other triangles each of which 

have horizontal and vertical legs of some power of 2.  This power of 2 gets 

larger as we move from left to right along the time axis in Figure 4.2, therefore 

the area of each triangle except the upper-right most one keeps increases by 

a power of 2 as we move right along the time axis.  The sum of areas of all 

these triangles is expressed in Eq. 4.3.  This total area is then divided by the 

time interval, which is VMAX – VMIN since it is a 45-degree ramp, to obtain the 

average area per unit time expressed in Eq. 4.4.  
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 VMIN: minimum voltage level of the input analog signal 

 VMAX: maximum voltage level of the input analog signal 

 N: number of triangles minus 1; the triangles that represent the area 
between the input voltage and the output voltage.  There are total of N 
+ 1 triangles. 

 A: total area or sum of the area of triangles that are between the input 
voltage and the output voltage signals 

 AAV: average per unit time of the total area of the triangles that are 
between the input voltage and the output voltage signals.  This takes 
into account the differences in shape between objects that have the 
same area.  For a 45-degree sawtooth input ramp, the time interval (x-
axis) is assumed to be equal to the voltage interval (y-axis), therefore 
the time interval is set equal to VMAX - VMIN. 

 

 

In order to simplify this analysis, Eq. 4.4 is approximated as: 
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Here, VMAX is set to equal 2NVMIN.  After some manipulation we get: 
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     Eq. 4.6 

 

This shows that intrinsic distortion, represented by the average total area of 

triangles per unit time, is caused by both the input offset and amplitude.  

Higher offset causes the fastest sampling rate (at bottom of waveform) to be at 



 

 

71 

a lower frequency.  If the amplitude increases, there will be more triangles, 

causing the total area to increase non-linearly.  As the input voltage increases 

by a factor of M, the sampling time interval (or time between two IPI pulses) 

multiplies by M, causing the area of the individual triangle corresponding to the 

sampling error between output and input voltages to multiply by M2 .  This 

means that there is a non-linear relationship between the difference in 

sampling rates between different parts of the input wave and the difference in 

error represented by the triangles.  Therefore, there is structural non-linearity 

in the intrinsic distortion of the VIPIV conversion process.  This non-

linearity is due to the difference in sampling rate between the lowest and 

highest values of the input wave form.  There is then, a trade-off between 

distortion and dynamic range.  This non-linearity in the distortion of the intrinsic 

VIPIV conversion process means it is not so easy to compensate for this 

distortion.  Compensation for this type of distortion is beyond the scope of this 

dissertation and is left as suggested future work. 
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Figure 4.1: MATLAB plot of VIN, VOUT, and IPI Pulses as a function of Time.  VIN is a simple 

ramp or sawtooth input wave in MATLAB.  VOUT is a staircase where its value changes only at 

time points where the IPI pulses occur.  This plot shows that the distortion area is the sum of the 

triangles that are between the VIN and VOUT waveforms.  This simulation was done using a linear 

IPI representation.  Simulation conditions: time per wave period (e.tp) = 500, amplitude (e.ma) = 

80, offset adding variable (e.bias) = 10, and sampling rate increase factor (KSAMP) = 1. 
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Figure 4.2: This plot shows the 45-degree input ramp voltage and the output staircase voltage for 

the VIPIV conversion.  This is not from MATLAB, but just an example to illustrate how the 

equations were derived to demonstrate the source of intrinsic distortion.  The distortion is based 

on total area between input and output voltage signals per unit time, which is the sum of the 

triangles in this figure, divided by the total time interval which equals the difference between the 

maximum input voltage (y) and the minimum input voltage (x).  From this figure, we can infer 

that increasing the sampling frequency can reduce the total area of triangles, reducing distortion, 

or more precisely decreasing the ratio between the highest and lowest sample rates reduces the 

distortion. 

 

 

4.2.2 Generic Ramp and Sine Wave 

Here, equations for the generic ramp with arbitrary angle as well as the 

approximate equations for the sine wave are derived.  Figure 4.3 shows the 

diagram for the generic ramp input.  The methodology for deriving the 

equations is similar to that of the 45-degree ramp, but the slope will be some 

arbitrary value m instead of being set to 1 as we did for the 45-degree case.  

By using triangles we are using a piece-wise linear approximation which 
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simplifies the analysis.  As a consequence, the predicted results will be slightly 

off from the simulated results. 

Assuming the horizontal leg of the right triangle is equal to the minimum 

value for input voltage VMIN, the length of the vertical leg will equal the 

horizontal leg multiplied by the slope, or m * VMIN.  Therefore, Eq. 4.7 

describes the equation for the area of that triangle, represented by AT1. 

 

2
2
1

MINT1 mVA        Eq. 4.7 

 

If we consider the triangle to the immediate upper-right, the length of 

the horizontal leg is equal to VMIN + m * VMIN, while the vertical leg is equal to 

m * (VMIN + m * VMIN), or m * VMIN * (1 + m).  Therefore, the area of this larger 

triangle, represented by AT2, is: 

 

     mmVmVA MINMINT2  11
2
1     Eq. 4.8 

 

Using Eq. 4.7, we derive an equation for AT2: 

 

   21212
2
1 mAmmVA T1MINT2     Eq. 4.9 

 

The horizontal leg which represents the time interval increases by a 

factor of (1 + m) for each succeeding triangle to the upper-right, while the area 

of the succeeding triangle to the upper-right increases by a factor of (1 + m)2.  

Therefore, the distortion can be represented by total area per unit time, which 

is the sum of the areas of the triangles divided by the sum of the all the 

horizontal legs which represent the total time interval.  This average area per 

unit time is represented as BT in Eqs. 4.10-4.11: 
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Based on the above equations, the distortion represented as total area per 

unit time is based on offset represented by VMIN and the difference in sampling 

rate since the numerator increases at a much higher rate than the 

denominator if the number of triangles which is N + 1 increases. 
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Figure 4.3: This plot shows the generic, linear input ramp voltage with arbitrary angle and the 

output staircase voltage for the VIPIV conversion.  This is not from MATLAB, but just an 

example to illustrate how the analytical equations were derived.  The distortion is based on the 

total area between input and output voltage signals per unit time, which is the sum of the 

triangles in this figure, divided by the total time interval which equals the sum of the horizontal 

legs of all the triangles.  Here, x is the minimum value of input voltage, and the vertical leg of the 

smallest area triangle on the lower-left is equal to slope m multiplied by x.  From this figure, we 

can infer that increasing the sampling frequency can reduce the total area of triangles, reducing 

distortion. 

 

The sine wave can be approximated as a piecewise linear waveform 

that has several straight lines with different slopes connected to each other.  

Also, to simplify the analysis, only a quarter-phase of the sine wave, from 0 to 

π/2, is being considered here.  The area per unit time for this linear 

approximation to the sine wave can be described by Eq. 4.12 below: 
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 BT,SIN: average area per unit time, which is sum of areas of triangles 
used here divided by the total time interval.  Total time interval is sum of 
horizontal legs of all the triangles, which is sum of all the IPI intervals 
that quantize or sample the input waveform. 

 Xi: sampling or quantization interval between two adjacent IPI pulses; 
this represents the horizontal leg length of each triangle 

 Mi: slope of each triangle; for this linear approximation of the sine wave, 
the slope varies from triangle to triangle. 

 N: total number of triangles; the triangles that represent the area 
between the input voltage and the output voltage. 

 

Based on the above equation, Eq. 4.12, the distortion represented as total 

area per unit time is based on the difference in sampling rate since the 

numerator increases at a much higher rate than the denominator if the number 

of triangles increases.  A larger quantization interval results in a larger area 

per unit time, therefore a longer sampling interval between two IPI pulses 

results in more distortion.  Figure 4.4 shows the diagram of the piecewise 

linear approximation of the sine wave. 
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Figure 4.4: This diagram shows the piecewise linear approximation of a sine wave.  The distortion 

is represented by the triangles between the input which is the linear approximation and the 

output which is the staircase.  The input is approximated as multiple ramp lines each with 

different slopes.  In this diagram, m1, m2, and m3 represent the slopes of each respective ramp line. 

 

 

4.3 Linear IPI Representation Simulations in MATLAB 

In the previous section, an analysis of the actual source of the intrinsic 

distortion of the VIPIV conversion was presented.  This section discusses 

the results of simulations done in MATLAB, which confirm the theory 

mentioned in the previous section. 

 

4.3.1 Experiment Description for MATLAB Simulations 

MATLAB simulations were done on the sine wave, using the 

asynchronous linear representation of IPI.  The benefits of a linear 

representation are lower power and distortion, compared to that of the non-

linear representation.  Results showing this comparison are in Chapter 3 of 

this thesis.  These MATLAB simulations were for the basic algorithmic 

operation of the VIPIV conversion process.     

The analog signal input was converted into a stream of pulses.  This 

was done by using a dummy capacitance variable, which is an ideal capacitor 

that behaves like the integrating capacitance in the conversion circuits.  This 
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capacitance is initialized to zero, and through time, voltage is “added” to the 

capacitor.  This is similar to the increase in voltage on a real capacitor as the 

current from the current mirror charges up the capacitor.  The value of the 

capacitance variable in MATLAB increases until it reaches the threshold 

voltage, which is the input voltage value for that linear IPI representation.  

When the threshold voltage is reached, the pulse is formed and the 

capacitance variable is set to zero.  This is an idealistic version of the actual 

circuit.  This capacitor discharges instantly to zero in MATLAB, which is 

different from the IPI conversion circuits where the capacitor slowly 

discharges.  Also, unlike real circuits there is no charge leakage off the 

capacitor. 

Next, the pulses were converted back to an analog waveform using a 

simple sample and hold algorithm.  The analog input and output waves were 

normalized to the range 0 to 1, which eliminated scaling concerns. 

Finally, the distortion between the input and output waves was 

computed.  The distortion in this case was the RMS difference multiplied by 

10.  The RMS difference is the square root of the average of the squares of 

the differences between the values of the normalized output wave and the 

normalized input wave. 

Therefore, the input waveform parameters such as amplitude, etc., are 

described in the non-normalized form, while the distortion is relative to the 

normalized input and output signals.     

In this case, the time per wave period, e.tp, is 500, and the offset, 

e.bias, is 10.  The input variable e.bias is the minimum voltage level of the 

input sine wave, which needs to be positive and generally small, but non-zero.  

The amplitude, e.ma, was varied from 10 to 100.  Simulations were run for 

both the case without increased sampling rate (the default case) and for the 

case where sampling rate was increased by a factor of 50.  Sampling rate was 

increased to see how increasing sampling rate reduces distortion. 
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The maximum interval, i.e., the maximum time between two adjacent 

pulses of the IPI signal, and the minimum interval, i.e., minimum time between 

two adjacent pulses of the IPI signal were calculated during each simulation.  

This is due to the fact that the time interval between two pulses is inversely 

proportional to the sampling rate, and in the linear IPI representation, the 

upper portion of the input wave will have a lower sampling rate compared to 

the lower portion of the input wave.   

Figure 4.5 shows a plot of the distortion as a function of amplitude and 

sampling rate, based on simulation results. 

 

 

Figure 4.5: This plot shows distortion as a function of input signal amplitude, both for the case 

where the sampling rate was at default and for the case where the sampling rate was increased by 

a factor of 50.  As this plot indicates, if sampling rate is increased, the distortion is much lower 

and does not increase with amplitude.  Without increased sampling rate, the distortion increases 

with amplitude.  Simulation conditions are: e.tp = 500; e.bias = 10.  Description of these 

parameters can be found in main text above.  Input was sine wave. 
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4.4 Nyquist Limit Simulations 

MATLAB simulations were done where the input sine wave frequency 

was varied.  These simulations show how the distortion of input signals above 

the Nyquist frequency limit compare to the distortion of input signals below the 

Nyquist frequency limit.  Nyquist Theorem states that in order to reconstruct 

the original input signal from a sampled signal, this condition must be satisfied 

[54]: 

 

                   
 f

f
s

i

2
       Eq. 4.17 

 

Here, fi is the input frequency of the sine wave and fs is the sampling 

frequency.  The issue with VIPIV conversion is that the sampling rate 

varies within the input signal based on amplitude.  With higher amplitudes, the 

sampling rate becomes less uniform.  Therefore, the sampling frequency being 

considered here is the worst-case, or lowest sampling frequency.  This occurs 

at the upper portion of the input signal for the linear IPI representation.  Here, 

only the ratio of the input wave frequency to the minimum sampling rate is 

relevant since this is the worst-case scenario.  Ratio of the input wave 

frequency to the maximum sampling rate is irrelevant here.  The data are 

normalized to the period of the signals simulated. In order to satisfy the 

Nyquist rule for reconstruction of the sampled signal: 

 

                    * si TT 2      Eq. 4.18 

 

Here, Ti is the input period of the sine wave and Ts is the sampling period, or 

the maximum sampling period for AIPI representation.  Figure 4.6 contains the 

plot of distortion vs. input signal period for the case where the maximum 

sampling period was 5 µs.  Figure 4.7 contains the plot of distortion vs. input 
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signal period for the case where the maximum sampling period was 1 µs.  

Distortion in these plots is for differential IPI, which will be explained in detail in 

Chapter 5 of this thesis.  As both of these plots show, the distortion gets much 

worse at input periods less than the Nyquist period limit based on Eq. 4.18, or 

at input frequencies greater than the Nyquist frequency limit based on Eq. 

4.17.       
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Figure 4.6: Plot of Distortion vs. Input Period, where maximum sampling period is 5 µs.  

VDifferential IPIV simulations were done in MATLAB.   Here, e.ma = 20 and e.bias=10.  

Analog input voltage is sine wave.  Maximum sampling period in this plot is 5 µs.  Therefore, 

the Nyquist limit or minimum for input period is half of the maximum sampling period, or 

e.tp=10 µs.  As this plot shows, distortion gets significantly worse for input periods below the 

Nyquist limit of 10 µs.     
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Figure 4.7: Plot of Distortion vs. Input Period, where maximum sampling period is 1 µs.  

VDifferential IPIV simulations were done in MATLAB.   Here, e.ma = 20 and e.bias=10.  

Analog input voltage is sine wave.  Maximum sampling period in this plot is 1 µs.  Therefore, 

the Nyquist limit or minimum for input period is half of the maximum sampling period, or 

e.tp=2 µs.  In other words, the slowest sampling rate should be at least twice the input 

frequency to satisfy the Nyquist rule.  As this plot shows, distortion gets significantly worse 

for input periods below the Nyquist limit of 2 µs.     

 

4.5 Conclusions and Next Step 

It was shown analytically that the linear AIPI representation has a 

source of intrinsic distortion.  This was analyzed and simulated.  It was shown 

that increasing the sampling rate by either reducing the input wave amplitude 

or adjusting the input wave offset reduces the intrinsic distortion of the 

VIPIV conversion process.  In AIPI the sampling rate is proportional to the 

input voltage level.  In the linear IPI representation, the sampling rate 

decreases as the input voltage level increases.  This difference in sampling 

rates between upper and lower portion of the input wave causes the distortion 

to increase at higher amplitudes.  The worst-case or slowest sampling 

frequency must be greater than twice the input frequency, in order to satisfy 

Nyquist‟s criteria.   
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The next chapter of this thesis focuses on extrinsic distortion, since 

noise added to the IPI pulse stream causes distortion in the VIPIV 

conversion process.  Noise being added to the input signal won‟t be given 

importance, since the VIPIV converter behaves as a low-pass filter, so the 

high frequency noise components at the input will get filtered out in the 

VIPIV conversion process.  
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CHAPTER 5 

EXTRINSIC DISTORTION FOR VIPIV CONVERSION 

 

 

5.1 Introduction 

In the previous chapters, the basic design of the IPI conversion circuits 

in PSPICE for both nonlinear and linear IPI representations, the MOSIS 0.35 

µm chip fabrication and measurement, and the work on intrinsic distortion for 

VIPIV conversion in MATLAB were discussed. 

In this chapter, the analysis of the IPI converters is extended to extrinsic 

distortion.  The source of extrinsic distortion is assumed to be noise that is 

added to the IPI pulse stream after the signal has been converted from analog 

to IPI.  Noise will definitely cause distortion in the asynchronous VIPIV 

converter circuit output.  It was stated in the Introduction (Chapter 1) that IPI is 

being investigated since it has the advantage of better noise immunity.  

Therefore, the IPI circuits have been modified to improve the noise immunity. 

First, the distortion of the VIPIV conversion with extrinsic noise added to 

the IPI pulse stream was compared to the distortion of the unconverted analog 

signal with that same noise in order to examine the robustness of the IPI 

representation in the presence of noise.  Next, the IPI circuits have been 

modified to improve the noise immunity.  Differential IPI converters in MATLAB 

were simulated to investigate how the noise immunity of differential IPI 

compares with the noise immunity of single-ended IPI.  In this case, the noise 

is added to the IPI pulse stream.  Later, differential IPI conversion circuits are 

then designed and simulated in SPICE in order to determine the cost in terms 
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of extra power consumed.  Finally, MATLAB simulations were done to analyze 

the impact of jitter noise on VIPIV distortion. 

Since we are proposing asynchronous IPI for data conversion and 

transmission, this chapter discusses only AIPI.  And when “IPI” is used, it will 

mean Asynchronous IPI. 

 

5.2 Definition of Noise in IPI Context 

IPI pulses are defined as a packet of energy which may or may not 

have defined edges.  This has been mentioned in Chapter 1.  This packet of 

energy is defined as an AIPI pulse if either Eq. 5.1 or Eq. 5.2 is satisfied as 

mentioned below: 

 

)( and )( THMAXMAXAMP FFVV        Eq. 5.1 

 

)( and )( THMAXLTHAMP FFVV       Eq. 5.2 

 

 

In the above equations, 

 VAMP = voltage amplitude of a signal that represents a packet of energy 

 VMAX = maximum voltage swing for the AIPI signal 

 VLTH = threshold voltage level less than VMAX where the packet of 

energy is considered a pulse if its amplitude is greater than this 

threshold.  An AIPI pulse needs to have minimum amplitude for 

robustness, even if its amplitude is less than full swing due to 

attenuation or pulse shaping.  This way, signals with amplitudes below 

this threshold can be filtered out as noise.   

 FMAX = maximum frequency that represents the frequency spectrum of 

this packet of energy 
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 FTH  = threshold frequency where the packet of energy is considered a 

pulse if the maximum frequency component in its frequency spectrum is 

less than this threshold 

 

Here, VLTH and FTH are arbitrarily defined constants.  These two conditions 

above (Eq. 5.1 and Eq. 5.2) define an AIPI pulse as either 1) a pulse with 

high-frequency content at full voltage swing (to include the rectangular pulse 

with full voltage swing with defined edges) or 2) a pulse that has voltage swing 

in the range between VLTH and VMAX but has the high-frequency content 

filtered out.  An AIPI pulse needs to have minimum amplitude for robustness, 

even if its amplitude is less than full swing due to attenuation or pulse shaping.  

This way, signals with amplitudes below this threshold can be filtered out as 

noise.   

A packet of energy is defined as noise if neither of the above two 

equations or conditions are satisfied.  Since noise usually has edges and has 

been defined here as having higher frequency components compared to AIPI 

pulses less than full voltage swing, low-pass filters can be used to filter out 

much of the noise.  A low-pass filter causes the edges of a signal to disappear 

since the high-frequency components are attenuated.  The energy of the pulse 

representing noise that travels through this filter spreads out and at some 

point, after its amplitude gets attenuated to below the threshold, ceases to be 

a pulse anymore.  Such a low-pass filter is inherent to metal interconnect.   

An advantage of using AIPI is that, based on the energy-packet model, 

AIPI pulses can be defined, i.e.. shaped, to have only low frequency 

components making it more immune to high-frequency attenuation when low-

pass filters are used to attenuate the noise in the pulse stream.  Other 

signaling techniques such as PWM, etc., have attenuation due to the presence 

of high-frequency components, since these techniques use well defined 

edges.  AIPI can utilize this energy-packet model to improve immunity from 
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high-frequency attenuation in high-speed interconnects that have parasitic 

low-pass filters.  There is more discussion of this issue in Chapter 6, where 

AIPI is compared with other signaling techniques.   

However, the definition of pulse given here, both verbal and 

mathematical, is not a complete “energy packet” based pulse definition.  Here, 

noise was defined as too steep of an edge that can be filtered using low-pass 

filters.  Noise can also be defined as a pulse with too shallow of an edge, and 

what we really want is a band-pass filter.  This band-pass filter can filter out 

both edges that are too steep and edges that too shallow, minimizing both 

types of noise.  A complete investigation of an “energy packet” based pulse 

definition that takes this band-pass filter into account is beyond the scope of 

this work and is left for future research. 

There are cases where the noise can qualify as a pulse based on the 

above definition, that is, where the noise has high amplitude that is equal to or 

close to VMAX.  The noise will be detected as an AIPI data pulse.  Differential 

IPI signaling is then used to filter out that type of noise.  Differential IPI 

representation is discussed in detail later on in this chapter, since there is a 

cost involved in terms of extra power consumed.   

 

5.3 Noise Simulations of Single-Ended IPI vs. Analog Signals 

Simulations were done in MATLAB that compare the extrinsic distortion 

of the VIPIV converter (between the post-converted voltage signal and the 

original voltage signal) in the presence of noise added to the IPI pulse stream 

to the distortion of the unconverted analog signal (VV) in the presence of 

this same noise.  The VV distortion is the between the original clean signal 

and that same signal with the same noise added but without the IPI 

conversion.  In this case, the IPI representation is single-ended. 

The results for these simulations can be found in Figure 5.1.  For low 

noise strength, IPI has less distortion compared to the original analog signal.  
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However, as noise strength increases or the noise level increases, IPI has 

more distortion than the original analog signal.  This is because when the 

noise amplitude is below the pulse detection threshold, the noise gets filtered 

out at the IPIV converter, and when the noise amplitude is above the pulse 

detection threshold, the IPIV converter detects the noise as spurious pulses 

causing errors in the decoding.  This causes the VIPIV distortion to get 

worse at higher noise levels.  This is an important characteristic of IPI signal 

representation, it is very fault tolerant up to a particular noise threshold and 

then it more or less fails catastrophically when pulses and noise can no longer 

be distinguished.  To improve this failure threshold, we have investigated 

differential IPI encoding, which is discussed below. 

     

 

Figure 5.1: Plot of Distortion vs. Noise-to-Signal Ratio for Single-ended IPI (VIPIV) vs. 

Unconverted Analog Signal (VV).  These simulations were done in MATLAB.  Noise-to-Signal 

ratio is ratio of noise amplitude over IPI pulse amplitude expressed in decibels.  These results 

show that single-ended IPI representation is robust only to low noise levels but not to high noise 

levels where the noise-to-signal ratio is greater than approximately -30 dB.     
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5.4 Noise Simulations of Single-Ended and Differential IPI 

5.4.1 Experiment Description 

Noise was added to the IPI pulse stream to show the robustness of this 

IPI representation, since we have claimed that one of the advantages of IPI 

representation is improved noise immunity.  Distortion of the voltage to IPI to 

voltage conversion with noise added was measured in MATLAB.  This was 

done for both the single-ended and the differential IPI representations.  In the 

differential IPI representation, two pulses signals are generated from the 

original IPI pulse signal.  The first pulse is the same as the original, and the 

second pulse is the inverse of the first pulse, low voltage level when the first 

pulse is high and high voltage level when the first pulse is low.  A comparator 

is then used to compare the two pulse signals and convert the IPI signal from 

differential mode back to single-ended mode.  The purpose of using differential 

IPI signaling technique is to eliminate the common mode noise that gets 

added to each of the two pulse signals.  Therefore, the differential IPI has 

better noise immunity compared to the single-ended IPI representation, if the 

noise is spatial and not jitter.  The effectiveness of differential IPI in the 

presence of jitter noise will be discussed at the end of this chapter.  Using a 

differential complement of the original signal to reduce spatial noise is one 

characteristic of IPI representation that causes it to have some advantage over 

conventional analog signaling.   

The single-ended pulse signal after noise is added can be described by 

Eq. 5.3: 

 

nn epp         Eq. 5.3 

 



 

 

92 

Here, p is the single-ended pulse signal before noise is added, or the output of 

the V to IPI converter, en is the noise that gets added to the pulse stream, and 

pn is the pulse signal after noise is added, which becomes the input to the IPI 

to V converter. 

The differential IPI representation can be described by the first pulse 

signal in Eq. 5.4 and the second pulse signal (inverse of first pulse signal) in 

Eq. 5.5: 

 

n11n epp        Eq. 5.4 

 

n22n epp        Eq. 5.5 

 

In Eq. 5.4, p1 is the first pulse signal before noise is added, en is the noise that 

gets added to the pulse stream, and pn1 is the pulse signal after noise is added 

to p1.  In Eq. 5.5, p2 is the second pulse signal before noise is added, en is the 

noise that gets added to the pulse stream, and pn2 is the pulse signal after 

noise is added to p2.   

The comparator that converts back from differential IPI to single-ended 

IPI can be described by these equations below, which are derived from Eq. 

5.4 and Eq. 5.5: 

 

)e(p-)e(pp-p n2n1n2n1      Eq. 5.6 

 

n2n1n2n1 epeppp      Eq. 5.7 

 

21n2n1 pppp        Eq. 5.8 

 

The inputs to the comparator are pn1 and pn2.  If pn1 – pn2 > 0, then the 

comparator output, which is the single-ended IPI signal, will be high.  If pn1 – 
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pn2 < 0, then the comparator output will be low.  Eq. 5.8 indicates that the 

differential input to the comparator, pn1 – pn2, is totally independent of the 

noise that gets added to the pulse stream, and is dependent only on the 

difference between the pre-noise pulse signals.  Therefore, we have proved 

here analytically that using differential IPI representation causes the noise to 

cancel each other out, preventing extra distortion from being added due to 

noise.  Using differential IPI representation, the only types of distortion that 

exist are due to non-linearity in the VIPIV converter and due to jitter noise, 

which will be covered at the end of this chapter.  However, using the single-

ended IPI representation, Eq. 5.3 indicates that there is noise in the pulse 

signal that is used as input to the IPI to V converter, causing noise to make the 

overall distortion worse.    

The noise that gets added to the pulse stream is represented by an 

array of normally distributed random numbers that gets multiplied by the noise-

to-signal ratio.  This noise-to-signal ratio is expressed in decibels.  The linear 

representation of AIPI was used here.  

      

5.4.2 Analysis of Results 

The plot for the MATLAB noise simulations that compare single-ended 

IPI, differential IPI, and the unconverted analog signal with each other  can be 

found in Figure 5.2.  This is the case where noise has been added to the pulse 

stream.  In this plot, the distortion is plotted against noise-to-signal ratio 

expressed in decibels.  Based on this plot, the MATLAB simulated results 

agree with the analytical analysis done in the previous section.  There is lot 

less distortion for the differential IPI representation than for the single-ended 

IPI representation.  For the differential IPI case, distortion remains the same 

even as noise strength is increased, which means more noise being added to 

the IPI pulse stream.  The distortion of the differential IPI signal conversion for 

all values of noise added is equal to the distortion of the single-ended IPI 
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signal conversion without any noise added to it, which means that the only 

distortion for the differential IPI case is due to intrinsic non-linearity, since 

there is no jitter added here.  Distortion increases somewhat logarithmically as 

noise strength increases for the single-ended IPI case.  Differential IPI has 

less distortion compared to the original analog signal in the presence of the 

same noise, if the noise is only spatial without any jitter.   
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Figure 5.2: Plot of Distortion vs. Noise-to-signal Ratio for VIPIV simulations in 

MATLAB.  Noise-to-Signal ratio is ratio of noise amplitude over IPI pulse amplitude 

expressed in decibels.  Single-ended IPI, differential IPI, and the unconverted analog signal 

in the presence of the same noise are all shown in this plot.  Simulation conditions: Sine 

wave, time per wave period (e.tp) = 500, offset adding variable (e.bias) = 10, amplitude (e.ma) 

= 20, sampling rate increase factor = 50.  The distortion mentioned here includes both 

intrinsic and extrinsic distortion, therefore the differential distortion is the floor that 

represents intrinsic distortion.  The results shown here do not take into account jitter noise. 

 

Spatial noise added to the input signal is not much of a problem if the 

noise is a high frequency component, since the VIPIV converter behaves 

as a low-pass filter, filtering out the high frequency noise components.  

Therefore, noise that gets added to the voltage input wasn‟t given much 

attention.  Noise that gets added to the IPI pulse stream was given more focus 

in this research work. 
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5.5 Differential IPI Representation: Implementation in SPICE 

Both the single-ended and differential IPI converter circuits were 

simulated in WinSpice.  The TSMC 0.25-µm models were used.  Both the 

single-ended and differential IPI converter circuits were VIPIV circuits.  

The VDifferential IPI converter, or differential VIPC, was very similar to the 

VIPCs that were designed in the previous chapters.  The circuit architecture is 

similar to that of the previously designed linear representation single-ended 

VIPC designed in Chapter 3, with the only difference being that an extra 

inverter has been added at the output of the VIPC comparator.  The purpose 

of this extra inverter is to convert the IPI output from that comparator to its 

differential complement.  Both of these differential complementary signals of 

IPI are passed on to the Differential IPI->V converter, or differential IPVC, as 

inputs to that circuit.  The schematic for the top-level differential VIPIV is 

shown in Figure 5.3. 

The differential IPVC is very similar to the linear representation single-

ended IPVC that was designed in Chapter 3, with the exception that there was 

a comparator at the input which converts the differential IPI signal back to the 

single-ended version.  This comparator is necessary to filter out the common 

mode noise that gets added to both of the pulse signals that represent the 

differential IPI.  This single-ended IPI signal is then converted to voltage.  The 

schematic for the differential IPVC is shown in Figure 5.4.       

Differential IPI results in less distortion compared to single-ended IPI, 

when noise is added to the pulse stream.  This is because the common-mode 

noise added to both signals in the differential IPI gets eliminated by the 

comparator.  The distortion results in MATLAB have already been shown 

earlier in this chapter.   
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Figure 5.3: Top-level schematic for differential VIPIV converter circuit.  This circuit 

converts voltage to differential IPI, and then the IPITOV_D_BLK2 sub circuit converts the 

differential IPI back to voltage.  

 

Spice simulations were done for both single-ended and differential IPI 

to examine how much more power dissipation increases due to using 

differential IPI.  Power dissipation increases only a little when differential IPI is 

used.  The increase in power consumption by using differential IPI, when 

compared to single-ended IPI, is only 10.8%.  Power dissipation results for 

both single-ended and differential IPI are shown in Table 5.1.  This table also 

shows the RMS distortion between the input and output signals for both single-

ended and differential IPI, when the maximum noise is applied to the pulse 

stream.  This data shown here in this table indicates that the distortion reduces 

by 97% if differential IPI is used.  These results demonstrate that a little extra 

cost in terms of power for using differential IPI results in significant distortion 

reduction. 
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Figure 5.4: Schematic for differential IPVC, or circuit that converts from differential IPI 

back to voltage.  This circuit has a comparator that converts from differential IPI to single-

ended IPI first, before the conversion to voltage.  The sub circuit box on the extreme left 

before the main IPVC circuitry is the comparator that converts from differential IPI to 

single-ended IPI. 
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IPI Representation 

Type 

Power Supply 

Current [µA] 

Power Supply 

Voltage (VDD) 

[volts] 

Average Power 

Consumption 

[µW] 

RMS 

Distortion 

Single-ended 158 1.5 237 0.52 

Differential 175 1.5 262.5 0.015 

Table 5.1: Table showing power supply current, power supply voltage, average power 

consumption, and RMS distortion for both single-ended and differential IPI representations, 

for the V->IPI->V simulations.  The power results are based on WinSpice simulations.  The 

distortion results are based on MATLAB simulations.  Here, average power consumption is 

equal to power supply current multiplied by power supply voltage. 

RMS distortion measures the difference between the normalized input and normalized 

output waveforms.  This distortion is calculated based on the maximum noise strength, or 

noise-to-signal ratio of -14 dB, being multiplied by the array of random numbers.  The 

distortion mentioned here includes both intrinsic and extrinsic distortion, therefore the 

differential distortion is the floor that represents intrinsic distortion. 

 

 

5.6 IPI Jitter Simulations 

Simulations were done in MATLAB to measure how the VIPIV 

distortion gets affected based on IPI jitter.  IPI jitter is defined as the 

displacement or deviation of an IPI pulse within a pulse stream along the time 

axis from the target value along the time axis.  No additional noise was added 

to the IPI pulse stream.  Both single-ended and differential IPI representations 

were used here. 

The results for these jitter simulations can be found in Figure 5.5.  This 

is the plot of Distortion vs. Pulse Displacement.  This pulse displacement is for 

one pulse per input wave period within the IPI pulse stream.  This analysis 

was done for both sides of the pulse displacement from the original position 

along the time axis, up to a maximum of 20 µs on either side of the original 

pulse position.  For single-ended IPI, this pulse displacement was just the 

absolute time deviation of the IPI pulse from the original time point.  For 

differential IPI, this pulse displacement was the relative time deviation between 

the two complementary IPI pulses in the differential pair.  Jitter can cause a 
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differential pair of signals to be misaligned, therefore differential IPI 

simulations were done where the two complementary pulses were misaligned 

from each other.  Jitter in cases where the two complementary differential IPI 

pulses are aligned together will be the same as for the single-ended IPI 

representation.  The distortion is based on relative pulse displacement on the 

time axis with respect to the two time intervals both between the preceding 

pulse and the displaced pulse and between the displaced pulse and the 

succeeding pulse.  These results show that distortion is much worse for 

differential IPI compared to single-ended IPI when jitter is present in the IPI 

pulse stream.  In differential IPI, the complementary pulses get misaligned 

during jitter, causing the pulses to get eliminated when differential IPI is 

converted back into single-ended IPI, which leads to catastrophic errors in the 

IPIV decoding process.  In differential IPI, even a slight jitter can cause 

catastrophic errors, while in single-ended IPI, slight jitter is not a serious 

problem. 

These noise simulations show that differential IPI has advantages over 

single-ended IPI only when the noise is spatial Gaussian noise, but has 

disadvantages over single-ended IPI when jitter noise is added. 
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Figure 5.5: Plot of Distortion vs. IPI Pulse Jitter.  This plot shows the VIPIV distortion in the 

presence of IPI pulse jitter and in the absence of other noise sources.  Here, simulations were done 

in MATLAB.  Pulse displacement is the amount of time that the IPI pulse occurrence deviates 

from the target time point that the IPI pulse should be occurring at.  In differential IPI, this 

displacement is the time misalignment between two complementary pulses, where one pulse is in 

its correct time position and the complementary pulse is displaced.  Distortion is worse for 

differential IPI compared to single-ended IPI.  Input is a sine wave where the offset is 10 mV, the 

amplitude is 20 mV, and the wave period is 5 ms.        
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CHAPTER 6 

SYSTEM-LEVEL APPLICATION OF IPI IN HIGH SPEED 
INTERCONNECT 

 

6.1    Introduction 

In the previous chapters, the basic design of the asynchronous IPI 

conversion circuits in SPICE for both nonlinear and linear IPI representations, 

the MOSIS 0.35 µm chip fabrication and measurement, the theoretical work in 

MATLAB to find the source of the intrinsic distortion for the VIPIV 

conversion, and the work on differential IPI to solve the problem of extrinsic 

distortion for the VIPIV conversion were discussed.  In these chapters, we 

have assumed that the most likely application for using IPI was for low power 

analog sensor communication. 

In this chapter, IPI will be taken a step further so that it is not limited to 

only analog sensor communication.  Here, IPI will be investigated to address 

signal integrity issues in high-speed electronic hardware applications which is 

an problem in the mainstream hardware industry. 

In this chapter, IPI distortion over a low-pass filter interconnect line will 

be compared with that of other signal representations.  The system-level 

application is for the case where two chips communicate with each other via 

the I/O and off-chip PCB interconnect in a high-speed digital scenario. 
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6.2 RLC Low Pass Filter Distortion Simulations: Problem 

Definition 

Off-chip interconnect is generally modeled as a transmission line for 

speeds in the gigahertz range.  The transmission line has signal loss due to 

reflections, crosstalk, and high-frequency attenuation.  The transmission line 

needs to be terminated at the receiver end to match the characteristic 

impedance, in order to minimize reflections.  There are two sources of high-

frequency attenuation in off-chip interconnect.  The first is copper trace loss.  

The amount of this loss depends on the effective cross-sectional area and 

length of the copper trace.  As frequency increases, the current in the metal 

trace gets pushed towards the surface of the conductor.  This is known as the 

skin effect and it causes the effective cross-sectional area of the conductor to 

decrease, causing the effective resistance of the conductor to increase.  This, 

in turn, leads to high-frequency attenuation of the signal going through this 

metal interconnect conductor.  Second is dielectric loss.  Attenuation of high 

frequency components is a serious problem in high speed digital 

communications over a transmission line when one chip communicates with 

another chip in a system. [64], [66]    

Because of this attenuation of high frequency components, the off-chip 

interconnect or transmission line behaves as a low-pass filter when one chip 

communicates with another chip in a system.  The transmission line can be 

modeled as an RLGC network.  This means that resistance (R), capacitance 

(C), inductance (L), and conductance (G), are distributed over the interconnect 

wire.  In this study, a second-order low-pass RLGC filter will be used as a 

simple of the high-frequency attenuation.  Here, conductance (G) represents 

the resistor that is connected to ground and in parallel to the capacitor [73].  

The reason for this is because the objective here is to compare the high-

frequency attenuation for IPI with the high-frequency attenuation for other 

pulsed techniques while focusing only on the properties of the pulse signaling 
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techniques and ignoring the second-order effects of the transmission line.  So 

it was decided that IPI distortion over a low-pass filter interconnect line would 

be compared with the distortion of other signal representations in comparable 

situations.  The application is for the case where two chips communicate with 

each other via the I/O and off-chip PCB interconnect in a high speed digital 

signal integrity context. 

 

6.3 Experimental Procedure 

It is important to look at pulse signal characteristics at the algorithm 

level without worrying about circuit details, and it is important to analyze the 

extrinsic distortion due to the low-pass filter without worrying about the intrinsic 

distortion of the analog/digital to pulse conversion, so ideal sources for each of 

the pulse signal inputs were used.  Here, both input and output are pulsed 

signals.  There is no conversion to or from analog or digital.  Hence, the IPI 

distortion initially will be for IPIIPI only.  The VIPIV distortion where the 

IPI signal gets attenuated over the interconnect low-pass filter will be covered 

briefly at the end of this chapter.  

One paper shows that the bandwidth for an off-chip PCB trace is 4.0 

GHz.  This PCB trace is 5" minimum via stub.  This paper is indicated as 

reference [55].  This value, which is 4.0 GHz, is used as the cut-off frequency 

for the RLC low-pass filter circuit simulations that compare high frequency IPI 

attenuation with other pulse high frequency attenuation.  These low-pass filter 

circuits were simulated in SPICE. 

The schematic for the low-pass filter interconnect that is modeling the 

off-chip transmission line is given below in Figure 6.1. 
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Figure 6.1: Schematic for low pass filter interconnect transmission line.  This circuit was 

simulated in SPICE to measure distortion of IPI and other signal representations.  The cut-

off frequency here is 4.0 GHz. 

 

Distortion is defined as the RMS difference between output voltage and 

input voltage of the VIPIV conversion, as described in Chapter 4.  Eq. 6.1 

gives the mathematical equation for % distortion.  Distortion simulations will be 

described briefly at the end of this chapter.   

 

2)( INOUT VVD  mean100 *      Eq. 6.1 

 D: VIPIV distortion after the IPI pulse gets attenuated over the low-

pass filter in the interconnect.  This is expressed in the form of percent 

distortion. 

 VOUT: output of VIPIV after this wave gets normalized to the range 

0 to 1  

 VIN: input of VIPIV after this wave gets normalized to the range 0 to 

1  
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The equations for pulse attenuation below do not describe how 

attenuation was defined in the VIPIV MATLAB simulations at the end of 

this chapter.  These equations define the pulse attenuation for the 

PulsePulse simulations done in SPICE that cover most of this chapter. 

Pulse attenuation is defined as mean of the absolute value of 

differences between the output of the low pass filter and the input of the low 

pass filter.  The formula to compute pulse attenuation is given below in Eq. 

6.2: 

 

)( INOUT PPA mean      Eq. 6.2 

 A: pulse attenuation 

 POUT: output of low-pass filter 

 PIN: input of low-pass filter, which is pulsed signal from ideal source 

 

The final figure of merit used here is normalized attenuation or 

attenuation over voltage swing ratio instead of just attenuation.  Lower voltage 

swing makes the pulse more voltage-level sensitive, which means reduced 

noise margin.  High-speed interconnects have externally applied noise added 

due to crosstalk.  PAM-4 and LVDS have lower voltage swings compared to 

IPI.  PAM-4 is 2-bit resolution pulse amplitude modulation.  This has already 

been defined in Chapter 1 of this thesis.  LVDS, or low-voltage differential 

signaling, is a form of PAM-2, or 1-bit resolution PAM with only 2 possible 

levels of voltage amplitude in a given pulse.  One benefit of using IPI is that IPI 

uses the full rail-to-rail voltage swing, improving the noise margin.  The 

formula to compute normalized attenuation is given in Eq. 6.3: 

 

AMP

NORM

V

A 
A        Eq. 6.3   

 ANORM: normalized pulse attenuation 
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 A: pulse attenuation 

 VAMP: voltage amplitude or voltage swing of pulse signal 

 

Here, IPI is being compared to 2-bit resolution pulse amplitude 

modulation (PAM-4), to low-voltage differential signaling (LVDS), and to 2-bit 

resolution pulse width modulation (PWM-4).   

PAM-4, or the 2-bit resolution PAM, is commonly used in high speed 

serial link communication applications [56-61].  PAM-4 has 4 possible levels of 

voltage amplitude in a given pulse.   

LVDS is a form of PAM-2, or 1-bit resolution PAM with only 2 possible 

levels of voltage amplitude in a given pulse.  LVDS has very low voltage 

swing, usually at 400 mV.  This low voltage swing enables low power and high 

speed simultaneously for off-chip data communication.  LVDS is covered 

extensively in some of the literature [65], [67], [68]. 

PWM-4, or the 2-bit resolution pulse width modulation, is chosen here, 

since that is also used for high speed serial link communications [62].  PWM-4 

has 4 possible different duty cycles in a given pulse. 

Since off-chip interconnects do not have a process technology node, 

the following were simulated for different I/O speeds for PWM and PAM:  

1) 2 Gbps: 

1 GHz I/O sampling rate for PAM-4 and PWM-4 

2) 10 Gbps: 

5 GHz I/O sampling rate for PAM-4 and PWM-4 

3) 20 Gbps: 

10 GHz I/O sampling rate for PAM-4 and PWM-4 

 

For PAM-4 and PWM-4, the I/O sampling rate, or clock frequency, is 

based on the sampling cycle time for a set of 2 bits. Therefore for PAM the 

pulse width was set to 1 ns for a sampling rate of 1 GHz, since pulse width 

represents the time the PAM-4 voltage output level will remain constant before 
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the next sampling.  The period is double the pulse width for the PAM-4 

simulations.  For PWM-4, since the duty cycle of the periodic pulse waveform 

is modulated, the period was set to 1/sampling rate.  For example, for a 1 GHz 

sample rate (2 Gbps) the period is 1 ns and for a 5 GHz (10 Gbps) sample 

rate, the period was set to 200 ps. 

For PAM-4, the voltage levels used are 0 V, 0.5 V, 1.0 V, and 1.5 V.  In 

LVDS, which is equivalent to PAM-2, the voltage levels used are 0.55 V and 

0.95 V.  Full voltage swing, which is from 0 V to 1.5 V, is used for IPI and 

PWM.  PWM-4 was simulated at 25%, 50%, and 75% duty cycles.     

The IPI representation does not correlate to any clock frequency, since 

it is asynchronous.  Therefore, the IPI resolution was set to 3, 5, 7, and 10 bits. 

The IPI symbol maximum period was set to be the values given in the table 

below.  The goal is to make the comparison between IPI and PAM/PWM to be 

as fair as possible by keeping the data rates constant. 

 

Data Rate Period @ 3-bit 
resolution 

Period @ 5-bit 
resolution 

Period @ 7-bit 
resolution 

Period @ 10-
bit resolution 

2 Gbps 3 bits/2 Gbps = 
1.5 ns 

5 bits/2 Gbps = 
2.5 ns 

7 bits/2 Gbps = 
3.5 ns 

10 bits/2 Gbps 
= 5 ns 

10 Gbps 3 bits/10 Gbps 
= 300 ps 

5 bits/10 Gbps 
= 500 ps 

7 bits/10 Gbps 
= 700 ps 

10 bits/10 Gbps 
= 1 ns 

20 Gbps 3 bits/20 Gbps  
= 150 ps 

5 bits/20 Gbps 
= 250 ps   

7 bits/20 Gbps 
= 350 ps   

10 bits/20 Gbps 
= 500 ps   

Table 6.1: IPI symbol maximum period calculation, based on data rate and resolution. 

 

The low-pass filter interconnect attenuation simulations were also done 

for pulse frequency modulation (PFM), where PFM is the pulse repetition rate, 

which is varied according to the analog input.  Since PFM is similar to 

frequency modulation of a carrier wave, PFM is considered to be 

synchronously sampled using a clock.  The resolution for the PFM was set to 6 
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bits, since dynamic range of 40 dB is approximately 6 bits [63].  Eq. 6.4 

demonstrates the relationship between dynamic range and bit resolution. 

N
RANGED 220 10log       Eq. 6.4 

 N: bit resolution 

 DRANGE: dynamic range 

 

The sampling clock cycle period is the bit resolution divided by the data 

rate.  This sampling clock period is then divided by 64 (number of 

combinations in 6-bit resolution system), and then rounded up to the nearest 

multiple of 5 ps.  This calculated value becomes the pulse period for the 

densest pulse case.  Table 6.2 shows the values of the pulse periods.  

Simulations were done for the case where the pulse rate is 1/10 of the rate for 

the densest pulse case, or where the pulse period is 10 times higher, as well 

as for an arbitrary pulse period that is shorter than this.  Table 6.2 shows the 

calculation of densest pulse period of PFM for each data rate. 

 

 

 

 

 

Data Rate Sampling Clock 
Period 

Densest Pulse 
Period 

Densest Pulse 
Period (rounded 
up) 

2 Gbps 6 bits/2 Gbps = 3 
ns 

3 ns/64 = 46.9 ps 50 ps 

10 Gbps 6 bits/10 Gbps = 
600 ps 

600 ps/64 = 9.4 
ps 

10 ps 

20 Gbps 6 bits/20 Gbps  = 
300 ps 

300 ps/64 = 4.7 
ps 

5 ps 

Table 6.2: This table shows the calculation of densest pulse period of PFM for each data rate. 
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6.4 Mathematical Model for Frequency 

For all the signal representations discussed in this chapter, the 

sampling frequency is given in Eq. 6.5 below: 

 

BIT

RATE

s

s

R

D

T

 
f 

1
      Eq. 6.5 

 fs: sampling frequency 

 Ts: sampling period  

 DRATE: data rate in terms of number of bits per second 

 RBIT: resolution in terms of number of bits 

 

In the above equation, RBIT is equal to 2 bits for PAM-4, 1 bit for LVDS, and 2-

bits for PWM-4. 

In this chapter, the transition frequency is discussed, since the high-

frequency attenuation is based on pulse transition frequency.  The transition 

period is the time from one rising edge to the next, the transition frequency 

then is the frequency of rising edge occurrence.   

The Maximum period for IPI is mentioned here since IPI has 2RBIT 

discrete periods or specific values for DeltaT, which is the time between two 

successive AIPI pulses.  In AIPI, the period is not fixed but varies according to 

the modulation.  In AIPI, as the period is varied, i.e. as period decreases (or 

sampling frequency increases) the data rate increases for a given resolution 

since the pulses will be closer to each other.  When two IPI pulses are close to 

each other, the demodulation back to analog or digital happens more quickly. 

For example, for 10-bit resolution and 1 ns sampling period, the data 

rate is 10 bits divided by 1 ns, which equals 10 Gbps.  When we reduce this 

sampling period to 500 ps, the data rate will increase to 10 bits/500 ps = 20 

Gbps.  So in AIPI the data rate is also varying just as sampling frequency is.  
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The attenuation for maximum sampling period of AIPI was compared with that 

of other signal representations so that the data rates will be equal for all of 

them.  

In PAM-4, the transition rate is half of the sampling rate or clock 

frequency, since the voltage level is modulated and not the timing of the edge, 

causing the PAM signal to remain constant for the entire clock cycle.  In PAM, 

sampling rate equals the clock frequency since this pulse technique is 

synchronous. 

LVDS is a form of PAM where the bit resolution is half the resolution of 

PAM-4.  Therefore, the transition frequency is half of the sampling clock 

frequency.  The sampling clock frequency of LVDS will be double that of PAM-

4, if the data rates are the same for both LVDS and PAM-4. 

PWM-4 is synchronous; therefore, the sampling rate is constant, which 

is equal to the clock sampling frequency.  For PWM-4, sampling frequency 

and rising edge transition rate are the same since the modulation is along the 

time axis just like IPI. 

The data rate and sampling frequency for PFM are constant since PFM 

is synchronous.  In PFM, the transition rate varies within a fixed sampling 

interval based on changes in the input analog or digital data.  A higher 

transition frequency means that there are more pulses within a given sampling 

clock period.  The minimum transition period is defined as the smallest time 

interval between two PFM pulses, which is the case where there are the 

maximum number of pulses in a sampling period.  The maximum transition 

period is defined as the largest time interval between two PFM pulses, which 

is the same as the sampling clock period. 

Table 6.3 shows the mathematical equations for sampling frequency 

and transition frequency for the signal representations mentioned in this 

chapter.   
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Signal 
Representation 

Sampling 
Frequency 

Transition Frequency 

AIPI 

BIT

RATE
MINs,

R

D
f   

BIT

RATE
TR,MIN

R

D
f   

PAM-4 

2

 D
f

RATE
CLK   

42

 Df
f

RATECLK
TR   

LVDS 
RATECLK Df   

22

 Df
f

RATECLK
TR   

PWM-4 

2

 D
f

RATE
CLK   

2

 D
ff

RATE
CLKTR   

PFM 

BIT

RATE
CLK

R

D
f   

CLKTR,MIN ff   

  CLK
R

TR,MAX ff BIT2  

 

 

Table 6.3: This table shows the mathematical equations for both sampling frequency and 

transition frequency for each of the signal representations discussed in this chapter.  The 

minimum frequencies are mentioned here for the IPI representation.  In AIPI, the transition 

frequency is equal to the sampling frequency.   

 

Where: 

 fs,MIN: minimum sampling frequency used in the AIPI representation 

 fCLK: sampling clock frequency for PAM-4, LVDS, PWM-4, and PFM, 

since they all are synchronous 

 fTR: transition frequency, which is defined as the frequency of rising 

edge occurrence of the pulses 

 fTR,MAX: maximum transition frequency 

 fTR,MIN: minimum transition frequency  

 DRATE: data rate in bits per second 

 RBIT: resolution in bits 
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Based on the equations in Table 6.3, PFM will have much lower 

transition period (or higher transition frequency) in general compared to IPI if 

resolution and data rate are kept constant for both of them.  Even though both 

IPI and PFM have varying pulse or transition frequencies, the data rate will 

increase for IPI when the pulse frequency increases since IPI is asynchronous 

and can be encoded/decoded more or less instantaneously, while the data 

rate for PFM is constant since the encoding/decoding is based on average 

pulse occurrence over a synchronous time period. 

 

6.5 Results 

6.5.1 IPI vs. PAM-4 Results 

Table 6.4 shows the attenuation results for IPI and PAM-4.  The 

purpose of this table is to do a comparison of IPI attenuation vs. PAM 

attenuation. 

For a given data rate, IPI has a lower attenuation, when compared to 

PAM-4, in the cases where the IPI resolution is 5 bits or greater, but for 2 

Gbps, PAM-4 has a lower absolute attenuation, so IPI may not be the best 

candidate in this situation.  The IPI representation then has more attenuation 

than PAM-4 when the IPI resolution is 3 bits. 
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Pulse 
Type 

Attenuation Normalized 
Attenuation 
[1/V] 

Input Source  

Pulse Width 

Input Source 

Period 

Voltage 
Levels 

Data Rate, 
Resolution 

IPI 5.21e-2 3.47e-2 20 ps 1.5 ns 0 V, 1.5 V 2 Gbps, 3 bits 

IPI 3.15e-2 0.021 20 ps 2.5 ns 0 V, 1.5 V 2 Gbps, 5 bits 

IPI 2.25e-2 0.015 20 ps 3.5 ns 0 V, 1.5 V 2 Gbps, 7 bits 

IPI 1.58e-2 1.05e-2 20 ps 5 ns 0 V, 1.5 V 2 Gbps, 10 bits 

PAM-4 0.12 0.080 1 ns 2 ns 0 V, 1.5 V 2 Gbps, 2 bits 

PAM-4 8.08e-2 8.08e-2 1 ns 2 ns 0 V, 1.0 V 2 Gbps, 2 bits 

PAM-4 4.01e-2 8.02e-2 1 ns 2 ns 0 V, 0.5 V 2 Gbps, 2 bits 

PAM-4 4.10e-2 8.20e-2 1 ns 2 ns 0.5 V, 1.0 V 2 Gbps, 2 bits 

IPI 0.24 0.16 20 ps 300 ps 0 V, 1.5 V 10 Gbps, 3 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 10 Gbps, 5 bits 

IPI 0.11 7.33e-2 20 ps 700 ps 0 V, 1.5 V 10 Gbps, 7 bits 

IPI 7.76e-2 5.17e-2 20 ps 1 ns 0 V, 1.5 V 10 Gbps, 10 
bits 

PAM-4 0.57 0.38 200 ps 400 ps 0 V, 1.5 V 10 Gbps, 2 bits 

PAM-4 0.38 0.38 200 ps 400 ps 0 V, 1.0 V 10 Gbps, 2 bits 

PAM-4 0.19 0.38 200 ps 400 ps 0 V, 0.5 V 10 Gbps, 2 bits 

PAM-4 0.19 0.38 200 ps 400 ps 0.5 V, 1.0 V 10 Gbps, 2 bits 

IPI 0.43 0.29 20 ps 150 ps 0 V, 1.5 V 20 Gbps, 3 bits 

IPI 0.28 0.19 20 ps 250 ps 0 V, 1.5 V 20 Gbps, 5 bits 

IPI 0.21 0.14 20 ps 350 ps 0 V, 1.5 V 20 Gbps, 7 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 20 Gbps, 10 
bits 

PAM-4 0.94 0.63 100 ps 200 ps 0 V, 1.5 V 20 Gbps, 2 bits 

PAM-4 0.62 0.62 100 ps 200 ps 0 V, 1.0 V 20 Gbps, 2 bits 

PAM-4 0.31 0.62 100 ps 200 ps 0 V, 0.5 V 20 Gbps, 2 bits 

PAM-4 0.31 0.62 100 ps 200 ps 0.5 V, 1.0 V 20 Gbps, 2 bits 

Table 6.4: This table shows the off-chip interconnect low pass filter attenuation results for 

IPI and PAM-4.  For the IPI case, the input source period is the maximum period. 

 

 

When the IPI has a higher bit resolution, there are more bits per 

sampling symbol, which means that for a given data rate, IPI has lower 
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transition frequency.  PAM-4 has a resolution of only 2 bits.  This means that 

for a given data rate and when IPI resolution is 5 bits or greater, IPI has a 

lower frequency of transitions compared to PAM.  This translates into lower 

attenuation for IPI for an IPI resolution of 5 bits or greater. 

There is also some attenuation in the IPI pulse itself.  But exactly how 

that pulse is shaped is not of concern, as long as that pulse is detectable, 

since IPI is time sensitive, and not voltage level sensitive like PAM.  As we 

discussed in Chapter it is possible to define IPI pulses as energy packets 

where the pulse does not have a definite shape or edge.  This IPI pulse shape 

attenuation affects only the pulse height, but not the time between two pulses. 

 

6.5.2 IPI vs. LVDS Results 

Table 6.5 shows the attenuation results for LVDS.  The IPI results from 

the previous table are repeated here so that it can be compared more easily 

with LVDS. 

 

6.5.3 IPI vs. PWM Results 

Table 6.6 shows the attenuation results for IPI and PWM-4.  The IPI 

results from the previous table are repeated here for comparison purposes. 

IPI attenuation is less than PWM attenuation for all the cases in the 

table above, because the sampling rate for IPI is less than that for PWM, for all 

the IPI bit resolutions considered above.   
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Pulse 
Type 

Attenuation Normalized 
Attenuation 
[1/V] 

Input Source  

Pulse Width 

Input 
Source 

Period 

Voltage 
Levels 

Data Rate, 
Resolution 

IPI 5.21e-2 3.47e-2 20 ps 1.5 ns 0 V, 1.5 V 2 Gbps, 3 bits 

IPI 3.15e-2 0.021 20 ps 2.5 ns 0 V, 1.5 V 2 Gbps, 5 bits 

IPI 2.25e-2 0.015 20 ps 3.5 ns 0 V, 1.5 V 2 Gbps, 7 bits 

IPI 1.58e-2 1.05e-2 20 ps 5 ns 0 V, 1.5 V 2 Gbps, 10 
bits 

LVDS 6.34e-2 0.16 500 ps 1 ns 0.55 V, 0.95 
V 

2 Gbps, 1 bit 

IPI 0.24 0.16 20 ps 300 ps 0 V, 1.5 V 10 Gbps, 3 
bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 10 Gbps, 5 
bits 

IPI 0.11 7.33e-2 20 ps 700 ps 0 V, 1.5 V 10 Gbps, 7 
bits 

IPI 7.76e-2 5.17e-2 20 ps 1 ns 0 V, 1.5 V 10 Gbps, 10 
bits 

LVDS 0.25 0.62 100 ps 200 ps 0.55 V, 0.95 
V 

10 Gbps, 1 bit 

IPI 0.43 0.29 20 ps 150 ps 0 V, 1.5 V 20 Gbps, 3 
bits 

IPI 0.28 0.19 20 ps 250 ps 0 V, 1.5 V 20 Gbps, 5 
bits 

IPI 0.21 0.14 20 ps 350 ps 0 V, 1.5 V 20 Gbps, 7 
bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 20 Gbps, 10 
bits 

LVDS 0.22 0.56 50 ps 100 ps 0.55 V, 0.95 
V 

20 Gbps, 1 bit 

Table 6.5: This table shows the off-chip interconnect low pass filter attenuation results for 

IPI and LVDS.  For the IPI case, the input source period is the maximum period. 

 

PWM has more attenuation when compared to PAM.  This is due to the 

fact that PAM is voltage level modulated, the PAM voltage level can remain 

constant for the entire sampling clock cycle, while PWM is time modulated like 

IPI, causing PWM to have double the transition frequency when compared to 

PAM with a comparable data rate.   
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Even though PWM and IPI are both time modulated, PWM is driven by 

a synchronous clock that can be very fast while IPI is asynchronous, and in 

PWM, the duty cycle or pulse width varies with respect to the input, while in IPI 

the pulse period varies with respect to the input.  Therefore, PWM has higher 

sampling frequency compared to IPI, causing more high frequency attenuation 

in PWM. 
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Table 6.6: This table shows the off-chip interconnect low pass filter attenuation results for 

IPI and PWM-4.  For the IPI case, the input source period is the maximum period. 

 

 

 

6.5.4 IPI vs. PFM Results 

Table 6.7 shows the attenuation results for IPI and PFM.  The IPI 

results from the previous table are repeated here so that it can be more easily 

compared with PFM.  The results show that the attenuation is less for IPI when 

Pulse 
Type 

Attenuation Normalized 
Attenuation [1/V] 

Input 
Source  

Pulse 
Width 

Input 
Source 

Period 

Voltage 
Levels 

Data Rate, 
Resolution 

IPI 5.21e-2 3.47e-2 20 ps 1.5 ns 0 V, 1.5 V 2 Gbps, 3 bits 

IPI 3.15e-2 0.021 20 ps 2.5 ns 0 V, 1.5 V 2 Gbps, 5 bits 

IPI 2.25e-2 0.015 20 ps 3.5 ns 0 V, 1.5 V 2 Gbps, 7 bits 

IPI 1.58e-2 1.05e-2 20 ps 5 ns 0 V, 1.5 V 2 Gbps, 10 bits 

PWM4 0.24 0.16 250 ps 1 ns 0 V, 1.5 V 2 Gbps, 2 bits 

PWM4 0.24 0.16 500 ps 1 ns 0 V, 1.5 V 2 Gbps, 2 bits 

PWM4 0.23 0.15 750 ps 1 ns 0 V, 1.5 V 2 Gbps, 2 bits 

IPI 0.24 0.16 20 ps 300 ps 0 V, 1.5 V 10 Gbps, 3 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 10 Gbps, 5 bits 

IPI 0.11 7.33e-2 20 ps 700 ps 0 V, 1.5 V 10 Gbps, 7 bits 

IPI 7.76e-2 5.17e-2 20 ps 1 ns 0 V, 1.5 V 10 Gbps, 10 bits 

PWM4 0.71 0.47 50 ps 200 ps 0 V, 1.5 V 10 Gbps, 2 bits 

PWM4 0.94 0.63 100 ps 200 ps 0 V, 1.5 V 10 Gbps, 2 bits 

PWM4 0.69 0.46 150 ps 200 ps 0 V, 1.5 V 10 Gbps, 2 bits 

IPI 0.43 0.29 20 ps 150 ps 0 V, 1.5 V 20 Gbps, 3 bits 

IPI 0.28 0.19 20 ps 250 ps 0 V, 1.5 V 20 Gbps, 5 bits 

IPI 0.21 0.14 20 ps 350 ps 0 V, 1.5 V 20 Gbps, 7 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 20 Gbps, 10 bits 

PWM4 0.64 0.43 25 ps 100 ps 0 V, 1.5 V 20 Gbps, 2 bits 

PWM4 0.84 0.56 50 ps 100 ps 0 V, 1.5 V 20 Gbps, 2 bits 

PWM4 0.61 0.41 75 ps 100 ps 0 V, 1.5 V 20 Gbps, 2 bits 
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compared to PFM.  PFM has more attenuation since PFM has many more 

pulses occurring within a given synchronous sampling period, causing it to 

have a higher transition frequency compared to IPI.  IPI involves measuring 

instantaneous time between two asynchronously sampled pulses, while PFM 

involves measuring the average rate of pulse occurrence within a fixed 

synchronous sampling period, resulting in a very high transition rate for high 

bit rates.    

Figure 6.2 shows the normalized attenuation for all the signal 

representations mentioned in this chapter.  To summarize, IPI has less 

attenuation (without normalization) compared to PAM-4 if the IPI resolution is 

5 bits or greater, for a given data rate or bit rate.  IPI has less attenuation than 

PWM and PFM for a given data rate. 

IPI has a lower normalized attenuation compared to PAM-4, LVDS, 

PWM, and PFM, if the data rate is kept constant, because IPI has a lower 

transition frequency compared to the other four signal representations.  The 

mathematical formulas given earlier in this chapter demonstrate this for a 

given data rate.  Lower transition frequency in IPI causes the high frequency 

attenuation to be less. 

In this work, power is not being considered since the pulse signal 

characteristics are being investigated at the algorithm/system level and not at 

the circuit level.  Ideal sources are being used for the pulse generation instead 

of conversion circuits. 

AIPI has been defined based on the energy-packet model in both 

Chapters 1 and 5, where the pulse shape does not have to be rectangular with 

defined edges.  An area for follow on research can be finding a way to shape 

these AIPI pulses so that their maximum frequency component can be less 

than the interconnect low-pass filter cut-off frequency value to reduce 

attenuation along the interconnect wire.  This energy-packet model makes 
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AIPI unique compared to other signal representations, where the pulses 

always have a definite edge and shape.    

 

Pulse 
Type 

Attenuation Normalized 
Attenuation 
[1/V] 

Input Source  

Pulse Width 

Input 
Source 

Period 

Voltage 
Levels 

Data Rate, 
Resolution 

IPI 5.21e-2 3.47e-2 20 ps 1.5 ns 0 V, 1.5 V 2 Gbps, 3 bits 

IPI 3.15e-2 0.021 20 ps 2.5 ns 0 V, 1.5 V 2 Gbps, 5 bits 

IPI 2.25e-2 0.015 20 ps 3.5 ns 0 V, 1.5 V 2 Gbps, 7 bits 

IPI 1.58e-2 1.05e-2 20 ps 5 ns 0 V, 1.5 V 2 Gbps, 10 bits 

PFM 0.28 0.19 20 ps 250 ps 0 V, 1.5 V 2 Gbps, 6 bits 

PFM 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 2 Gbps, 6 bits 

IPI 0.24 0.16 20 ps 300 ps 0 V, 1.5 V 10 Gbps, 3 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 10 Gbps, 5 bits 

IPI 0.11 7.33e-2 20 ps 700 ps 0 V, 1.5 V 10 Gbps, 7 bits 

IPI 7.76e-2 5.17e-2 20 ps 1 ns 0 V, 1.5 V 10 Gbps, 10 
bits 

PFM 0.69 0.46 20 ps 50 ps 0 V, 1.5 V 10 Gbps, 6 bits 

PFM 0.56 0.37 20 ps 100 ps 0 V, 1.5 V 10 Gbps, 6 bits 

IPI 0.43 0.29 20 ps 150 ps 0 V, 1.5 V 20 Gbps, 3 bits 

IPI 0.28 0.19 20 ps 250 ps 0 V, 1.5 V 20 Gbps, 5 bits 

IPI 0.21 0.14 20 ps 350 ps 0 V, 1.5 V 20 Gbps, 7 bits 

IPI 0.15 0.10 20 ps 500 ps 0 V, 1.5 V 20 Gbps, 10 
bits 

PFM 0.71 0.47 20 ps 40 ps 0 V, 1.5 V 20 Gbps, 6 bits 

PFM 0.69 0.46 20 ps 50 ps 0 V, 1.5 V 20 Gbps, 6 bits 

Table 6.7: This table shows the off-chip interconnect low pass filter attenuation results for 

IPI and PFM.  For the IPI case, the input source period is the maximum period. 
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Normalized Distortion vs. Data Rate
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Figure 6.2: This bar graph shows the normalized attenuation for all the signal 

representations mentioned in this chapter.  The data is grouped according to data rate, so 

IPI attenuation can be compared to that of the other signal representations for a given data 

rate.  There are 4 groups of bars since IPI attenuation has been measured at 4 different 

resolutions.  In this bar graph, normalized distortion actually represents the normalized 

pulsepulse attenuation.  
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6.6 VIPIV Simulations over Low-Pass Filter Interconnect 

MATLAB simulations were done for the VIPIV conversion where 

the IPI pulse stream gets attenuated over the low-pass filter.  In order to 

simplify things here, jitter was not taken into account here.  These simulations 

were done to analyze the impact of the IPI pulse attenuation on the decoding 

error, which contributes to the distortion.  Only the reduction in IPI pulse 

amplitude was taken into account, and the reduction in rise/fall slope was 

ignored here since in-depth research involving the rise/fall slope is beyond the 

scope of this thesis.  The IPIV circuit designed in this thesis is level-

sensitive, where it can detect IPI input pulses that have amplitudes above the 

threshold of the input inverter, but is not edge-sensitive. 

The plot of results for the VIPIV distortion vs. % attenuation for the 

IPI pulse amplitude is shown in Figure 6.3.  For the attenuation cases where 

the pulse amplitude is still above the detection threshold, the distortion is not 

at all affected, remaining at the floor that represents intrinsic distortion 

(discussed in Chapter 4).  However, if the attenuation gets worse to the point 

that the IPI pulse amplitude is below the pulse detection threshold, the 

distortion gets significantly worse where the original analog signal is lost, since 

the IPIV decoder won‟t be able to detect the pulses to do its decoding 

function.  This work proves that the VIPIV conversion process is robust in 

environments where the IPI signal gets attenuated over the low-pass filter 

interconnect, as long as the attenuated pulse amplitude is high enough to be 

detected by the IPIV converter. 
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Figure 6.3: This plot shows % Distortion vs. % Attenuation of IPI Pulse.  % Attenuation is 

the ratio of IPI pulse amplitude at low-pass filter output to IPI pulse amplitude at low-pass 

filter input.  Distortion is measured between the output voltage and the input voltage of the 

VIPIV converter in MATLAB.  Distortion in cases where the attenuated IPI pulse is 

above the detection threshold is at the floor that represents intrinsic distortion.  Low-pass 

filter interconnect induced distortion occurs only when the IPI pulse is attenuated below the 

pulse detection level. 
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CHAPTER 7 

CONCLUSIONS AND FUTURE WORK 

 

7.1    Summary of Results 

This section summarizes the contributions of this thesis. 

   

7.1.1 IPI for Low Power Analog Applications 

In Chapters 2 through 5 the basic designs of asynchronous IPI 

conversion circuits for both nonlinear and linear IPI representations were 

presented and circuits designed.  SPICE simulation was performed and a 

MOSIS 0.35 µm chip was fabricated and tested.  Likewise, higher level, more 

abstract simulations using MATLAB for both intrinsic and extrinsic distortion for 

V->IPI->V conversion were also presented.  Most of the analysis assumed that 

the IPI was being used to in applications involving low power analog sensor 

communication. 

Power and distortion simulations showed that linear IPI is generally a 

better choice compared to nonlinear IPI.  IPI conversion circuits were 

optimized for low power.  These circuits were simulated assuming a 0.25 µm 

process technology.  The figure of merit, energy per bit, was the lowest for 

asynchronous linear IPI, when compared with existing signaling techniques.  

From the perspective of an energy per unit of information transferred, the IPI 

representation does very well, making it well suited for low power analog 

communication in a remote sensing environment. 
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It was also shown experimentally and analytically that there is intrinsic 

distortion in the VIPIV conversion process.  This distortion is due to 

difference between the high and low sampling rates of the maximum and 

minimum voltages of the signals being converted.  In the linear IPI 

representation, this sampling rate decreases as the input voltage level 

increases, and can become a severe problem for high amplitude or high offset 

analog input signals.  One way to reduce this intrinsic distortion is to increase 

the overall sampling rate which reduces the ratio between the high and low 

voltages.  However, this comes at a cost in greater power dissipation. 

MATLAB simulation results indicated that the intrinsic distortion is aggravated 

at input periods less than the Nyquist period limit based on Eq. 4.18, or at 

input frequencies greater than the Nyquist frequency limit based on Eq. 4.17.  

In AIPI representation, the sampling rate varies depending on the amplitude 

and offset of the input signal.  The Nyquist rule is violated if the minimum 

sampling rate is below the Nyquist frequency limit.  

There is also extrinsic distortion due to external noise in the VIPIV 

conversion.  Both MATLAB and SPICE simulations were done to compare 

differential IPI with single-ended IPI.  The MATLAB results show that 

differential IPI results in less extrinsic distortion compared to single-ended IPI, 

when noise is added to the pulse stream.  This is because the common-mode 

noise added to both signals in the differential IPI gets eliminated by the 

comparator.  As the noise-to-signal ratio gets worse, the single-ended IPI 

conversion has worse distortion compared to that of the unconverted VV 

signal, in the presence of the same noise.  The differential IPI conversion 

results in reduced distortion compared to the unconvered VV signal in the 

presence of the same noise.  

SPICE simulations were done for both single-ended and differential IPI 

to examine how power dissipation increases due to the use of differential IPI. 

The increase in power by using differential IPI, compared to single-ended IPI, 
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is only 10.8%, while the extrinsic distortion can be reduced up to 97%.  These 

results demonstrate that a little extra cost in terms of power for using 

differential IPI results in significant extrinsic distortion reduction if the noise is 

from non-jitter sources.  However, distortion due to jitter noise gets worse if 

differential IPI is used.           

     

7.1.2 IPI for High Speed Applications 

In Chapter 6, IPI was taken a step further so that it was not limited to 

only analog sensor communication, a very specialized niche area.  IPI was 

investigated to address signal integrity issues in high-speed electronic 

hardware applications, a problem that the mainstream hardware industry is 

facing today. 

In Chapter 6, the attenuation of IPI signals over a low-pass filter 

interconnect line was compared with that of other pulse based signal 

representations.  This is important in cases where IPI is used to communicate 

analog information between two chips using off-chip PCB interconnect in a 

high-speed digital scenario. 

It was important to look at pulse signal characteristics at the algorithm 

level without worrying about circuit details, and also it was important to 

analyze the extrinsic distortion due to the low-pass filter without worrying about 

the intrinsic distortion of the analog/digital to pulse conversion, so ideal 

sources for each of the pulse signal inputs were used.  Here, both the input 

and output are pulsed signals.  There is no conversion to or from analog or 

digital.  Hence, the IPI attenuation was for IPI->IPI only.   

IPI has a lower normalized attenuation compared to PAM-4, LVDS, 

PWM, and PFM, if the data rate is kept constant, because IPI has a lower 

transition frequency compared to the other four signal representations.  The 

mathematical formulas given in Chapter 6 prove this for a given data rate.  
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Lower transition frequency in IPI causes the high frequency attenuation to be 

less. 

Some VIPIV simulations in MATLAB were done where the IPI 

signal was passed through a low-pass filter interconnect.  Distortion is not at 

all affected if the IPI pulse attenuation causes the amplitude to be above the 

pulse detection threshold.  However, distortion gets worse where the input 

analog signal is lost if the attenuated IPI pulse amplitude falls below the pulse 

detection threshold.  

 

7.2 Future Work 

7.2.1 Information per Pulse 

We believe that one of the main advantages of the asynchronous IPI 

representation is that each pulse carries more information than more 

traditional pulse based representations.  However, creating a methodology for 

measuring such information is beyond the scope of this current work and 

remains an important topic for future research in this area.  Interestingly there 

is quite a bit of work in the neuroscience community in measuring the 

asynchronous spike trains that neurons use to communicate with each other 

that may be applicable to analyzing the information characteristics of AIPI.  

 

7.2.2 Electrocardiogram Studies 

Electrocardiogram (ECG) is a signal that shows the electrical activity of 

the heart.  ECG was chosen as an example application for asynchronous low 

power IPI, since when the sensor senses the ECG of a patient to be 

transmitted somewhere, long battery life is critical. 

V->IPI->V conversions can be done on the ECG analog input signal to 

look at both power and distortion.   
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7.2.3 Broadband Pulse Based RF 

Broadband Pulse Based RF such as Ultra-Wide Band (UWB) 

communication is useful for a wide variety of wireless sensor applications, 

especially for low power short distance communication such as digital health 

applications.  Such representations have good immunity from noise and it is 

difficult to intercept.  An UWB signal has a frequency-domain spectrum that 

has very low power spectral density and very wide bandwidth. [69]   

IPI can be considered for UWB applications since IPI is composed of 

narrow pulses that occur over large time intervals, which can have wide 

bandwidth.  In this case, the frequency spectrum (or FFT) of IPI will need to be 

compared to that of other pulse representations such as PWM, PAM, etc, and 

then those bandwidths will need to be compared with each other. 

There are two versions of UWB.  One is an UWB standard that uses 

more spread spectrum signaling, but it is more complex than just being pulse 

based.  Then there is the generic UWB, which is the pulse based very broad 

spectrum communication.  Pico-radio, for example, falls into that category. 

[refs] 

 

7.2.4 Circuit Simulations 

V->IPI->V converter circuit simulations can be done for more advanced 

process technologies, such as 90 nm and 45 nm technology nodes, in order to 

determine how competitive the IPI converter circuits are at those nodes.  So 

far, work has been done mainly for 0.25 µm process technology node, since 

for ultra-low power low speed analog sensors, process scaling is not as critical 

compared to high speed digital circuits.   

Another fruitful area for follow on research is to develop techniques 

where some of the dissipated power in the VIPC will be re-used to generate 

the pulse to be transmitted.  Currently, power in the VIPC is dissipated when 

the discharging current flows from the capacitor through the MOS transistor to 
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ground.  This could be used to further reduce power consumption without 

slowing down the performance or making the resolution worse.     

Regarding the low-pass filter circuit simulations for high speed 

interconnect applications, V->IPI conversion can be done using the VIPC, then 

the IPI signal gets applied to the low-pass filter, then the filtered IPI signal 

goes through the IPVC, and then voltage distortion between the output and 

input can be measured.     

It is possible to define in terms of an energy-packet model, where the 

pulse shape does not have to be rectangular with defined edges.  VIPC 

circuits that generate these pulses and IPVC circuits that detect these pulses 

are certainly possible and could have significant value.  These AIPI pulses can 

be shaped so that their maximum frequency component can be less than 

some frequency value to reduce attenuation along a wire and to improve noise 

immunity. 

Another topic for follow on research is to design circuits where the AIPI 

signal generated by the VIPC is converted into a synchronous IPI (SIPI) 

signal.  SIPI is more suitable compared to AIPI for computation.  SIPI work has 

been done extensively by Khaldoon Mhaidat [1].  An application for this can be 

a case where the AIPI signal gets transmitted from one chip to another and 

then gets converted to SIPI for computation at the receiver chip.   
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