# PHYSIOLOGICALLY BASED COMPUTATIONAL MODELING OF THE HYPOTHALAMIC - PITUITARY - GONADAL AXIS IN FATHEAD MINNOWS 

By

Zhenhong Li
B.S., Microbiology, Anhui University, P.R. China, 2000
M.S., Environmental Science and Engineering, Shanghai Jiaotong University, P.R. China, 2003

Presented to the Division of Environmental \& Biomolecular Systems within the Department of Science \& Engineering and the Oregon Health \& Science University

School of Medicine in partial fulfillment of the requirements for the degree of

Doctor of Philosophy of Environmental Science \& Engineering

Department of Science \& Engineering School of Medicine

Oregon Health \& Science University

## CERTIFICATE OF APPROVAL

This is to certify that the Ph.D. dissertation of

## Zhenhong Li

has been approved

Dr. Karen H. Watanabe, Thesis Advisor
Assistant Professor

Dr. Paul G. Tratnyek
Professor and Associate Division Head

Dr. Peter Zuber
Professor and Oral Defense Chair

Dr. Nancy D. Denslow
Professor, University of Florida

## TABLE OF CONTENTS

Table of Contents ..... i
List of Tables ..... v
List of Figures ..... vi
List of Abbreviations ..... viii
Acknowledgements ..... x
Abstract ..... xi
CHAPTER 1 Introduction and Background ..... 1
1.1 Introduction ..... 1
1.2 Biological background of the FHM and the HPG axis ..... 4
1.2.1 Reproductive biology of FHM. ..... 5
1.2.2 The HPG axis in FHM ..... 6
1.2.2.1 Gonadotropin-releasing hormone (GnRH) ..... 7
1.2.2.2 Gonadotropins (GtHs) ..... 7
1.2.2.3 Steroid hormone production ..... 8
1.2.2.4 Steroid hormone metabolism. ..... 9
1.2.2.5 Estrogen-regulated Vitellogenesis. ..... 10
1.2.2.6 Steroid feedback on the HPG axis ..... 11
1.2.2.7 Oogenesis ..... 11
1.3 Markov chain Monte Carlo simulation ..... 13
1.4 Dissertation organization. ..... 15
CHAPTER 2 A Computational Model of the Hypothalamic-Pituitary-Gonadal Axis in Male FHMs Exposed to $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$ ..... 17
2.1 Introduction. ..... 17
2.2 Materials and methods ..... 18
2.2.1 Experimental data ..... 18
2.2.2 Computational model formulation. ..... 20
2.2.3 Model calibration ..... 24
2.2.4 Model evaluation ..... 26
2.3 Results ..... 27
2.3.1 Model Calibration ..... 27
2.3.2 Model evaluation ..... 27
2.3.3 Model Predictions of Unmeasured Endpoints in Male FHMs Exposed to $\mathrm{EE}_{2}$ ..... 29
2.4 Discussion ..... 30
2.4.1 Experimental data ..... 30
2.4.2 Model structure and formulation. ..... 32
2.4.3 Model calibration ..... 33
2.4.4 Model evaluation ..... 33
2.5 Supplementary Information ..... 36
2.5.1 General equations ..... 36
2.5.2 Equations in the Gill compartment ..... 37
2.5.3 Equations in the Brain compartment ..... 38
2.5.4 Equations in the Gonad compartment ..... 39
2.5.5 Equations in the Liver compartment ..... 41
2.5.6 Equations in the Other compartment ..... 43
2.5.7 Equations in the Venous Blood compartment ..... 44
2.5.8 Assumptions for Arterial blood. ..... 45
2.5.9 Differential equation list ..... 45
CHAPTER 3 A Computational Model of the Hypothalamic-Pituitary-Gonadal Axis in Female FHMs Exposed to $\mathrm{EE}_{2}$ and TB ..... 49
3.1 Introduction. ..... 49
3.2 Materials and methods ..... 50
3.2.1 Experimental data. ..... 50
3.2.2 Model formulation ..... 52
3.2.3 Model calibration. ..... 58
3.2.4 Model evaluation ..... 60
3.2.5 Prediction of unmeasured reproductive endpoints ..... 60
3.3 Results and discussion ..... 61
3.3.1 Model calibration ..... 61
3.3.2 Model evaluation ..... 62
3.3.2.1 Predictions for plasma $E_{2}$, $T$, and VTG concentrations in unexposed FHMs . ..... 62
3.3.2.2 Predictions for plasma $\mathrm{E}_{2}$ and VTG concentrations in TB-exposed FHMs ..... 62
3.3.2.3 Predictions for plasma VTG concentrations in $\mathrm{EE}_{2}$-exposed FHMs . ..... 65
3.3.2.4 Predictions for reproductive endpoints in a mixture of TB and $\mathrm{EE}_{2}$ ..... 66
3.4 Conclusions ..... 67
3.5 Supplementary Information. ..... 69
CHAPTER 4 A Computational Model for Oocyte Dynamics in Asynchronous Spawning Fish (e.g., FHMs) ..... 73
4.1 Introduction ..... 73
4.2 Materials and methods ..... 74
4.2.1 Experimental data. ..... 74
4.2.2 Model development ..... 75
4.2.3 Model evaluation ..... 78
4.3 Results ..... 81
4.3.1 Distribution fitting ..... 81
4.3.2 Model predictions in unexposed FHMs with a paired-spawning design. ..... 81
4.3.3 Model predictions in unexposed FHMs with a group-spawning design. ..... 81
4.3.4 Model predictions in TB-exposed FHMs with a group-spawning design ..... 82
4.4 Discussion ..... 82
4.4.1 Fecundity in unexposed FHMs with a group-spawning design. ..... 82
4.4.2 Predictions of fecundity in EDC-exposed FHMs with group-spawning design ..... 83
4.4.3 Future Work ..... 84
REFERENCE. ..... 87
TABLES ..... 112
FIGURES ..... 145

## LIST OF TABLES

Table 2.1 Summary statistics of baseline data from male fathead minnow $(n=70)$
used in model calibration. ..... 112
Table 2.2 Plasma T and VTG concentrations measured in male fathead minnows exposed to nominal water concentrations of 10 or $50 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 48 hrs (Garcia-Reyero et al., 2009). ..... 113
Table 2.3 Calibrated model input parameters: prior distributions and posterior distribution summary statistics. ..... 114
Table 2.4 Measured reproductive endpoints (Watanabe et al., 2007) and model predictions for unexposed male fathead minnows ..... 118
Table 2.5 Model parameters treated as constants $(n=62)$ ..... 119
Table 3.1 Model parameters treated as constants $(n=97)$ ..... 125
Table 3.2 Summary statistics for prior and posterior distributions of calibrated model parameters ( $n=26$ ) ..... 138
Table 4.1 Summary of data used in model parameterization, training result test, and evaluation. ..... 143
Table 4.2 Summary statistics of fecundity data from unexposed female FHMs ( $n=$ 60 ) with a paired-spawning experimental design, which were used in distribution fitting and model parameterization. ..... 144

## LIST OF FIGURES

Figure 1.1 Male and female FHMs illustrated by Joseph Tomelleri (http://
www.dcswcd.org/SWCD/fatheadmale.jpg) ..... 145
Figure 1.2 Feminization and masculinization of FHMs. ..... 146
Figure 1.3 A schema of the HPG axis and its communication with the liver. ..... 147
Figure 1.4 Steroid hormone metabolism pathways ..... 148
Figure 1.5 Markov chain Monte Carlo simulation. ..... 149
Figure 2.1 Schema of physiologically based model in male FHMs. ..... 150
Figure 2.2 Parameter values from Markov chain Monte Carlo simulations ..... 152
Figure 2.3 Plasma vitellogenin concentrations ( $\mathrm{mg} / \mathrm{ml}$ ) compared with experimental measurements from Ekman et al. (2008) ..... 153
Figure 2.4 Plasma vitellogenin concentrations and percentages of VTG induction compared with experimental data from Brian et al. (2005b). ..... 154
Figure 2.5 Time course simulation of endpoints in male FHMs exposed to $17 \alpha-$ ethinylestradiol (EE2) for 48 hrs . ..... 155
Figure 2.6 Principal components analysis (PCA) scores plot of plasma lipid metabolites from male FHM measured by 1 H nuclear magnetic resonance (NMR) spectroscopy ..... 156
Figure 2.7 An illustration for MCSim's PerDose function used for $\mathrm{EE}_{2}$ water exposure ..... 157
Figure 2.8 An illustration for MCSim's PerDose function used for LH input in the Brain compartment. ..... 158
Figure 2.9 An illustration for MCSim's PerDose function used for $E_{2}$ injection in the Other compartment ..... 159
Figure 3.1 Schema of physiologically based model in adult female FHMs ..... 160
Figure 3.2 Trajectories of the four Markov chains. ..... 162
Figure 3.3 Comparison of model predictions with measured data in unexposed female FHMs ..... 163
Figure 3.4 Comparison of model predictions with measured data in female FHMs exposed to TB for 48 hours ..... 164
Figure 3.5 Comparison of model predictions with measured data in female FHMs exposed to TB for eight days followed by an eight-day depuration. ..... 165
Figure 3.6 Comparison of model predictions with measured data in female FHMs exposed to $\mathrm{EE}_{2}$. ..... 166
Figure 3.7 Model predictions for unmeasured reproductive endpoints in female FHMs ..... 167
Figure 4.1 A schema for data usage in model parameterization and evaluation ..... 168
Figure 4.2 A conceptual model of oocyte growth dynamics in asynchronous spawning fish ..... 169
Figure 4.3 A schema for MCSim's PerDose function and its application in model formulation ..... 170
Figure 4.4 A timeline for model simulations ..... 171
Figure 4.5 Model-predicted reproductive endpoints compared to experimental data from 50 unexposed (control) female FHMs with a paired-spawning experimental design ..... 172
Figure 4.6 Model-predicted average fecundity compared to experimental data from77 unexposed female FHMs with a group-spawning experimentaldesign.173
Figure 4.7 Model-predicted average fecundity compared to experimental data from71 female FHMs exposed to TB for 21 days with a group-spawningexperimental design174

## LIST OF ABBREVIATIONS

| $3 \beta-H S D$ | $3 \beta$-hydroxysteroid dehydrogenase |
| :--- | :--- |
| $11 \beta$-HSD | $11 \beta$-hydroxysteroid dehydrogenase |
| $17 \alpha, 20 \beta$-DP | $17 \alpha, 20 \beta$-dihydroxy-4-pregnen-3-one |
| $17 \alpha$-HDP | $17 \alpha$-hydroxy-progesterone |
| $17 \beta-$ HSD | $17 \beta$-hydroxysteroid dehydrogenase |
| $20 \beta$-HSD | $20 \beta$-hydroxysteroid dehydrogenase |
| AR | androgen receptors |
| ARE | androgen response elements |
| BA | binding affinity |
| BW | body weight |
| CI | confidence interval |
| DES | diethylstilbestrol |
| DDT | N,N-dimethylformamide |
| DMF | estrone |
| E $_{1}$ | $17 \beta$-estradiol |
| E $_{2}$ | $17 \alpha$-ethynylestradiol |
| EE 2 | endocrine disrupting chemical |
| EDC | enzyme-linked immunosorbent assay |
| ELISA | environmental protection agency |
| EPA | estrogen receptor |
| ER | Estrogen response elements |
| ERE | fathead minnow |
| FHM | follicle-stimulating hormone |
| FSH | geometric mean |
| GM |  |


| GnRH | gonadotropin - releasing hormone |
| :--- | :--- |
| GSI | gonadosomatic index |
| GSD | geometric standard deviation |
| GtHs | gonadotropins |
| GTs | glucuronosyltransferases |
| GW | gonad weight |
| HPG axis | hypothalamic - pituitary - gonadal axis |
| HSI | hepatosomatic index |
| KT | 11keto-testosterone |
| LH | luteinizing hormone |
| LW | Markor weight |
| MCMC | Metropolis-Hastings |
| MH | maturation-inducing hormone |
| MIH | modes of action |
| MOA | nuclear magnetic resonance |
| NMR | P450 side chain cleavage enzyme |
| P450scc | steroid binding protein |
| SBP | steroidogenic acute regulatory protein |
| StAR | sulfotransferases |
| STs | testosterone |
| T | $17 \beta$-trenbolone |
| TB | vitellogenin |
| VTG | wastewater treatment plant |
| WWTP |  |

## ACKNOWLEDGEMENTS

I would like to acknowledge all the people who have helped, encouraged, and inspired me during my doctoral study. I especially thank my advisor Karen Watanabe for her tolerant and continuous directions during my research. Before I came to OGI School, I know nothing about computational modeling. Without Karen's direction, my dissertation is simply impossible.

I would like to thank my thesis committee, Paul Tratnyek, Peter Zuber, and Nancy Denslow for their insightful suggestions and comments on my research. Especially, I thank Paul Tratnyek for his guidance and encouragement throughout my study and research. I thank Peter Zuber for his interesting lectures and willing to be the chair of my oral defense at the last moment.

Special thanks to Bradley Tebo and our Division of Environmental and Biomolecular Systems at OHSU for financial support during the last two years of my Ph.D. study. Without the support, I could not continue education here, and my degree is simply impossible.

I would like to thank the OGI staff and friends who made my research and personal life so much easier. Especially, my thanks go to Nancy Christie who has assisted me with almost everything everyday, and Jim Mohan who has helped me to solve various IT problems.

My deepest gratitude goes to my family for their everlasting love and support throughout my life. I owe a big debt to my parents, Zhigang Li and Kaikuai Li. I owe my loving thanks to my husband, Jiabao Song. He was always there cheering me up, and helped me to overcome all the obstacles during the past decade. A special thank is given to my lovely baby son, Changze Song. He lightens and warms my life, and fills me with smiles and happiness everyday.

# ABSTRACT <br> Physiologically Based Computational Modeling of the Hypothalamic - Pituitary - Gonadal Axis in Fathead Minnows 

Zhenhong Li, M.S.<br>Doctor of Philosophy<br>Division of Environmental \& Biomolecular Systems<br>Department of Science \& Engineering<br>Oregon Health \& Science University<br>School of Medicine

June 2010
Thesis Advisor: Karen H. Watanabe

Endocrine disrupting chemicals (EDCs) are known to affect reproduction through interacting with the hypothalamic-pituitary-gonadal (HPG) axis in fish. EDCs can mimic or block the functions of key elements (e.g. estrogen receptors and androgen receptors) of the HPG axis, and result in altered endocrine signals. The EDCs studied in this dissertation include estrogenic compounds such as $17 \beta$-estradiol $\left(\mathrm{E}_{2}\right)$ and $17 \alpha-$ ethynylestradiol ( $\mathrm{EE}_{2}$ ), and androgenic EDCs such as $17 \beta$-trenbolone (TB). $\mathrm{E}_{2}$ is a predominant estrogen naturally present in females. $\mathrm{EE}_{2}$ is a synthetic estrogen used in birth control pills. Both $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$ are discharged from wastewater treatment plants into water bodies throughout the United States. TB is a relatively stable metabolite of trenbolone acetate, a synthetic androgen used as a growth promoter for cattle. TB enters
the environment mainly through runoff from cattle feedlots. In the first part of this dissertation, a physiologically-based computational model was developed of the HPG axis in unexposed male fathead minnows (FHMs, Pimephales promelas) and male FHMs exposed to $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$. The second part of this dissertation describes a physiologicallybased computational model of the HPG axis in unexposed female FHMs and female FHMs exposed to $\mathrm{EE}_{2}$ and TB. For both models, apical reproductive endpoints include plasma concentrations of steroid hormones and vitellogenin. Using Markov chain Monte Carlo simulation, the models were calibrated with data from unexposed FHMs and FHMs exposed to the selected EDCs, respectively. Independent experimental data sets were used to evaluate model predictions. Good agreement was found between model predictions and a variety of measured reproductive endpoints. The conclusion is that the two models provide robust representations of the HPG axis in male and female FHMs, respectively. In the third part of this dissertation, a computational model of oocyte growth dynamics has been developed. The model provides a quantitative link between oocyte growth dynamics and biochemical processes in FHMs through the absorption of vitellogenin into oocytes, which contributes significantly to oocyte growth in fish. Model-predicted clutch sizes, spawning intervals, and average fecundity in unexposed FHMs and FHMs exposed to TB matched the experimental data well. The third model meets an urgent need in ecotoxicological studies to link the effects of endocrine disrupting chemicals at a biochemical level to adverse effects upon reproduction in individual fish and, subsequently, populations. Since oocyte growth and maturation are part of female reproduction, the third model could be integrated with the second one as a
future work. The models described in this dissertation can serve as a basis for government to develop cost-effective predictive tools to test and monitor EDCs.

## CHAPTER 1

## Introduction and Background

### 1.1 Introduction

Concern has arisen for the adverse effects of endocrine-disrupting chemicals (EDCs) in wildlife and humans (Colborn et al., 1993). According to a definition by the United States Environmental Protection Agency (EPA), EDCs are "exogenous agents that interfere with the synthesis, secretion, transport, binding, action, or elimination of natural hormones in the body that are responsible for the maintenance of homeostasis, reproduction, development, and/or behavior" (Crisp et al., 1998). EDCs can be either natural or synthetic compounds (Bretveld et al., 2006). In the early 1960s, scientists associated shell thinning in bird eggs with the rapid and unrestricted use of synthetic pesticides, such as dichloro-diphenyl-trichloroethane (DDT) (Carson, 1962; Markey et al., 2002). In the 1980s, scientists in Europe found intersex fish with ovo-testis downstream of the effluents from wastewater treatment plants (WWTPs) (Jobling et al., 1998; Purdom et al., 1994). Subsequently, it was found worldwide that fish exposed to WWTP effluents had altered hormone levels, increased plasma concentrations of vitellogenin (VTG, an egg yolk precursor protein), and decreased fecundity (Filby et al., 2007a; Jobling et al., 2002a; Jobling et al., 2002b; Liney et al., 2006; Orlando et al., 2004; Sumpter and Johnson, 2005; Vajda et al., 2008; Woodling et al., 2006). These adverse effects have been attributed to estrogenic compounds, such as estrone ( $\mathrm{E}_{1}$, a natural estrogen), 17 $\beta$ estradiol ( $\mathrm{E}_{2}$, a natural estrogen), and $17 \alpha$-ethynylestradiol $\left(\mathrm{EE}_{2}\right.$, a synthetic estrogen used in birth control pills) (Desbrow et al., 1998; Folmar et al., 2002; Jobling et al., 2002a; Kang et al., 2002; Orn et al., 2006; Parks et al., 1999; Purdom et al., 1994; Seki et al., 2002; Van den Belt et al., 2003; Versonnen and Janssen, 2004). Similar to estrogenic
compounds, androgenic compounds have been found in the aquatic environment and are known to affect fish reproduction. For example, $17 \beta$-trenbolone (TB) is a relatively stable metabolic product of trenbolone acetate, a synthetic androgen used as a growth promoter in livestock. It has been found in the aquatic environment outside of feedlots (Durhan et al., 2006; Schiffer et al., 2001). TB can masculinize female fish and alter plasma hormone and VTG concentrations in male and female fish (Ankley et al., 2003; Jensen et al., 2006; Orn et al., 2006; Schiffer et al., 2001; Seki et al., 2006; Sone et al., 2005). In humans, prenatal exposure to diethylstilbestrol (DES), a synthetic estrogen used to prevent spontaneous abortions in pregnant women, results in increased rates of reproductive organ dysfunction, abnormal pregnancies, and vaginal cancer in offspring (Giusti et al., 1995). Although there are few reports of EDC effects in humans, some diseases, such as breast cancer and reproductive disorders, are suspected to be associated with EDCs (Crain et al., 2008; Fenton, 2006; Safe, 2004).

In vertebrates, the target of EDCs is the endocrine system. The endocrine system comprises glands that produce and release hormones to regulate processes vital for growth, development, reproduction, metabolism, and behavior (Norris, 1997). As chemical messengers, hormones circulate throughout the bloodstream, transfer information from one set of tissues to another, and coordinate various functions dynamically. Within the endocrine system, a number of subsystems are conserved across vertebrates, which are referred as "axes." Each axis is composed of a group of glands that interact with each other in sequence through hormonal signaling. Being one of such subsystems, the hypothalamic-pituitary-gonadal (HPG) axis controls a complex set of interactions among hypothalamus, pituitary, and gonads (e.g., ovaries in females and testes in males). The key hormones of the HPG axis include, but are not limited to, gonadotropin-releasing hormone (GnRH), follicle-stimulating hormone (FSH), luteinizing hormone $(\mathrm{LH}), \mathrm{E}_{2}$, testosterone ( T ), and 11keto-testosterone (KT). These hormones regulate processes important for reproduction, such as vitellogenesis (the process to produce VTG in liver), oogenesis (the process of oocyte development and maturation), and spermatogenesis (the process of spermatocyte development and maturation). Similar to any other subsystem within the endocrine system, the HPG axis
is highly dynamic and particularly vulnerable to disruptions from EDCs. Any EDCs that interact with elements of the HPG axis (e.g., hormones, hormone receptors, and enzymes involved in producing hormones) may cause adverse reproductive effects.

The main goal of this dissertation research is to develop physiologically based computational models to simulate the HPG axis in unexposed and EDC-exposed fathead minnows (FHMs, Pimephales promelas). The modeling work is conducted using fish, the most widely used animal in EDC-related research, mainly because of the following reasons: (i) fish are the most diverse and numerous group of vertebrates (Schulz et al., 2010); (ii) fish can be exposed to EDCs in the aquatic environment throughout their lifetime, and a variety of wild fish species have been threatened by EDCs in the aquatic environment worldwide (Filby et al., 2007a; Jobling et al., 2002a; Jobling et al., 2002b; Liney et al., 2006; Orlando et al., 2004; Sumpter and Johnson, 2005; Vajda et al., 2008; Woodling et al., 2006); and (iii) the basic structure of the HPG axis is well conserved across vertebrates (Ankley and Johnson, 2004). The FHM is a small freshwater teleost fish species with a broad distribution across North America, and is arguably the most widely used small fish model for regulatory ecotoxicology in the USA (Ankley and Villeneuve, 2006). In the 1990s, the EPA initiated a program using FHMs to screen and test EDCs that affect the HPG axis (Ankley et al., 2009a). The program is still ongoing and generates experimental data (e.g., plasma $\mathrm{E}_{2}, \mathrm{~T}, \mathrm{KT}$, and VTG concentrations) from both unexposed FHMs and FHMs exposed to a variety of EDCs (e.g., $\mathrm{EE}_{2}$ and TB). The data provided quantitative information about the HPG axis in FHMs and made it possible to develop physiologically based computational models.

In my doctoral research, I developed three physiologically based computational models to simulate the HPG axis and the EDC-HPG axis interactions based upon toxic modes of action (MOA) of selected EDCs. The first model simulates the HPG axis in unexposed male FHMs and male FHMs exposed to $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$. $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$ are estrogenic compounds, and their major MOA is to disrupt the HPG axis through binding to estrogen receptors (ERs). As a result, an ER-based model was built up. The second model simulates the HPG axis in unexposed female FHMs and female FHMs exposed to
$\mathrm{EE}_{2}$ and TB. TB is an androgenic compound and its major MOA is to disrupt the HPG axis through binding to androgen receptors (ARs). The second model is advanced over the first one by adding in an AR-based modeling framework. The third model simulates oocyte growth and spawning in unexposed FHMs and FHMs exposed to TB. The model input is plasma VTG concentration, and the output is fecundity. Thus, the model connects the TB effects at a molecular level to TB effects at an individual level. Since oocyte growth and maturation are part of female reproduction, the third model could be integrated with the second one as a future work. The models were calibrated with experimental data to estimate parameters using Markov chain Monte Carlo simulation (MCMC). The estimated parameters were then used to simulate independent studies and to evaluate the models. All three models predict reproductive endpoint data (e.g., fecundity, and plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}, \mathrm{KT}$, and VTG) well.

This modeling research allows me to evaluate the prior knowledge of the MOA, to explore possible mechanisms responsible for observed adverse effects by different EDCs, and to generate hypotheses for future tests. In addition, the MOA-based models can be adapted to predict the effects of EDCs with the same MOA. For example, through defining chemical-specific parameters (e.g., binding affinity to ER or AR), the models can be adapted to predict the adverse effects of other EDCs that disrupt the HPG axis through binding to ER or AR. Therefore, the models can serve as a framework or basis for governments to develop cost-effective predictive tools to test and monitor EDCs. The tools can then be applied in ecological risk assessment. Thus, the models I developed during this dissertation research have a great value from a regulatory perspective.

### 1.2 Biological background of the FHM and the HPG axis

To develop the physiologically based computational models of the HPG axis in FHMs, I did a literature review to understand FHM reproductive biology and the molecular mechanisms of the HPG axis. In the following paragraphs, I describe the reproductive biology of the FHM and the principal components of the HPG axis. The information described below serves as the biological fundamentals for model development.

### 1.2.1 Reproductive biology of FHM

In oviparous fish, at least two distinct modes of spawning (synchronous and asynchronous) have been characterized. Synchronous-spawning females have oocytes all at the same stage of development and may spawn annually or only once in their life (e.g., Chinook salmon, Oncorhynchus tshawytscha). In contrast, asynchronous-spawning fish contain oocytes at different stages of development and may spawn many times during a prolonged breeding season (Nagahama et al., 1995; Wallace and Selman, 1981; Yaron et al., 2003). The FHMs are asynchronous spawners, and usually spawn successively during a three-month breeding period (Gale and Buynak, 1982).

Sexually mature FHMs are dimorphic (Figure 1.1). Adult males usually weigh three to five grams with large nuptial tubercles on the snout and an elongated dorsal pad extending from the nape to the dorsal fin (Ankley et al., 2001; Ankley and Villeneuve, 2006). Adult females usually weigh two to three grams, and have a fleshy ovipositor. The color of adult males is usually black on the sides with bright vertical bars, while the females have a lighter coloration (Ankley and Villeneuve, 2006; Jensen et al., 2001; Leino et al., 2005).

Sexually mature FHMs have bilateral elongated gonads (i.e., ovaries in females and testes in males) oriented longitudinally within their abdominal cavity, which contain gametocytes (i.e., oocytes in females and spermatocytes in males) at various developmental stages. Female FHMs usually start to form oocytes as early as three months after hatching, and start to spawn when they are four months old. Under favorable conditions, the clutch size (i.e., the number of eggs per spawn) is typically in a range of 50 to 100 , and the spawning interval (i.e., the time between two successive spawnings) is usually three to four days (Jensen et al., 2001; Watanabe et al., 2007). After being fertilized, eggs hatch in approximately four to five days under ideal conditions (e.g., $25^{\circ} \mathrm{C}$ ). The new generation of the FHMs then grow and achieve reproductive maturity within four to five months after hatching (Ankley and Villeneuve, 2006).

Exposure to EDCs can cause morphological and reproductive changes in FHMs (Figure 1.2). For example, exposure to estrogenic compounds leads to feminization of male FHMs. Nuptial tubercles on the mouth of male FHMs disappear after an $\mathrm{EE}_{2}$ exposure and their body weight decreases, which makes the males look like females (Kidd et al., 2007; Lattier et al., 2002). Exposure to androgenic compounds leads to masculinization of female FHMs. After exposure to TB, nuptial tubercles appear on female FHM mouths and their body weight increases, which makes the females look like males (Ankley et al., 2003). In addition, the fecundity of the FHMs exposed to EDCs can be changed significantly. For example, a seven-year, whole-lake experiment conducted in Canada (Kidd et al., 2007) showed that chronic exposure of FHM to $5-6 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ led to near-extinction of this species from the lake. Laboratory experiments (Ankley et al., 2003) showed that exposure to $0.5 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$ stopped spawning in FHMs. These changes are associated with altered VTG production, decreased steroid hormone levels, and abnormal oocyte development and maturation (Ankley et al., 2003; Kidd et al., 2007; Lattier et al., 2002). All these processes and elements are linked with the HPG axis, which make it essential to understand the molecular mechanisms of the HPG axis.

### 1.2.2 The HPG axis in FHM

The molecular mechanisms of the HPG axis have been studied in synchronous spawners, such as Atlantic salmon (Salmo salar) (Lazier et al., 1985; Nagahama et al., 1995; So et al., 1985) and rainbow trout (Oncorhynchus mykiss) (Tyler et al., 1997; Tyler et al., 1996; Tyler et al., 1991; Tyler et al., 1990), but have not been studied as extensively in asynchronous spawners. Previous studies in FHMs mainly focused on fecundity, and apical reproductive endpoints such as plasma concentrations of $\mathrm{E}_{2}$, T, KT, and VTG. In recent years, there has been more research on the HPG axis in FHMs. For example, there are reports on FHM gene expression data of GtHs (Villeneuve et al., 2007b), brain and ovary aromatase activity and mRNA transcripts (Halm et al., 2001; Villeneuve et al., 2006), VTG protein and gene isoforms (Lattier et al., 2002; Miracle et al., 2006; Parks et al., 1999), ARs (Wilson et al., 2007; Wilson et al., 2004), and ERs
(Denny et al., 2005; Filby and Tyler, 2005; Wilson et al., 2004). These studies provided valuable information and facilitated my model development.

In the following paragraphs, I describe the principal elements and molecular mechanisms of the HPG axis in fish. More detailed graphical models of the HPG axis in male and female teleosts have been published (Villeneuve et al., 2007a). The graphical models are based upon information from a variety of animal species including mammals, and many details cannot be supported quantitatively. When I developed the computational models, I reviewed the literature extensively, but simplified many biological processes. In the following paragraphs, I only focus on the biological processes that are associated with my model development.

### 1.2.2.1 GnRH

In teleost fish, such as the FHM, the HPG axis is hierarchically organized, and the hormonal signaling has a dynamic feature (Figure 1.3). The hormonal signaling of the HPG axis starts from GnRH, a peptide hormone produced in the hypothalamus. The production and release of GnRH is under the regulation of a variety of factors (Amano et al., 1997). For example, androgens have a negative feedback on the synthesis and release of GnRH (Villeneuve et al., 2007a) . In zebrafish (Danio rerio), a asynchronousspawning small fish species closely related to the FHM, androgen response elements (AREs) have been found in the promoter regions of the GnRH genes (Zhenhong Li and Karen Watanabe, unpublished results, 2010). This indicates that the negative control of GnRH synthesis by androgens is associated with the AR regulation network.

### 1.2.2.2 GtHs

The released GnRH goes to the pituitary gland and binds to GnRH receptors to stimulate the synthesis of GtHs (i.e., FSH and LH) (Amano et al., 1997); however this is not the only mechanism regulating GtH production. For example, gene expression of LH is upregulated by estrogens, such as $\mathrm{E}_{2}$ (Melamed et al., 1998; Yaron et al., 2003). Estrogen response elements (EREs) have been found in the promoter regions of the LH
genes (Yaron et al., 2003), which indicates that the positive control of LH gene expression by estrogens is associated with the ER-related regulatory network. In addition, aromatizable androgens such as T have a positive effect on LH gene expression, which is similar to $\mathrm{E}_{2}$ (Antonopoulou et al., 1999; Melamed et al., 1998). However, nonaromatizable androgens such as KT do not have such an effect (Yaron et al., 2003). These imply that T may act via its aromatization to $\mathrm{E}_{2}$ by brain aromatase.

GtHs play important roles in brain-gonad communication, and regulate steroidogenesis (i.e., steroid hormone production) and thus gametogenesis in males and females (Nagahama, 1994; Patino et al., 2001; Schulz et al., 2001). After being produced, GtHs are released into the bloodstream and circulate into the gonads. In males, GtHs bind to their receptors in testes, and regulate steroidogenesis and thus spermatogenesis. Similarly, in females GtHs bind to their receptors in ovaries, and regulate steroidogenesis and thus oogenesis.

### 1.2.2.3 Steroid hormone production

In males and females, steroid hormone production follows similar pathways. All steroid hormone production starts with cholesterol. Cholesterol is transported from the outer mitochondrial membrane into the inner membrane where it is processed to pregnenolone (Miller, 1988). The protein responsible for the cholesterol transport is named steroidogenic acute regulatory protein (StAR). It is generally believed that StARregulated cholesterol transport is a rate-limiting and hormonally regulated step (Arukwe, 2008). For example, GtHs induce StAR gene expression significantly in the Atlantic croaker (Micropogonias undulatus) (Nunez and Evans, 2007). In FHM testes, StAR gene expression level decreases significantly in response to an $\mathrm{EE}_{2}$ exposure (Filby et al., 2007b; Garcia-Reyero et al., 2009). After being transported into the inner mitochondrial membrane, cholesterol is converted to pregnenolone by the P450 side chain cleavage enzyme ( P 450 scc ). This is again a rate-limiting and hormonally regulated step (Miller, 1988). Similar to StAR, GtHs upregulate the gene expression of P450scc (Senthilkumaran et al., 2004), and exposure to $\mathrm{EE}_{2}$ leads to a significant decrease in P450scc gene expression in male FHM testes (Garcia-Reyero et al., 2009).

In the following steroidogenesis steps, $3 \beta$-hydroxysteroid dehydrogenase ( $3 \beta$ HSD) catalyzes the conversion of pregnenolone to progesterone, which is a precursor for $17 \alpha$-hydroxy-progesterone ( $17 \alpha$-HDP). $17 \alpha$-HDP is produced by $\mathrm{P} 450_{17 \alpha}$ through hydroxylating progesterone, and is converted to androstenedione (a precursor of T) by enzyme $\mathrm{P} 450{ }_{17,20}$ lyase. $17 \alpha$-HDP is also a precursor of $17 \alpha, 20 \beta$-dihydroxy-4-pregnen-3-one ( $17 \alpha, 20 \beta-\mathrm{DP}$ ), a maturation-inducing hormone (MIH) in most teleost fish (Nagahama, 1997). The conversion from $17 \alpha$-HDP to $17 \alpha, 20 \beta$-DP is catalyzed by $20 \beta-$ hydroxysteroid dehydrogenase ( $20 \beta-\mathrm{HSD}$ ), a key enzyme to initiate maturational events. Androstenedione is converted to T by $17 \beta$-hydroxysteroid dehydrogenase ( $17 \beta-\mathrm{HSD}$ ). T is then catalyzed by aromatase to $\mathrm{E}_{2}$, or by $11 \beta$-hydroxysteroid dehydrogenase ( $11 \beta$-HSD) to KT (Miller, 1988). The conversion of T to $\mathrm{E}_{2}$ occurs in male and female FHMs, while the production of KT usually only occurs in male FHMs (Jensen et al., 2001).

### 1.2.2.4 Steroid hormone metabolism

After being synthesized, steroid hormones are released into the bloodstream and circulate to other tissues (e.g., liver), where they may undergo metabolism. To better understand how steroid hormones or their mimics are metabolized in fish, I did an extensive literature search and summarized the information for the metabolism pathways of several steroid hormones (e.g., $\mathrm{E}_{1} \mathrm{E}_{2}$, and T ) and $\mathrm{EE}_{2}$ in Figure 1.4.

A direct metabolite analysis shows that, similar to mammals, the liver is the major organ with the capability of metabolizing steroid hormones in fish (Butala et al., 2004; Snowberger and Stegeman, 1987). Distribution of $\mathrm{E}_{2}$ among different tissues is observed by labeling $\mathrm{E}_{2}$ with tritium (Myers and Avila, 1980). The results show that most tritiated $\mathrm{E}_{2}$ is concentrated in the liver three hours post-exposure. Liver metabolism of steroid hormones is generally thought to occur in the microsomes (i.e., a granule in the cell cytoplasm). The metabolism pathway is associated with the P450 enzyme system (Hansson and Rafter, 1983). The P450 enzyme system is capable of hydroxylating $\mathrm{E}_{2}$, T, and $\mathrm{EE}_{2}$ at various positions on the steroid skeleton (e.g., $2^{\text {nd }}, 4^{\text {th }}, 6^{\text {th }}, 7^{\text {th }}$ and $16^{\text {th }}$ positions) and generates various hydroxylated steroid hormones (Li et al., 1999; Parks and LeBlanc, 1998a). In addition, $17 \beta$ HSD converts $\mathrm{E}_{1}$ to $\mathrm{E}_{2}$ and T to androstenedione
reversibly; and aromatase converts $\mathrm{E}_{2}$ to T and $\mathrm{E}_{1}$ to androstenedione reversibly (Butala et al., 2004; Khan et al., 1997; Petkam et al., 2002).

Subsequently, the compounds and their hydroxylated metabolites can be conjugated and excreted into the environment. Glucuronosyltransferases (GTs) and sulfotransferases (STs) are two important enzymes responsible for steroid hormone conjugation (Li et al., 1999). They can move sulfate or glucuronide esters to the hydroxyl groups in the $3^{\text {rd }}$ and $17^{\text {th }}$ position of the steroid skeleton. Conjugation increases water solubility of steroid hormones, which eases excretion. Conjugated steroids and their mimics are mainly excreted through urine, and only a very small amount is excreted through feces in an unconjugated form.

The qualitative information above summarizes how steroid hormones and their mimics are metabolized and excreted in fish. However, kinetic data are unavailable to simulate these processes.

### 1.2.2.5 Estrogen-regulated Vitellogenesis

Steroid hormones are essential in a wide range of physiological and reproductive processes. For example, estrogens circulate to the liver where they bind to ERs and upregulate vitellogenesis. Vitellogenesis is a process of egg yolk formation, during which VTG is synthesized, secreted into blood, and taken up by growing oocytes where it serves as an egg yolk precursor and is processed to become egg yolk proteins (Sumpter and Jobling, 1995). VTG is synthesized in response to circulating estrogens (Hemmer et al., 2002; Stifani et al., 1990), and thus is dependent upon steroid hormone production and is a subsystem regulated by the HPG axis.

Under normal conditions, a large amount of VTG production occurs in the liver of females, but not males. Males also possess VTG genes, but their plasma VTG concentration typically remains very low, presumably due to low levels of circulating endogenous estrogens (Jensen et al., 2001). Exposure to estrogenic EDCs results in elevated plasma VTG concentration in males, which remains elevated for a long period
because there is no efficient elimination pathway (Kidd et al., 2007; Korte et al., 2000; Parrott and Blunt, 2005). The elevated plasma VTG concentration is due to VTG production in liver cells. VTG genes are transcribed in the gills of adult male FHMs exposed to $\mathrm{EE}_{2}$, but the transcription level is relatively low compared to that in liver (Lattier et al., 2002). The physiological significance of VTG gene expression in FHM gills is open to future research. Because of a sensitive response to exogenous estrogens, VTG has been used as a biomarker for exposure to estrogenic EDCs in fish (Sumpter and Jobling, 1995). In addition, exposure to androgenic EDCs can result in decreased plasma VTG concentration in female FHMs (Ankley et al., 2003), which may be caused by decreased plasma estrogen concentrations.

Estrogenic compounds stimulate VTG gene expression through a ligand-receptor regulatory system. Estrogens such as $\mathrm{E}_{2}$ bind to ERs to form estrogen-ER complexes. The complexes dimerize and stimulate the expression of $v t g$ genes. ER belongs to a steroid receptor family whose members bind to their ligands, and the ligand-receptor complexes act as activators or inhibitors of target genes (Flouriot et al., 1997). Research on gene regulation by bound ER has shown that not only VTG but also ER gene expression can be upregulated by the estrogen-ER complex (Flouriot et al., 1997; Flouriot et al., 1996; Korte et al., 2000; Miracle et al., 2006). The upregulation of ER production in response to circulating estrogens accelerates VTG synthesis, and makes VTG production sensitive to estrogenic compound exposure.

### 1.2.2.6 Steroid feedback on the HPG axis

The steroid hormones also have feedback effects on the HPG axis. For example, as described above, T has a feedback on GnRH production, and $\mathrm{E}_{2}$ has a feedback on LH production. Feedback regulation is an important part of the HPG axis signaling.

### 1.2.2.7 Oogenesis

The hormonal signaling of the HPG axis controls oogenesis in fish. However, very little information is available on FHMs. Therefore, this section focuses on the general processes of fish egg development.

Fish eggs develop from oocytes which develop from oogonia, the primitive egg cells that persist in ovaries. Fish ovaries consist of oogonia, oocytes and their surrounding tissues. Oogonia may produce clutches of new oogonia by mitotic divisions (oogonial proliferation), or they may undergo meiotic divisions to form oocytes throughout the fish's life (McMillan, 2007). As a result, it seems that there is no limit to the number of eggs a fish can spawn during its life (Tyler and Sumpter, 1996). However, although there is a variation caused by age, nutrition, health, and environmental conditions, the number of eggs spawned per fish is usually within a typical range for a fish species. This makes it particularly interesting to study the mechanisms controlling the onset of oocyte recruitment from oogonia. However, the mechanisms are not understood completely in any fish species studied so far.

After undergoing meiotic division, oogonia become oocytes and are recruited into a growth stage, during which all oocytes follow a similar basic pattern of growth for all teleosts studied to date (Tyler and Sumpter, 1996). At the beginning of the growth stage, each oocyte is surrounded by a follicle cell layer. With the oocyte growth, the follicle cells can proliferate and form a granulosa cell layer. The supporting tissue surrounding the follicle cell layer can form the outer thecal cell layer. The two cell layers are important in the production of estrogens, and thus the regulation of oocyte growth. During the oocyte growth period, there is considerable oocyte enlargement, which is mainly due to the absorption of VTG. For example, in FHMs the diameter of an oocyte before the vitellogenic stage is typically approximately $400 \mu \mathrm{~m}$, and is roughly $1000 \mu \mathrm{~m}$ prior to spawning (Leino et al., 2005). Therefore, the absorption of VTG can result in a 10 -fold increase in oocyte volume, which is more than $90 \%$ of the final oocyte content in FHMs.

When the vitellogenic stage comes to an end, fish oocytes enter a maturation stage. Post-vitellogenic oocytes resume meiosis under the regulation of a variety of hormones (e.g., LH and MIH), and then become fertilizable (Nagahama, 1994). In most teleosts, oocyte maturation is accomplished within 24 hours (Nagahama et al., 1994). For example, in FHMs the post-vitellogenic oocytes are only several hours away from
ovulation (Leino et al., 2005). As a result, usually no mature oocytes can be observed in a histological study using FHMs. During the oocyte maturation stage, hydration may contribute significantly to the final egg size. The proportion of the final egg size due to hydration varies from negligible to $88 \%$, depending on the fish species (Tyler and Sumpter, 1996).

It is believed that the HPG axis regulates oogenesis in fish through a variety of hormones (e.g., FSH, LH, E2, and MIH) (Nagahama, 1994; Patino et al., 2001; Schulz et al., 2001). FSH and LH have similar potencies in stimulating $\mathrm{E}_{2}$ production in goldfish, tuna, and salmon; while the potency of LH in stimulating MIH production greatly exceeds that of FSH (Swanson et al., 2003). Generally speaking, FSH appears to regulate oocyte growth by stimulating the production of $\mathrm{E}_{2}$. In contrast, LH appears to regulate oocyte maturation by stimulating the production of MIH (Nagahama and Yamashita, 2008).

### 1.3 Markov chain Monte Carlo Simulation

Following the biological fundamentals described in Section 1.2, I developed three physiologically based computational models. Two models simulate the HPG axis in male and female FHMs respectively, and the third model simulates oocyte growth dynamics in adult female FHMs. The conceptual models and mathematical formulations of each model are described in Chapters 2, 3, and 4, respectively. In the following section, I mainly focus on the Markov chain Monte Carlo method which was used to estimate parameter values of the two HPG axis models.

The computational models require input of a variety of model parameters such as FHM body weight, tissue compartment volumes, blood flow rates, equilibrium partition coefficients of chemicals of interest, kinetic rate constants for chemical reactions, volume of oogonia, and volume of mature oocytes. For the oocyte growth dynamics model, all parameters were fixed with values derived from experimental data or literature. For the HPG axis models, parameters were either fixed with certain values, or calibrated using

MCMC simulation following the method described in previous studies (Bois et al., 1996b; Gelman et al., 1995; Lin et al., 2004; Watanabe et al., 2005).

The MCMC simulations were performed with MCSim (Bois and Maszle, 1997), a software package freely available online (http://directory.fsf.org/math $/ \mathrm{mcsim} . \mathrm{html}$ ), using the Metropolis-Hastings (MH) algorithm. Based upon Bayes' rule, MCMC simulation provides a joint posterior distribution of model parameters that is proportional to the product of the parameter prior distributions and the data likelihood. Figure 1.5 illustrates the principles of MCMC simulation. Generally, before performing MCMC simulation, one needs prior knowledge of the calibrated model parameters. In this dissertation, the knowledge is mainly from literature for mammals or other fish species. For each calibrated model parameter, the prior knowledge is used to specify a prior distribution which gives an approximate range of the parameter values. At the initial step of MCMC simulation, a value $\left(\theta_{0}\right)$ of each parameter is randomly sampled from its prior distribution. Then based upon the distribution, the prior probability of the parameter value $\left(P\left(\theta_{0}\right)\right)$ is calculated. Subsequently, the parameter value is input into the model to calculate predictions that are compared to experimental data. Based upon the distributions of experimental data, data likelihood $\left(P\left(\mathrm{D} / \theta_{0}\right)\right)$ is calculated. According to Baye's rule, the posterior probability of the sampled model parameter $\left(P\left(\theta_{0} / \mathrm{D}\right)\right.$ is calculated as a product of the prior probability and data likelihood $\left(P\left(\theta_{0} / \mathrm{D}\right) \propto P\left(\mathrm{D} / \theta_{0}\right) \times P\left(\theta_{0}\right)\right)$.

For the next step, a new parameter value $\left(\theta_{c}\right)$ is randomly sampled from its prior distribution as a candidate, and the MH algorithm is used to determine whether the candidate is accepted (Figure 1.5B). To be brief, the posterior probability of the candidate parameter value $\left(P\left(\theta_{\mathrm{c}} / \mathrm{D}\right)\right)$ is calculated following the procedure described above. Then a ratio between the two posterior probabilities $\left(P\left(\theta_{\mathrm{d}} / \mathrm{D}\right) / P\left(\theta_{0} / \mathrm{D}\right)\right)$ is calculated. According to the MH algorithm, if the ratio is greater than or equal to $1, \theta_{\mathrm{c}}$ is accepted as $\theta_{1}$. Otherwise, the ratio is compared with $U$, a sample randomly generated from a uniform distribution ranging from 0 to 1 . If the ratio is greater than or equal to U , $\theta_{\mathrm{c}}$ is accepted as $\theta_{1}$; otherwise, $\theta_{\mathrm{c}}$ is rejected and another candidate parameter value is
randomly sampled from the prior distribution. The procedure is repeated until one candidate parameter value is accepted. Then the accepted parameter value is recorded, and the program moves to randomly sample another parameter value. The procedure is repeated until the MCMC simulation is stopped. The accepted parameter values constitute a chain with the step (i.e., iteration) number as ' $x$ ' and the parameter value as the ' $y$ ' (Figure 1.5C). Because the parameter values at the present state (step $n$ ) depend upon their values at the previous state (step $n-1$ ), this process is a Markov process and the chains constructed are Markov chains.

The MCMC simulations are stopped when stationary distributions (stable posterior distributions) are reached. During my dissertation research, I used a potential scale reduction method (Gelman et al., 1995) to assess if the stationary distributions were reached. Following the method, four Markov chains were run for the HPG axis models in male and female FHMs, respectively. For each parameter of each model, I compared the variance between and within the four Markov chains for the last $n$ values from each chain ( $n$ is defined for each HPG axis model in Chapter 2 and 3, respectively). As recommended by Gelman et al. (1995), potential scale reduction values between 1.0 and 1.2 were used as the criteria for a convergence of the four Markov chains. Convergence indicates that all four Markov chains are stable, and the stationary distributions are reached.

The MCMC method has advantages over other parameter optimization methods. Through defining prior distributions, it combines existing knowledge about a range of possible parameter values with the experimental data. It allows determining confidence intervals (CIs) of model predictions. In addition, once new experimental data are available, the present posterior distributions can be used as the priors to estimate new posterior parameter distributions. As a result, it is relatively easy to update the information.

### 1.4 Dissertation organization

Three physiologically based computational models for the FHM constitute this dissertation. In Chapter two, I describe a model of the HPG axis in male FHMs exposed to $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$. This chapter contains a reproduction of a manuscript (permission to reproduce the manuscript granted by Oxford University Press) that has been published in Toxicological Sciences (Watanabe et al., 2009). The introduction section was modified to achieve smooth flow of writing. In addition, I added one more model evaluation study that was not published in the paper. Chapter three describes a computational model of the HPG axis in female FHMs exposed to $\mathrm{EE}_{2}$ and TB. This chapter will be submitted for journal publication. In Chapter four, I describe a computational model for oocyte growth dynamics in FHMs, a manuscript that has been submitted and is under review (Canadian Journal of Fisheries and Aquatic Sciences).

## CHAPTER 2

## A Computational Model of the Hypothalamic-Pituitary-Gonadal Axis in Male FHMs Exposed to $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$

This chapter contains a reproduction of a manuscript (permission to reproduce the manuscript granted by Oxford University Press) that has been published in Toxicological Sciences (Watanabe et al., 2009). The introduction section was modified to achieve smooth flow of writing. In addition, one new model evaluation study (Brian et al., 2005) that was not published in the paper is added. The method, result, and discussion of the new study are incorporated into the method, result, and discussion sections of this chapter respectively.

### 2.1 Introduction

$\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$, two estrogenic EDCs, have been found in the aquatic environment and are known to affect fish reproduction. The environment concentrations range from 0.5 to $15 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ (Desbrow et al., 1998; Ericson et al., 2002a; Ribeiro et al., 2008; Ying et al., 2008), and < 1 to $48 \mathrm{ng} \mathrm{E} \mathrm{E}_{2} / \mathrm{L}$ (Desbrow et al., 1998; Labadie and Budzinski, 2005; Ribeiro et al., 2008; Ying et al., 2008). In a recent study, Kidd et al. (2007) found that additions of $\mathrm{EE}_{2}$ to an experimental lake yielding water concentrations of approximately $5 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ resulted in a collapse of the native FHM population about 1.5 yrs (in Fall 2002) after the start of $\mathrm{EE}_{2}$ additions to the lake. Moreover, in laboratory studies, environmentally relevant concentrations of either $\mathrm{EE}_{2}$ or $\mathrm{E}_{2}$ have been shown to affect function of the HPG axis in fish (Brion et al., 2004; Halm et al., 2002; Lange et al., 2001; Panter et al., 2000; Parrott and Blunt, 2005; Pawlowski et al., 2004). Most laboratory
studies focus on exposure to individual estrogens, whereas in the aquatic environment mixtures prevail. Some studies with FHMs have shown that mixtures of estrogens, including $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$, can produce additive effects within the HPG axis (Brian et al., 2005; Brian et al., 2007). Hence, it is clear that a mechanistic understanding is needed as to how estrogens, either singly or in mixtures, could affect key HPG-mediated processes in fish, including reproduction. This understanding would be greatly facilitated by a computational model describing the interaction of estrogens with the fish HPG axis.

To improve our understanding of how estrogenic EDCs affect reproductive endpoints, we developed a physiologically based computational model of the HPG axis for male FHMs exposed to $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$. This model captures the salient features of an HPG axis graphical systems model described by Villeneuve et al. (2007a), and simulates key reproductive endpoints such as plasma concentrations of T, KT, $\mathrm{E}_{2}$, and VTG. Our physiologically based model is an advancement over prior non-physiologically based models of the HPG axis in fish (Kim et al., 2006; Murphy et al., 2005; Schultz et al., 2001), rats (Barton and Andersen, 1998; Inoue et al., 1970; Schlosser et al., 2006; Teeguarden and Barton, 2004), and humans (Enciso and Sontag, 2004; Plouffe and Luxenberg, 1992) because it is able to simulate responses for both $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$ exposure, and utilizes a probabilistic, Markov chain Monte Carlo method of model calibration that accounts for natural biological variability and provides model predictions with CIs.

### 2.2 Materials and methods

### 2.2.1 Experimental data

Reproductive endpoint data in unexposed FHMs were obtained from over 10 experiments conducted at the USEPA Duluth laboratory from 1999 to 2006, which were summarized in Watanabe et al. (2007). In total, there were 143 unexposed (control) male FHMs associated with these experiments. The data for 70 unexposed fish were used to calibrate the model and the remainder was used to evaluate the model. For each individual fish, measured model input parameters included body weight (BW), gonad weight (GW), and liver weight (LW). Model predictions of plasma T, KT, $\mathrm{E}_{2}$ and VTG concentrations were compared to measurements of $\mathrm{T}, \mathrm{KT}, \mathrm{E}_{2}$ and VTG through a
likelihood function (Gelman et al., 1995). Summary statistics of the unexposed FHM data used to calibrate the model are reported in Table 2.1.

Data for $\mathrm{EE}_{2}$-exposed male FHMs were obtained from three studies: (i) a 48-hour static exposure to concentrations of 10 and 50 ng EE2/L (Garcia-Reyero et al., 2009); (ii) a continuous, flow-through exposure to concentrations of 10 and $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ (Ekman et al., 2008); (iii) two continuous, flow-through $\mathrm{EE}_{2}$ exposures (exposure I: $0,0.1,0.5,1,2$, 4,10 , and $50 \mathrm{EE}_{2} / \mathrm{L}$; exposure II: $0,0.05,0.1,0.2,0.5,2,5,10 \mathrm{EE}_{2} / \mathrm{L}$ ) (Brian et al., 2005). Actual measured $\mathrm{EE}_{2}$ water concentrations from the four studies were used as input into the model. In Garcia-Reyero et al.(2009), male FHMs were exposed to 10 and 50 ng $\mathrm{EE}_{2} / \mathrm{L}$ for 48 hours, and plasma T and VTG concentrations were measured in four fish per exposure concentration (Table 2.2). As part of the study by Garcia-Reyero et al., $\mathrm{EE}_{2}$ concentrations in carcass and liver also were measured in pooled tissues from 30 male FHMs exposed to $50 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 48 hours (unpublished data). After exposure, the average $\mathrm{EE}_{2}$ concentration accumulated in liver was $57.8 \pm 29.5 \mathrm{ng}$ per g dry tissue, and the average $\mathrm{EE}_{2}$ concentration accumulated in carcass was $13.9 \pm 3.7 \mathrm{ng}$ per g dry tissue. In Ekman et al. (2008), plasma VTG concentrations in male FHMs were measured in eight males per sampling period after days one, four and eight of exposure to $\mathrm{EE}_{2}$, and eight days after $\mathrm{EE}_{2}$ exposure (test day 16). In Brian et al. (2005), two separate experiments were performed in male FHMs exposed to $\mathrm{EE}_{2}$ for 14 days. For each experiment, plasma VTG concentrations were measured in four fish per $\mathrm{EE}_{2}$ concentration after exposure. Data from Garcia-Reyero et al. (2009) were used for model calibration, and data from Ekman et al. (2008) and Brian et al. (2005) were used for model evaluation.

Data from $E_{2}$ exposed male FHMs were obtained from two studies: (i) Korte et al. (2000); and (ii) Parks et al. (1999). Korte et al. (2000) injected 97 male FHMs with 0.5 or $5 \mathrm{mg} \mathrm{E}_{2} / \mathrm{kg}$, and measured plasma $\mathrm{E}_{2}$ and VTG concentrations at 10 different times over 18 days ( $\mathrm{n}=5 \mathrm{fish} /$ sample). Parks et al. (1999) injected three male FHMs with 25 $\mathrm{mg} \mathrm{E}_{2} / \mathrm{kg}$ on days zero, two and four, and measured plasma VTG concentrations on day
seven. The Korte et al. (2000) data were used to calibrate the model and Parks et al. (1999) data were used to evaluate our model predictions.

### 2.2.2 Computational model formulation

Our physiologically based model simulates the absorption, distribution, metabolism, and elimination of $\mathrm{EE}_{2}$ and endogenous hormones of the HPG axis in male FHMs. Though a more detailed conceptual model has been described by Villeneuve et al. (2007a), the data needed to parameterize a corresponding computational model are currently unavailable. We simplified many of the biochemical processes reported in Villeneuve et al., and incorporated these processes into a model that contains six compartments (i.e., gill, brain, gonad, liver, venous blood, and 'other'') involved in HPG axis signaling and $\mathrm{EE}_{2}$ disposition (Figure 2.1). Following principles of pharmacokinetic modeling, for each compartment and chemical of interest, a mass balance was formulated for the free (or unbound) chemicals of interest (Section 2.5 Eq. 1) to create a set of coupled ordinary differential equations that comprise the computational model. Total chemical concentrations were computed as the sum of free and specifically bound chemical concentrations (Section 2.5 Eq. 3). A comprehensive description of the model formulation with equations can be found in Section 2.5 Supplementary Information.

Gill. The gill compartment is where exogenous $\mathrm{EE}_{2}$ uptake occurs from the aquatic environment. As water containing $\mathrm{EE}_{2}$ flows across the gills, $\mathrm{EE}_{2}$ is taken up into arterial blood that distributes throughout the body. In zebrafish, steroid binding proteins (SBPs) in gill have been found to facilitate $\mathrm{EE}_{2}$ uptake from water (Miguel-Queralt and Hammond, 2008). In our model, $\mathrm{EE}_{2}$ uptake is formulated using an equilibrium partition coefficient between blood and water, which simplifies the $\mathrm{EE}_{2}$ uptake process and enables the entrance of $\mathrm{EE}_{2}$ into the bloodstream. Similarly, we use partition coefficients to represent the fraction of $\mathrm{EE}_{2}$ that leaves the blood to enter different tissues and organs. (Section 2.5 Eq. 5).

Brain. The brain regulates the HPG axis by producing hormones that circulate to target tissues (e.g., gonad). In the brain compartment, GnRH regulates the release of LH
(Yaron et al., 2003), but the dynamics of GnRH were not included in this model because GnRH data were unavailable. Instead, we represented the periodic nature of GnRH dynamics and its effect on LH by producing LH in brain according to a periodic function, which is similar to assumptions made by Murphy et al. (2005). Basal LH production is formulated as a periodic step function of 12 hrs on and 12 hrs off (Section 2.5 Figure 2.8). In addition, LH production can be stimulated by $\mathrm{E}_{2}$ (Yaron et al., 2003), which is formulated as a positive feedback in our model, although Murphy et al. (2005) formulated the effect of $\mathrm{E}_{2}$ on LH production as a negative feedback for Atlantic croaker. Our model simulates the production of $\mathrm{E}_{2}$ from T that circulates to the brain in blood. Also, the model is formulated such that $\mathrm{E}_{2}$ in the brain is able to bind to ERs, which serves as a "sink" in the brain's $\mathrm{E}_{2}$ mass balance. Hormones produced in the brain are secreted into the blood and circulate throughout the body.

Gonad. A target tissue of LH is the gonad where LH binds to LH receptors to regulate steroidogenesis (Senthilkumaran et al., 2004). In our model, LH bound to LH receptors stimulates the production of StAR. The quantity of cholesterol available for steroidogenesis is formulated to be proportional to the quantity of StAR produced (Nunez and Evans, 2007). Cholesterol is the initial substrate in a cascade of reactions that produce T (Halm et al., 2002; Nagahama et al., 1994; Nagahama et al., 1995; Senthilkumaran et al., 2004). A more detailed computational model of steroidogenesis exists for FHM (Breen et al., 2007), however, we could not implement it here because concentrations of intermediate steroid hormones are unavailable. Thus, we simplified the complex process of T production from cholesterol by lumping the multiple reactions into one "effective" reaction (Murphy et al., 2005). This "effective" reaction was formulated as a Hill equation (Section 2.5 Eq. 12). Production of $\mathrm{E}_{2}$ (and KT) from T is formulated as a Michaelis-Menten equation (Section 2.5 Eqs. 14 \& 15). Because decreases in plasma T concentration, StAR gene expression, and P450scc gene expression were observed after $\mathrm{EE}_{2}$ exposure (Garcia-Reyero et al., 2009), we assumed an autocrine/paracrine negative feedback process in the gonad (Callard, 1992) where $\mathrm{E}_{2}$ or $\mathrm{EE}_{2}$ binds to ER , and the $\mathrm{E}_{2}-\mathrm{ER}$ or $\mathrm{EE}_{2}-\mathrm{ER}$ complex inhibits T production (Section 2.5

Eq. 13). Hormones produced in the gonad are secreted into blood and circulate throughout the body.

Liver. When estrogens such as $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$ enter the liver, they bind to ERs forming $\mathrm{E}_{2}-\mathrm{ER}$ and $\mathrm{EE}_{2}-\mathrm{ER}$ complexes. These complexes then bind to EREs of target genes (e.g., ER and VTG) to regulate gene expression. The dominant ER subtype in FHM liver is $\mathrm{ER} \alpha$, which is the only ER subtype known to be induced by $\mathrm{E}_{2}$ or $\mathrm{EE}_{2}$ (Filby et al., 2007b; Filby and Tyler, 2005). In rainbow trout hepatocyte cultures, Flouriot et al. (1997; 1996) found that when exogenous $E_{2}$ concentration was zero, ER mRNA was expressed at low levels while VTG mRNA was not expressed. As a function of increasing exogenous $\mathrm{E}_{2}$ concentration, both ER and VTG gene expression increased in a dosedependent manner (Flouriot et al., 1996). Assuming that ER protein correlates with ER gene expression, in our model bound ER is formulated to increase the production of both ER itself and VTG. For example, we used measured changes in ER gene expression to provide limits to changes in ER protein induction. Moreover, we are modeling all ERs based on data from ER $\alpha$. The ER kinetics in liver include background production, induction by bound ER , association and dissociation with $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$, and elimination (Section 2.5 Eq. 16).

In male FHMs, plasma VTG concentrations are normally very low, and are usually undetectable at the $\mu \mathrm{g} / \mathrm{ml}$ level. Exposure to estrogens such as $\mathrm{EE}_{2}$ has been shown to cause abnormal hepatic production of VTG, and raise plasma VTG concentrations to unusually high levels (Filby and Tyler, 2005; Lattier et al., 2002; Schmid et al., 2002). In our model, we associated the production rate of VTG protein in liver with the concentration of $\mathrm{E}_{2}$-ER and $\mathrm{EE}_{2}$-ER complexes (Section 2.5 Eq. 16). VTG produced in liver is secreted into blood and circulates throughout body.

We did not include steroid hormone or $\mathrm{EE}_{2}$ metabolism reactions in liver, although they are known to exist (Ohkimoto et al., 2003; Snowberger and Stegeman, 1987). Liver metabolism serves to eliminate a parent compound from the body, and multiple reactions would need to be added to the model without sufficient data to provide parameter values. Adding these reactions would only increase the uncertainty and
complexity of our model without a significant improvement in model predictions. Thus, we formulated steroid hormone and $\mathrm{EE}_{2}$ elimination as first order processes in the "other" compartment.

Venous blood. In the blood of most vertebrates $\mathrm{E}_{2}$ and T are predominantly bound to SBPs, which modulate steroid hormone bioavailability and distribution to target tissues (Teeguarden and Barton, 2004; Tollefsen et al., 2004). In our model, free and SBP-bound $T$ and $E_{2}$ concentrations are simulated in venous and arterial blood compartments (Section 2.5 equations for Venous Blood). KT also binds to SBPs, but with a much lower binding affinity than $\mathrm{E}_{2}$ and T based on studies in other fish species (Laidley and Thomas, 1994; Miguel-Queralt and Hammond, 2008; Pasmanik and Callard, 1986). For $\mathrm{EE}_{2}$, Tollefsen et al. (2004) reported that $\mathrm{EE}_{2}$ binding to Arctic charr (Salvelinus alpinus) SBP was approximately 400 -fold less than that of $\mathrm{E}_{2}$. However, Gale et al. (2004) reported that the binding affinity of $\mathrm{EE}_{2}$ for channel catfish (Ictalurus punctatus) SBP was threefold higher than that of $\mathrm{E}_{2}$. More recently, Miguel-Queralt and Hammond (2008) reported that the binding affinity of $\mathrm{EE}_{2}$ to recombinant SBPs from zebrafish was fivefold higher than that of $\mathrm{E}_{2}$. These studies (Gale et al., 2004; MiguelQueralt and Hammond, 2008; Tollefsen et al., 2004) suggest large interspecies variability in the binding affinity of $\mathrm{EE}_{2}$ to SBPs , which may be a result of different fish species or different test methods. Inclusion of $\mathrm{EE}_{2}$ binding to SBPs in our model would allow $\mathrm{EE}_{2}$ to compete and displace $\mathrm{E}_{2}$ and T from SBPs in blood, and as a result free $\mathrm{E}_{2}$ and free T concentrations in blood would increase. However, the increase in free $\mathrm{E}_{2}$ and T would not be significant because the total SBP concentration was defined as 20 nM , a relatively low value. Thus, KT and $\mathrm{EE}_{2}$ binding to SBPs was not included in our model.

Other. In our model all tissues except for gill, brain, gonad and liver were grouped into a compartment called 'other." A unique function of the 'other'" compartment is the elimination of T, KT, $\mathrm{E}_{2}$, and VTG according to first-order kinetics ( S Section 2.5 Eq. 19). This is a simplifying assumption since Vermeirssen and Scott (1996) showed that rainbow trout steroid hormones, mainly in conjugated form, are excreted in urine and bile. However, without data to parameterize and calibrate kinetic equations of
steroid hormone biotransformation and conjugation in liver and subsequent elimination by the kidney, representing these complex reactions would introduce more uncertainty into the model. That is, the kinetic rate constants for these reactions could take on any value as long as the steroid hormone production parameters compensated for the increase or decrease in elimination. Thus, we chose to represent the elimination of steroid hormones, $\mathrm{EE}_{2}$, and VTG with first-order kinetic processes in the 'other'" compartment where the kidney resides.

### 2.2.3 Model calibration

The model requires information about experimental conditions and 82 model parameters such as tissue compartment volumes, blood flow rates, equilibrium partition coefficients, and rate constants for chemical reactions. Sixty-two model parameters were fixed at values listed in Table 2.5 because they were either (1) measured directly in FHMs; (2) scaled allometrically to FHM from data in other species; (3) insensitive parameters with respect to the available measured data; or (4) they could not be uniquely identified given the other model parameters being calibrated and the available data. The remaining 20 model parameters (Table 2.3) were calibrated with data collected in FHMs. To account for biological uncertainty and variability, we used a probabilistic, Bayesian approach called MCMC simulation to calibrate 20 model parameters (see Table 2.3) following methods described in previous studies (Bois et al., 1996b; Gelman et al., 1995; Lin et al., 2004; Watanabe et al., 2005). MCMC simulation is a computational method based on Bayes' rule that provides a joint posterior distribution of model parameters that is proportional to the product of the parameter prior distributions and the data likelihood. This method has advantages over other parameter optimization methods in that it: (1) provides a method of incorporating existing knowledge about a range of possible parameter values through specification of a prior distribution; (2) accounts for covariance between the 20 calibrated model parameters; and (3) allows for determination of model prediction CIs (e.g., Table 2.4). To perform MCMC simulation, one must specify prior parameter distributions, and experimental conditions and data for computing the likelihood function as described below.

We specified model parameter prior distributions based on data available in the literature. When little or no data were available, we assigned a vague prior distribution such as a uniform or log-uniform distribution with a large range to allow the experimental data to refine the posterior parameter distribution. For example, we could not find a published value for the Hill coefficient for VTG production in liver, but we assumed that it would be approximately two based on the dimerization of ER complexes needed to stimulate gene expression. Thus, we assigned a log-uniform distribution with a lower bound of two and an upper bound of 10 (Table 2.3). Similarly, an $\mathrm{EE}_{2}$ partition coefficient for blood to water was reported for rainbow trout (Kim, 2004), but not FHM, so we assigned a lognormal distribution with a geometric mean of 600 and a geometric standard deviation of three, which corresponds to a coefficient of variation equal to 1.5.

Two of the 20 calibrated parameters were the variances of measured plasma T and $\mathrm{E}_{2}$ concentrations. Measurements were made for these two endpoints in unexposed and $\mathrm{E}_{2}$ - or $\mathrm{EE}_{2}$-exposed FHMs , but relatively few measurements were made in the exposed FHMs. Thus, the plasma T and $\mathrm{E}_{2}$ concentration variances were treated as unknowns and calibrated with MCMC simulations. Following methods used previously (Bois et al., 1996b; Lin et al., 2004), inverse gamma prior distributions were assigned to the variances based upon a natural logarithm transformation of the measured plasma $\mathrm{E}_{2}$ and T concentrations.

Simulation of $\mathrm{EE}_{2}$ or $\mathrm{E}_{2}$ exposure experiments with our model began at model simulation time equal to 3600 h in order to allow the model to reach homeostasis/steadystate before starting the exposure. Starting an experimental exposure at 3600 h was necessary because at the start of a simulation (i.e., 0 h ), most model output variables (e.g., plasma T, KT, and $\mathrm{E}_{2}$ concentrations) were set to equal zero because they have not been measured at birth. For each simulated experiment, the exposure duration was defined by the experimental conditions, and model predictions were made at times corresponding to each measurement. Thus, a 48-h exposure to $\mathrm{EE}_{2}$ was started at 3600 h and ended at 3648 h ; plasma VTG predictions were output at 3648 h to correspond to measured plasma VTG concentrations at the end of the 48-h exposure period.

MCMC simulations were performed with MCSim (Bois and Maszle, 1997), a software package freely available online (http://directory.fsf.org/math/mcsim.html), using the MH algorithm. Four independent Markov chains were run that started with parameter values randomly selected from their assigned prior distributions. Simulations were performed until the four chains converged for all 20 parameters. Convergence was assessed by the potential scale reduction method (Gelman et al., 1995) that compares the variance between and within Markov chains for the last $n$ values from each chain ( $n=$ 1000 in this study). As recommended by Gelman et al. (1995), we used potential scale reduction values between 1.0 and 1.2 as our criteria for convergence.

### 2.2.4 Model evaluation

We evaluated the predictive ability of our model by simulating plasma VTG concentrations from four studies that used different experimental (including exposure) conditions compared to the studies used to calibrate the model. Four thousand sets of 20 calibrated model parameters were used to simulate two different experiments from Ekman et al. (2008) (see Section 2.2.1 Experimental Data). Exposure to $\mathrm{EE}_{2}$ was started at simulation time equal to 3600 hrs for reasons described in the Section 2.2.3 Model Calibration. Simulated exposures to 10 and $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ lasted for 8 days, and plasma VTG concentrations were output at days $1,4,8$ and 16 (i.e., 8 days post-exposure). Similarly, we simulated the two separate experiments from Brian et al. (2005) (see Experimental data section). Plasma VTG concentrations were output at the $14^{\text {th }}$ day of $\mathrm{EE}_{2}$ exposure. We also simulated the plasma concentrations of VTG in male FHMs 7 days after three doses of $\mathrm{E}_{2}$ injection, and compared the predictions to measurements from an independent study by Parks et al. (1999). Parks et al. reported that the plasma concentration of VTG on the seventh day after three injections of $E_{2}$ on days 0,2 , and 4 was $21.3 \pm 1.3 \mathrm{mg} / \mathrm{ml}$. The model predictions were compared with the measured data visually.

### 2.3 Results

### 2.3.1 Model Calibration

Four separate Markov chains of 6500 iterations were run in order to reach convergence for all 20 parameters treated as unknown random variables. The speed of each chain was approximately 90 h per 1000 iterations on a $2.8-\mathrm{GHz}$ Linux workstation. Figure 2.2 plots the progression of parameter values for two of the 20 calibrated parameters: (a) blood to water partition coefficient for $\mathrm{EE}_{2}$ uptake; and (b) Hill coefficient for VTG production in liver. For these two parameters, convergence or mixing of the four Markov chains is achieved much earlier than the 6,500 iterations needed for all 20 parameters to converge. Summary statistics for posterior parameter values (the last 1000 parameter sets from each Markov chain for a total of 4000) are reported in Table 2.3. Two calibrated model parameters Kd_E2ER,brn, qChol,gon) had posterior 95\% CIs slightly larger than their prior distribution $95 \%$ CIs; three calibrated parameters (k1_E2ER,brn, qLH,brn, qSTAR,gon) had similar prior and posterior $95 \%$ CIs; and 14 calibrated model parameters had posterior 95\% CIs smaller than their prior distribution $95 \%$ CIs. One calibrated parameter, the variance of the natural logarithm of plasma $\mathrm{E}_{2}$ concentration (Var_ Ln_CE2tot_pla_ngml), had a posterior 95\% CI that did not overlap with the $95 \% \mathrm{CI}$ of its prior distribution because its assigned prior distribution was based on plasma $\mathrm{E}_{2}$ concentrations from unexposed control fish only. Values of the posterior distribution of Var_Ln_CE2tot_pla_ngml are consistent with the variance in the data used to calibrate with model, which include both unexposed control FHM and FHM injected with $\mathrm{E}_{2}$ in Korte et al. (2000). That is, the variance of the natural logarithms of plasma $\mathrm{E}_{2}$ concentrations used to calibrate the model is 15 , and the posterior $95 \% \mathrm{CI}$ is 7.3-12. In summary, model calibration with FHM data improved estimates of the majority of model parameters.

### 2.3.2 Model Evaluation

With the 4000 calibrated parameter sets, we simulated plasma concentrations of T, KT, $\mathrm{E}_{2}$, and VTG in unexposed male FHMs. Table 2.4 compares model predictions with plasma concentrations of T, KT, $\mathrm{E}_{2}$, and VTG measured in 73 unexposed (control) male

FHMs; data that were not used to calibrate the model. Model-predicted 95\% CIs for T, KT, and $E_{2}$ fall within the measured $95 \%$ CI for each endpoint. The model-predicted $95 \%$ CI for VTG overlaps the measured $95 \%$ CI, but its lower bound is $80 \%$ that of the lower bound for the measured data. In unexposed FHMs, our model under-predicts the variance in the measured data.

We simulated plasma VTG concentrations of male FHMs exposed to 10 and 100 ng $\mathrm{EE}_{2} / \mathrm{L}$ reported in Ekman et al. (2008) (Figure 2.3). Predicted plasma VTG concentrations followed the same general trend as the measured concentrations. However, although the model predictions appear to be leveling-off by day 16, they do not start to decrease on day 16 like the measured concentrations. For the $10 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ exposure, the 95\% CI of predicted VTG concentrations encompassed the median concentration measured on all days. For the $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ exposure, the $95 \%$ upper confidence limit (or 97.5 percentile) of the simulated VTG concentrations was $1.4-2$ times lower than the median measured plasma VTG concentration, except on day 16 where the median measured VTG concentration fell within the $95 \%$ CI. These results suggest that the model is useful for predicting plasma VTG responses for exposures up to 8 days, and up to 8 days post-exposure.

Figure 2.4 compares model predictions with experimental data for plasma VTG concentrations in male FHMs exposed to $\mathrm{EE}_{2}$ for 14 days (Brian et al., 2005). Figure 2.4 A compares the absolute values of plasma VTG concentration. It is obvious that model predictions captured the general trend of experimental data, although modelpredicted plasma VTG concentration were constantly higher ( 1 to 5 orders of magnitude) than the measured data, presumably due to different methods used in VTG measurements (Korte et al., 2004). Figure 2.4B compared the percentages of VTG induction. Modelpredicted dose-response curve was comparable to that generated from measured data, but slightly shifted to the left. For model predictions, EC50 was around $0.1 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$; while for the measured data, EC50 was around $0.6 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$.

Parks et al. (1999) reported that the plasma VTG concentration on the seventh day after three injections of $E_{2}$ over a period of 4 days was $21.3 \pm 1.3 \mathrm{mg} / \mathrm{ml}$. We used our
model and the 4000 calibrated parameter sets to simulate plasma VTG concentrations ( mg VTG $/ \mathrm{ml}$ ) from Parks et al. (1999). Our simulations resulted in a mean $=29$, standard deviation $=10 \mathrm{mg} \mathrm{VTG} / \mathrm{ml}$, median $=27.5 \mathrm{mg} \mathrm{VTG} / \mathrm{ml}$, and $95 \% \mathrm{CI}=(14,54)$. The predicted standard deviation in plasma VTG concentration was larger than the measured data, and all of the measured data were within the $95 \%$ CI of the model predictions. In this case, our model predicts the mean measured plasma VTG concentration well, but overpredicts the variance.

### 2.3.3 Model Predictions of Unmeasured Endpoints in Male FHMs Exposed to EE 2

As a demonstration of our model's hypothesis generating capability, we used it to simulate $48-\mathrm{h}$ exposures to four $\mathrm{EE}_{2}$ exposure concentrations: 5, 10, 50, and 100 ng $\mathrm{EE}_{2} / \mathrm{L}$. The predictions shown in Figure 2.5 are a result of our model formulation and calibration, and experimental data to evaluate these predictions are needed. For the four different exposure concentrations, plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}, \mathrm{KT}$, and VTG as a function of time were predicted (Figures 2.5A-D, respectively). Plasma concentrations of all three steroids are predicted to decrease as plasma $\mathrm{EE}_{2}$ concentration (Figure 2.5E) increases. In contrast, plasma VTG concentrations are predicted to increase as plasma $\mathrm{EE}_{2}$ concentration increases, and plasma VTG concentrations remain elevated compared with unexposed FHM levels for at least 2400 h (100 days).

In addition to the measured reproductive endpoints, our model can also predict a number of model endpoints that, to date, have not been measured in FHMs such as plasma LH concentration (Figure 2.5 F ), StAR protein concentration in gonads (Figure 2.5 G ), and liver ER concentration (Figure 2.5 H ). After exposure to $\mathrm{EE}_{2}$, the plasma concentration of LH and the concentration of StAR in the gonads are predicted to decrease in a dose-dependent manner, whereas the concentration of ER in the liver increases in a dose-dependent manner. These predictions provide hypotheses that can be tested experimentally illustrating the value of this model in providing a better understanding of the HPG axis in male FHMs.

### 2.4 Discussion

### 2.4.1 Experimental Data

At first glance, experimental data from different studies suggest a large amount of variability, possibly due to different laboratory conditions, exposure designs, chemical analysis methods, or FHM cultures. Although the data from different studies may appear variable, after experimental differences such as exposure design have been accounted for, the data become much more consistent. A reliable computational model can be used to evaluate whether data from different studies are in fact consistent. For example, GarciaReyero et al. (2009) exposed adult male FHMs to nominal concentrations of 10 and 50 ng $\mathrm{EE}_{2} / \mathrm{L}$ for 48 h , and measured plasma VTG concentrations using a monoclonal carpbased enzyme-linked immunosorbent assay (ELISA) (Hemming et al., 2001). GarciaReyero et al. (2009) reported plasma concentrations of 13 and 29 mg VTG/ml, 48 h after the 10 and $50 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ exposures, respectively. Ekman et al. (2008) exposed FHMs to nominal concentrations of 10 and $100 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 8 days, and measured plasma VTG using a polyclonal FHM-based ELISA (Parks et al., 1999). For the 10 and $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ exposures, Ekman et al. (2008) reported the following plasma VTG concentrations: on day $1,1.2$ and $8.7 \mathrm{mg} \mathrm{VTG} / \mathrm{ml}$, respectively; on day 4,28 and $62 \mathrm{mg} \mathrm{VTG} / \mathrm{ml}$, respectively; and on day 8,52 and $97 \mathrm{mg} \mathrm{VTG} / \mathrm{ml}$, respectively. For the $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ exposures from Garcia-Reyero et al. (2009) and Ekman et al. (2008) we found that our computational model fits both data sets well, and concluded that these results are consistent despite differences in measured water $\mathrm{EE}_{2}$ test concentrations, exposure duration, and VTG analytical methods used in the two laboratories.

Another independent study by Brian et al. (2005) exposed male adult FHMs to several concentrations of $\mathrm{EE}_{2}$ for 14 days, and measured the plasma VTG concentrations using a polyclonal carp-based ELISA. Generally, the plasma VTG concentrations are several orders of magnitude lower than those reported by Garcia-Reyero et al. (2009) and Ekman et al. (2008). For example, Brian et al. reported an average plasma concentration of 0.7 mg VTG/ml in FHMs exposed to $50 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ for 14 days, which is 40 fold lower than that in FHMs exposed to $50 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 48 hrs (Garcia-Reyero et al., 2009), and 74
fold lower than that in FHMs exposed to $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ for 8 days (Ekman et al., 2008). The significant difference may be caused by the polyclonal carp-based ELISA method used by Brian et al. (2005). A comparison between the ELISA methods using polyclonal carp and FHM antibodies was performed by Mylchreest et al (2003), and deep discussions were made between scientific groups using the two ELISA methods (Korte et al., 2004; Mylchreest et al., 2003; Tyler et al., 2004). These studies concluded that, in FHMs, the polyclonal FHM-based ELISA produced more accurate and reproducible measurements. Our model was calibrated using experimental data from Garcia-Reyero et al (2009), which agree with data measured using a polyclonal FHM ELISA by Ekman et al. (2008). As a result, it is not surprising that our model failed to predict the plasma VTG concentrations from Brian et al. (2005b) (Figure 2.4A).

The polyclonal carp-based ELISA has already been widely used and is still widely used to measure the plasma VTG concentrations in FHMs. Therefore, it is meaningful to find a way to compare the VTG concentrations measured by the two ELISA methods. In order to do this comparison, we calculated and compared the percentages of VTG induction for model predictions and experimental data (Figure 2.4B). Model-predicted EC50 was one sixth of the measured one ( 0.1 versus $0.6 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ ). The difference may be caused by experimental conditions. For example, Brian et al. (2005b) used N,Ndimethylformamide as a carrier solvent, while Garcia-Reyero et al. (2009) and Ekman et al. (2008) did not use any chemical carrier. In addition, this might also be caused by the inaccurate $\mathrm{EE}_{2}$ concentration in exposure water. As pointed out by Brian et al., they encountered some analytical problems, and did not obtain full sets of reliable data for $\mathrm{EE}_{2}$ concentrations (2005b). As a result, we cannot conclude if the VTG induction effect reported by Brian et al is consistent with those reported by Garcia-Reyero et al. (2009) and Ekman et al. (2008). However, our attempt to compare the two data sets using percentage VTG induction is plausible, which suggests that the percentages of VTG induction should be useful in comparing the VTG induction effects measured using different ELISA methods.

### 2.4.2 Model Structure and Formulation

Many simplifying assumptions were made in formulating this computational model because many processes and parameter values are unknown for FHMs. There are too many to discuss them all in great detail, but in the following we discuss some of our assumptions that have alternative formulations.

In the brain, LH production is affected by $\mathrm{E}_{2}$, which is formulated in our model as a positive feedback based on studies in other fishes where $T$ and $E_{2}$ increased mRNA levels of $\mathrm{LH} \beta$ subunit (Yaron et al., 2003). In addition, Yaron et al. (2003) describe an ERE in the promoter region of the Chinook salmon LH $\beta$ gene which suggests that bound ER (E2-ER or EE2-ER) would be a more realistic quantity than free $E_{2}$ for positive feedback regulation of LH production. Such a modification to the model would allow all estrogenic chemicals (e.g., $\mathrm{EE}_{2}$ ) to stimulate LH production in brain.

In vertebrates, $\mathrm{E}_{2}$ production from T occurs in the brain and gonads catalyzed by the aromatase enzyme. Moreover, in teleost fishes, aromatase activity is relatively high in brain compared to gonads, and compared to brain aromatase in other vertebrate species (Callard et al., 2001; Sawyer et al., 2006), though $\mathrm{E}_{2}$ production rates depend on the number of cells in the respective tissues. Our model resulted in $\mathrm{E}_{2}$ production in brain at higher rates than in the testis. Calculations using fixed parameter values for BW (= $0.0041 \mathrm{~kg}), \mathrm{BW}\left(=3.8 \times 10^{-5} \mathrm{~kg}\right), \mathrm{GW}\left(=5.5 \times 10^{-5} \mathrm{~kg}\right)$, scaling coefficients of aromatase Vmax in brain and gonad $\left(\mathrm{sc}_{-} \mathrm{Vmax}_{\text {aro,brn }}=1.05 \times 10^{-2} \mathrm{nmol} / \mathrm{h} / \mathrm{mg}\right.$ protein and $s c_{\text {s }} V_{m a x}^{\text {aro,gon }}=2.3 \times 10^{-3} \mathrm{nmol} / \mathrm{h} / \mathrm{mg}$ protein, respectively), and the median calibrated concentrations of microsomal protein in brain (D_m_mp_brn $=500 \mathrm{mg}$ protein/l) and gonad ( $\mathrm{D} \_\mathrm{m} \_\mathrm{mp}$ _gon $=800 \mathrm{mg}$ protein/l), we found $\mathrm{E}_{2}$ production in brain to be twice as high as $\mathrm{E}_{2}$ production in testis, $2.0 \times 10^{-4} \mathrm{nmol} / \mathrm{h}$ and $1.0 \times 10^{-4} \mathrm{nmol} / \mathrm{h}$, respectively. This is consistent with studies in teleost fish that describe higher aromatase activity in brain compared to gonads (Callard et al., 2001; Halm et al., 2001; Sawyer et al., 2006).

### 2.4.3 Model Calibration

The posterior parameter distributions obtained through model calibration depend upon values of the fixed parameters (Table 2.5), the prior parameter distributions (Table 2.3), and the measured reproductive endpoints (Table 2.1). In developing our model, we relied upon values based on data from other species (e.g., zebrafish, or Japanese medaka) and some in vitro studies because of the lack of FHM-specific data. It is important to note that the FHM is a small aquarium sized fish and an asynchronous spawner (i.e., multiple spawns in a season with oocytes present in all stages of maturation simultaneously in the gonads) as opposed to synchronous spawners (e.g., salmon, rainbow trout, or channel catfish) in which the oocytes more or less mature synchronously during a spawning season. Conditional upon the fixed model parameter values, we believe that our model and the calibrated model parameters provide a good representation of the HPG axis in FHMs. If FHM-specific values of our fixed model parameters were appreciably different from what we used in this modeling study, then the calibrated model parameters would probably have different values, but the physiologically based model as formulated could perform as well as shown here or better.

### 2.4.4 Model Evaluation

We evaluated our model's predictive ability by simulating $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$ laboratory experiments in FHMs from two studies (Ekman et al., 2008; Parks et al., 1999). In each of these studies, the exposure pattern of $\mathrm{EE}_{2}$ or $\mathrm{E}_{2}$ differed from the exposure patterns used to obtain the model calibration data. It is noteworthy that the model was able to accurately predict plasma VTG concentrations after an 8-day continuous exposure to a nominal concentration of $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ from Ekman et al. (2008) (Figure 2.3A). The model under-predicted all plasma VTG concentrations in FHM exposed to a nominal water concentration of $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$, but this exposure concentration is higher than either of the $48-\mathrm{hr}$ exposure concentrations used to calibrate the model, and is therefore an extrapolation of the model's capability. For the Parks et al. (1999) study, three injections of $E_{2}$ were given at a higher dose than either of those used to calibrate the model. Thus, it is remarkable that the model-predicted plasma VTG concentrations encompass the
measured data. These results suggest that our model has captured the processes important for steroid hormone and VTG production in male FHMs.

A limitation of our model is that it significantly under-predicts variance in measured plasma steroid hormone and VTG concentrations for unexposed fish (Table 2.4), though it predicts median concentrations well. Interestingly, this is not the case for exposed fish. Indeed, the model tends to slightly over-predict variance in measured plasma VTG concentrations for fish exposed to $\mathrm{EE}_{2}$ from Ekman et al. (2008) (Figure 2.3). Furthermore, the model significantly over-predicts variance in measured plasma VTG for fish exposed to $\mathrm{E}_{2}$ from the Parks et al. (1999) study.

Perhaps this tendency of the model to under-predict variance in unexposed fish, and to over-predict variance in exposed fish is not surprising, given the nature of interindividual variation that is often observed in molecular profiling studies for chemical exposures. Namely, researchers often find that inter-individual variation in measured values for controls is larger than that for exposed animals (Parsons et al., 2008). For example, using ${ }^{1} \mathrm{H}$ nuclear magnetic resonance (NMR) spectroscopy for hepatic metabolite profiling, unexposed female fathead minnows were found to exhibit considerably more variation than females that were exposed to estrogenic compounds (Ekman et al., 2006). This was attributed to unexposed fish being in different stages of the reproductive cycle. However, upon exposure, the reproductive status of the female fish was more homogenous, resulting in a more "focused" metabolic response. Beyond this specific example using female fish, this effect of focusing upon exposure appears to be quite common regardless of animal, gender or tissue/fluid type (Parsons et al., 2008).

Indeed, we see a striking example of this focusing effect when examining lipid metabolite profiles of plasma samples from the same male FHMs used to evaluate this model (i.e., fish from Ekman et al, 2008). Figure 2.6 is a principle components analysis scores plot built from NMR spectra of the pool of plasma lipid metabolites from male FHMs sampled on day 4 of the exposure. Results are shown for unexposed controls and fish exposed to $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$. Although the metabolites measured here by NMR are not the same as those used in the model, it is clear that variability in metabolic status is much
greater in controls. Therefore, it is not unreasonable that the model (which does not account for this ill-defined change in variation) under-predicts variance in measurements from unexposed fish while over-predicting that for exposed fish.

The model described here utilizes data collected in a wide variety of species and postulates mathematical formulations for biological processes in the HPG axis of male FHMs. This study has shown that the model can predict plasma steroid hormone and VTG concentrations after exposures to $\mathrm{E}_{2}$ or $\mathrm{EE}_{2}$ through different routes (i.e., water or injection) and for different patterns of exposure. More experimental data are needed to evaluate model predictions of reproductive endpoints and other endpoints such as plasma LH concentration, StAR concentration in gonads, and ER $\alpha$ concentration in liver. Furthermore, measurements of other signaling molecules in the HPG axis (e.g., concentrations of follicle stimulation hormone, maturation inducing hormone, and receptors) would enable the extension of this model and allow it to better represent the HPG axis, and its regulation of reproduction.

The unique features of this model over previously developed models are (1) its ability to generate hypotheses about biological endpoints that may not have been measured, (2) the ability to simulate exposures to mixtures of $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$, and the capability to extend the model to simulate other estrogen exposures, and (3) most importantly, the ability to estimate CIs for all model predictions. In the context of toxicology and risk assessment, this model provides a framework for interpreting available FHM reproductive endpoint data and postulating a population of FHMs (i.e., this study provides a 'population' of 4000 FHMs characterized by each set of 20 calibrated model parameters) that are represented by the measured data. Changes in reproductive endpoints as they relate to the "population'" can then be assessed for new exposure conditions. Furthermore, with the appropriate modifications and initial conditions (e.g., plasma $\mathrm{T}, \mathrm{KT}$, and $\mathrm{E}_{2}$ concentrations at birth), our model could be extended to simulate FHM early life stages.

### 2.5 Supplementary Information

### 2.5.1 General equations

In the physiologically based model, compartments were chosen to represent tissues that have an effect on the absorption, distribution, metabolism, and elimination of a compound or hormone of interest. Equations were formulated based upon a mass balance within each compartment (Figure 2.1). Equation 1 is a general form of a mass balance. The left side represents the rate of change of a chemical quantity in a compartment that is equal to the quantity of chemical that flows into the compartment minus the quantity of chemical removed from the compartment.

$$
\begin{equation*}
\frac{d\left(C_{i, j} V_{j}\right)}{d t}=F_{j} \operatorname{CArt}_{t}-F_{j} \frac{C_{i, j}}{\lambda_{i, j}}+\sum_{i} P_{i, j}-\sum_{i} R_{i, j} \tag{1}
\end{equation*}
$$

where, $C_{i, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of free compound $i$ in compartment $j$ (e.g., gill, brain, liver, gonad, venous blood, other); $\mathrm{CArt}_{i}(\mathrm{nmol} / \mathrm{L})$ is the arterial blood concentration of free compound $i$; the concentration of free compound $i$ in venous blood leaving compartment $j$ is equal to $C_{i, j} / \lambda_{i, j}$, where $\lambda_{i, j}$ is the tissue to blood partition coefficient for free compound $i$ in compartment $j ; V_{j}(\mathrm{~L})$ is volume of compartment $j ; t$ (hr) is time; $F_{j}(\mathrm{~L} / \mathrm{hr})$ is volumetric blood flow rate entering and leaving compartment $j$; $P_{i, j}(\mathrm{nmol} / \mathrm{hr})$ is the rate of a reaction that produces free compound $i$ in compartment $j ; R_{i, j}$ ( $\mathrm{nmol} / \mathrm{hr}$ ) is the rate of a reaction that consumes free compound $i$ or an elimination process (e.g., hormone conjugation and excretion) of free compound $i$ in compartment $j$.

Ligand-receptor binding is an important process in endocrine signaling, and in our model the process is simulated in compartments such as brain, liver, gonad, and venous blood. In brain, liver, and gonads, hormones (e.g., $\mathrm{E}_{2}, \mathrm{EE}_{2}, \mathrm{~T}$, and LH ) assert their roles in HPG axis regulation by binding to their receptors. In blood, SBPs can associate and dissociate with steroid hormones, thus regulating their bioavailability and distribution among different tissues. Equation 2 is a general dynamic formulation of a ligand-receptor binding process.

$$
\begin{equation*}
\frac{d\left(C_{i R, j} V_{j}\right)}{d t}=k_{1_{-} i R, j} C_{i, j} C_{R, j} V_{j}-K_{d_{-} i R, j} k_{1_{-} i R, j} C_{i R, j} V_{j} \tag{2}
\end{equation*}
$$

where $C_{i R, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of the complex of compound $i$ bound to its receptor $R$ in compartment $j ; k_{1_{i} i R, j}(1 / \mathrm{nM} / \mathrm{hr})$ is the association rate of compound $i$ with its receptor in compartment $j ; C_{R, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of unbound receptor in compartment $j ; \mathrm{K}_{\mathrm{d}_{-} i R_{j} j}(\mathrm{nmol} / \mathrm{L})$ is the equilibrium dissociation rate constant of compound $i$ with its receptor in compartment $j$. The term $k_{1_{-} i R, j} C_{i, j} C_{R, j} V_{j}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of compound $i$ bound to its receptor, which corresponds to $P_{i, j}$ in equation 1 ; the term $K_{d_{-} i R_{j},} k_{1_{-} i R, j} C_{i R_{j}} V_{j}(\mathrm{nmol} / \mathrm{hr})$ is the dissociation rate of the ligand-receptor complex, which corresponds to $R_{i, j}$ in equation 1.
The total concentration of compound $i$ in compartment $j$ is calculated as a sum of the concentration of free compound $i$ and compound $i$ bound to its receptor in compartment $j$, as shown in equation 3 ; where the $C_{\text {itot }, j}$ represents the total concentration of compound $i$ in compartment $j$.

$$
\begin{equation*}
C_{i t o t, j}=C_{i, j}+C_{i R, j} \tag{3}
\end{equation*}
$$

### 2.5.2 Equations in the Gill compartment

In this study, male FHMs were exposed to $\mathrm{EE}_{2}$ in aquarium water. To allow the model to reach a steady-state prior to a simulated $\mathrm{EE}_{2}$ exposure, we simulated the $\mathrm{EE}_{2}$ exposure starting from 3600 hrs using a PerDose function in MCSim software (equation 4). In equation $4, C_{\mathrm{EE} 2, \mathrm{H} 20}(\mathrm{nmol} / \mathrm{L})$ is the concentration of $\mathrm{EE}_{2}$ in aquarium water as a function of time; ' $\mathrm{Mag}_{\mathrm{EE} 2}{ }^{\prime}(\mathrm{nmol} / \mathrm{L})$ is the $\mathrm{EE}_{2}$ concentration in aquarium water; ' $\mathrm{Per}_{\mathrm{EE} 2}$ ' (hr) represents the period for a repeated dose. For a continuous exposure, $\operatorname{Per}_{\mathrm{EE} 2}$ is set to the total simulation time; ' $\mathrm{IniT}_{\mathrm{EE} 2}$ ' ( hr ) is the time when $\mathrm{EE}_{2}$ exposure starts (e.g. 3600 hrs); and 'Exp $\mathrm{T}_{\mathrm{EE} 2}$ ' (hr) represents the exposure duration (Figure 2.7).

$$
\begin{equation*}
C_{\mathrm{EE} 2, \mathrm{H} 2 \mathrm{O}}=\operatorname{PerDose}\left(\mathrm{Mag}_{\mathrm{EE} 2}, \operatorname{Per}_{\mathrm{EE} 2}, \operatorname{IniT}_{\mathrm{EE} 2}, \operatorname{Exp}_{\mathrm{EE} 2}\right) \tag{4}
\end{equation*}
$$

Equation 5 is the mass balance equation for the gill compartment, which involves flows of $\mathrm{EE}_{2}$ into the compartment from the surrounding aquatic environment and from venous blood.

$$
\begin{equation*}
\frac{d\left(V_{\mathrm{gi}} C_{\mathrm{EE} 2 \mathrm{gii}}\right)}{d t}=\mathrm{FW}_{\mathrm{gil}}\left(C_{\mathrm{EE} 2 \mathrm{H} 2 \mathrm{O}}-C_{\mathrm{EE} 2 \mathrm{exp}}\right)+F_{\mathrm{car}}\left(C_{\mathrm{EE} 2 \mathrm{yen}}-\operatorname{CArt}_{\mathrm{EE} 2}\right) \tag{5}
\end{equation*}
$$

where, $V_{\text {gil }}(\mathrm{L})$ is the volume of the gills; $C_{\mathrm{EE} 2, \text { gil }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of $\mathrm{EE}_{2}$ in the gills; $\mathrm{FW}_{\text {gil }}(\mathrm{L} / \mathrm{hr})$ is the volumetric flow rate of water through the gills; $C_{\mathrm{EE} 2, \mathrm{Exp}}$ ( $\mathrm{nmol} / \mathrm{L}$ ) is the concentration of $\mathrm{EE}_{2}$ in the expired water, which is equal to $\mathrm{CArt}_{\mathrm{EE} 2}$ divided by $\lambda_{\text {EE2,bld, }}$ the blood to water partition coefficient for free $\mathrm{EE}_{2} ; F_{\text {car }}(\mathrm{L} / \mathrm{hr})$ is cardiac output; $C_{\mathrm{EE} 2 \text {,ven }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of $\mathrm{EE}_{2}$ in the venous blood; and $\operatorname{CArt}_{\mathrm{EE} 2}(\mathrm{nmol} / \mathrm{L})$ is the concentration of $\mathrm{EE}_{2}$ in the arterial blood, which is equal to . In our model, we assumed that the gills act only as permeable membranes and do not accumulate $\mathrm{EE}_{2}$ (Nichols et al., 1996). Therefore, the left side of equation 5 was set to zero (equation 6).

$$
\begin{equation*}
0=\mathrm{FW}_{\mathrm{gil}}\left(C_{\mathrm{EE} 2, \mathrm{H} 2 \mathrm{O}}-C_{\mathrm{EE} 2, \mathrm{exp}}\right)+F_{\mathrm{car}}\left(C_{\mathrm{EE} 2, \mathrm{ven}}-\mathrm{CArt}_{\mathrm{EE} 2}\right) \tag{6}
\end{equation*}
$$

### 2.5.3 Equations in the Brain compartment

Luteinizing hormone is produced in brain in response to GnRH. We did not have measurements of GnRH, and hence assumed a diurnal cycle of LH production based upon a similar assumption by Murphy et al. (2005). That is, the background production of LH in brain was simulated as a periodic cycle. The 'PerDose' function in MCSim was used as shown below:

$$
\begin{equation*}
P_{\mathrm{LH}, \text { brn }}=\operatorname{PerDose}\left(\mathrm{Mag}_{\mathrm{LH}}, \operatorname{Per}_{\mathrm{LH}}, \operatorname{IniT}_{\mathrm{LH}}, \operatorname{Exp}_{\mathrm{LH}}\right) \tag{7}
\end{equation*}
$$

where $P_{\mathrm{LH}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{hr})$ is the input rate of LH in compartment brain as a function of time; ' $\mathrm{Mag}_{\mathrm{LH}}$ ' ( $\mathrm{nmol} / \mathrm{hr}$ ) is the input magnitude of LH ; ' $\mathrm{Per}_{\mathrm{LH}}$ ' (hr) is the period of one cycle of LH production (set as 24 hrs ); ' $\mathrm{IniT}_{\mathrm{LH}}$ ' ( hr ) is the time when LH production starts in one cycle (set as 0 hr ); and ' $\operatorname{Exp}_{\mathrm{LH}}$ ' ( hr ) is the duration of LH production in one cycle (set as 12 hrs ). In our model, LH production began at time ' $\mathrm{IniT}_{\mathrm{LH}}$ ' (set as 0 hr ) in the period ' $\operatorname{Per}_{\mathrm{LH}}$ ' (set as 24 hrs ) and lasts for ' $\operatorname{Exp}_{\mathrm{LH}}$ ' (set as 12 hrs ) (Figure 2.8).

An increase in LH production based on the quantity of free $\mathrm{E}_{2}$ in brain was formulated by making the LH production rate directly proportional to the quantity of free $\mathrm{E}_{2}$ in brain as shown in equation 8. In the equation, $P_{\mathrm{LH}, \mathrm{brn}}^{\prime}(\mathrm{nmol} / \mathrm{hr})$ is the production
rate of LH caused by free $\mathrm{E}_{2}$ in brain; $\rho_{\mathrm{LH}, \mathrm{br}}(1 / \mathrm{hr})$ is a first order rate constant for LH production induced by free $\mathrm{E}_{2}$ in brain; $C_{\mathrm{E} 2 \text {, brn }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of free $\mathrm{E}_{2}$ in brain; $V_{\text {brn }}(\mathrm{L})$ is the volume of brain.

$$
\begin{equation*}
P_{\mathrm{LH}, \mathrm{brn}}^{\prime}=\rho_{\mathrm{LH}, \mathrm{brn}} \times C_{\mathrm{E} 2, \mathrm{brn}} \times V_{\mathrm{brn}} \tag{8}
\end{equation*}
$$

The production of $\mathrm{E}_{2}$ from T in brain is catalyzed by brain P 450 aromatase enzyme (Zhao et al., 2001). Studies in teleost fishes (Callard et al., 2001; Halm et al., 2001; Sawyer et al., 2006) have found higher levels of aromatase mRNA expression in brain than in ovaries or testes. Moreover, mRNA levels are a reliable predictor of functional protein (Sawyer et al., 2006). In our model, $\mathrm{E}_{2}$ production from T in brain was formulated using a Michaelis-Menten kinetic equation.

$$
\begin{equation*}
P_{\mathrm{E} 2, \mathrm{brn}}=\frac{\mathrm{Vmax}_{\text {aro,brn }} C_{\mathrm{T}, \mathrm{brn}}}{\mathrm{Km}_{\text {aro,brn }}+C_{\mathrm{T}, \mathrm{br}}} \tag{9}
\end{equation*}
$$

where, $P_{\mathrm{E} 2, \text { brn }}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of $\mathrm{E}_{2}$ in brain; $\mathrm{Vmax}_{\text {arobrn }}(\mathrm{nmol} / \mathrm{hr})$ is the maximum production rate of $\mathrm{E}_{2}$ by brain aromatase; $\mathrm{Km}_{\text {aro,brn }}(\mathrm{nmol} / \mathrm{L})$ is the MichaelisMenten constant of brain aromatase for $\mathrm{E}_{2}$ production; $C_{\mathrm{T}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of T in brain.

### 2.5.4 Equations in the Gonad compartment

The concentration of StAR in gonads was formulated as being directly proportional to the concentration of bound LH.

$$
\begin{equation*}
C_{\mathrm{StAR}, \text { gon }}=\rho_{\mathrm{SAR}, \text { gon }} \times C_{\mathrm{LHLR}, \text { gon }} \tag{10}
\end{equation*}
$$

where, $C_{\text {StAR,gon }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of $\operatorname{StAR}$ in gonads; $C_{\mathrm{LHLR}, g o n}(\mathrm{nmol} / \mathrm{L})$ is the concentration of bound LH in gonads; $\rho_{\mathrm{StAR}, \text { gon }}$ is the ratio of the concentration of StAR to the concentration of bound LH in gonads.

The concentration of cholesterol in gonads was formulated as being directly proportional to the concentration of StAR.

$$
\begin{equation*}
C_{\mathrm{Crol}, \mathrm{gon}}=\rho_{\mathrm{Crol}, \mathrm{gon}} \times C_{\mathrm{SARR}, \mathrm{gon}} \tag{11}
\end{equation*}
$$

where, $C_{\text {Chol,gon }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of cholesterol in gonads; $\rho_{\text {Chol,gon }}$ is the ratio of the concentration of cholesterol to the concentration of StAR.

The production of T was formulated using a Hill equation. The substrate for T production is cholesterol, and the synthesis of T from cholesterol is a complicated process involving a cascade of multiple intermediate reactions (Halm et al., 2002; Nagahama et al., 1995; Senthilkumaran et al., 2004). In the model, we simplified the complex process of T production from cholesterol by lumping the multiple reactions into one "effective" reaction (Murphy et al., 2005), which was formulated as a Hill equation.

$$
\begin{equation*}
P_{\mathrm{T} \text { gon }}=\frac{\operatorname{Vmax}_{\text {Scc,gon }} C_{\text {Cholgon }}^{n_{T}}}{K_{0.5 \text { Sccgon }}^{n_{T}}+C_{\text {Cholgon }}^{n_{T}}} \tag{12}
\end{equation*}
$$

where, $P_{T, g o n}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of T in gonads; $\mathrm{Vmax}_{\mathrm{Scc}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{hr})$ is the effective maximum production rate of T in gonads; $K_{0.5 \mathrm{scc}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of cholesterol which gives a production rate equal to half of the $\mathrm{Vmax}_{\mathrm{Scc}, \mathrm{gon}}$; and $\mathrm{n}_{\mathrm{T}}$ is a Hill coefficient for T production.

The inhibition of T production by bound estrogen receptor (ER) was formulated as a noncompetitive process (equation 13). In the equation, $P_{\mathrm{T} \text { gon }}^{I}(\mathrm{nmol} / \mathrm{hr}$ ) is the production rate of T after inhibition; $C_{\mathrm{E} 2 \mathrm{ER}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of ER bound to $\mathrm{E}_{2} ; C_{\mathrm{EE} 2 \mathrm{ER}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of ER bound to $\mathrm{EE}_{2}$; and $K_{\mathrm{T}}(\mathrm{nmol} / \mathrm{L})$ is the inhibition factor.

$$
\begin{equation*}
P_{\mathrm{T}, \text { gon }}^{I}=\frac{P_{\mathrm{T}, \text { gon }}}{1+\frac{\left(C_{\mathrm{E} 2 \mathrm{ER}, \text { gon }}+C_{\mathrm{EE} 2 \mathrm{R}, \text { gon }}\right)}{K_{\mathrm{T}}}} \tag{13}
\end{equation*}
$$

The production of $\mathrm{E}_{2}$ in gonads was formulated using a Michaelis-Menten kinetic equation (equation 14). The substrate for $\mathrm{E}_{2}$ production is T , and the process is catalyzed by gonad aromatase.

$$
\begin{equation*}
P_{\mathrm{E} 2, \mathrm{gon}}=\frac{\mathrm{Vmax}_{\text {aro,gon }} C_{\mathrm{T}, \text { gon }}}{\mathrm{Km}_{\text {aro,gon }}+C_{\mathrm{T}, \mathrm{gon}}} \tag{14}
\end{equation*}
$$

In equation $14, P_{\mathrm{E} 2, \text { gon }}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of $\mathrm{E}_{2}$ in gonad; Vmax aro,gon ( $\mathrm{nmol} / \mathrm{hr}$ ) is the maximum production rate of $\mathrm{E}_{2}$ by gonad aromatase; $\mathrm{Km}_{\text {arogon }}(\mathrm{nmol} / \mathrm{L}$ ) is the Michaelis-Menten constant of gonad aromatase for $\mathrm{E}_{2}$ production; $C_{\mathrm{T}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of T in gonads.

The production of KT in gonads was formulated using a Michaelis-Menten kinetic equation (equation 15). The substrate for KT production is T , and the process is catalyzed by $11 \beta-\mathrm{HSD}$ (Ge et al., 1997).

$$
\begin{equation*}
P_{\mathrm{KT}, \mathrm{gon}}=\frac{\operatorname{Vmax}_{11 \mathrm{bHSD}, \mathrm{gon}} C_{\mathrm{T}, \mathrm{gon}}}{\mathrm{Km}_{11 \mathrm{bHSD}, \text { gon }}+C_{\mathrm{T}, \text { gon }}} \tag{15}
\end{equation*}
$$

In equation $15, P_{\mathrm{KT}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of KT in gonads; $\mathrm{Vmax}_{11 \mathrm{bHSD}, \mathrm{gon}}$ $(\mathrm{nmol} / \mathrm{hr})$ is the maximum production rate of KT by $11 \beta-\mathrm{HSD} ; \mathrm{Km}_{11 b \mathrm{bSD}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the Michaelis-Menten constant of $11 \beta$-HSD for KT production.

### 2.5.5 Equations in the Liver compartment

In liver, an ER self-regulation process was simulated. When $\mathrm{E}_{2}$-ER or $\mathrm{EE}_{2}$-ER combine to form a dimer, the dimer binds to EREs on the regulation sequence of the ER gene, and stimulates ER protein synthesis. We assumed a background production rate of ER based on published experiments in rainbow trout hepatocytes (Flouriot et al., 1997; Flouriot et al., 1996) which showed that when $E_{2}$ concentration was 0 , ER mRNA was present at a low level. When ERs are produced, some ERs will again bind to $\mathrm{E}_{2}$ or $\mathrm{EE}_{2}$, while some ERs will be subject to degradation. The mass balance for the whole process is listed in equation 16.

$$
\begin{align*}
& \frac{d\left(C_{\text {ER,liv }} V_{\text {liv }}\right)}{d t}=\mathrm{Pbg}_{\text {ER,liv_liv }} V_{\text {liv }}+k_{\text {ER,liv }}\left(C_{\text {E2ER_Liv }}+C_{\text {EE2ER_Liv }}\right) V_{\text {liv }} \\
& -\left(k_{1 \_ \text {EE2ER,liv }} C_{\text {EE } 2, \text { liv }} C_{\text {ER,liv }}-K_{\text {d_EE2ER,liv }} k_{1 \_ \text {EE2ER,liv }} C_{\text {EE2ER,liv }}\right) V_{\text {liv }}  \tag{16}\\
& -\left(k_{1 \_ \text {E2ER,liv }} C_{\text {E } 2, \text { Iv }} C_{\text {ER,liv }}-K_{\text {d_E2ER,liv }} k_{1 \_ \text {E2ER,liv }} C_{\text {E2ER,liv }}\right) V_{\text {liv }} \\
& -\operatorname{kelim}_{\mathrm{ER}, \text { liv }} C_{\mathrm{ER}, \text { liv }} V_{\text {liv }}
\end{align*}
$$

where, $C_{\mathrm{ER}, \mathrm{liv}}(\mathrm{nmol} / \mathrm{L})$ is the free ER concentration in liver; $\mathrm{Pbg}_{\mathrm{ER}, \mathrm{liv}}(\mathrm{nmol} / / \mathrm{L} / \mathrm{hr})$ is the background production rate of ER in liver; $V_{\text {liv }}(\mathrm{L})$ is the volume of liver; $k_{\mathrm{ER}, \mathrm{liv}}(1 / \mathrm{hr})$ is the induction rate constant for ER production by $\mathrm{E}_{2}-\mathrm{ER}$ or $\mathrm{EE}_{2}$-ER complexes; $C_{\text {E2ER_liv }}$ ( $\mathrm{nmol} / \mathrm{L}$ ) is the concentration of $\mathrm{E}_{2}$-ER complex in liver; $C_{\text {EE2ER_liv }}(\mathrm{nmol} / \mathrm{L}$ ) is the concentration of $\mathrm{EE}_{2}$ - ER complex in liver; $\operatorname{kelim}_{\mathrm{ER}, \mathrm{liv}}(1 / \mathrm{hr})$ is the elimination rate constant for free ER; the term $\left(k_{1 \_E E 2 E R i v} C_{\mathrm{EE} 2 \text { liv }} C_{\mathrm{ER}, \mathrm{liv}}-K_{\mathrm{d} \_ \text {EE2ERljiv }} k_{1 \_\mathrm{EE} 2 \mathrm{ERjv}} C_{\mathrm{EE} 2 \mathrm{ERliv}}\right) V_{\text {liv }}$ represents the rate of
 represents the rate of ER binding to $\mathrm{E}_{2} ; \operatorname{kelim}_{\mathrm{ER}, \mathrm{liv}} C_{\mathrm{ER}, \mathrm{liv}} V_{\text {liv }}$ is the rate of free ER elimination in liver.

In our model, another process regulated by $\mathrm{E}_{2}-\mathrm{ER}$ and $\mathrm{EE}_{2}-\mathrm{ER}$ is VTG production in liver. When $\mathrm{E}_{2}-\mathrm{ER}$ or $\mathrm{EE}_{2}-\mathrm{ER}$ combine to form a dimer, the dimer binds to EREs on the regulation sequence of VTG gene, and stimulates the synthesis of VTG protein. In our model, we assumed that the VTG production process could be simulated using a Hill equation dependent upon the concentration of bound ER ( $\mathrm{E}_{2}-\mathrm{ER}$ or $\mathrm{EE}_{2}-\mathrm{ER}$ complexes).

$$
\begin{equation*}
P_{\mathrm{Vtg}, \text { liv }}=\frac{\operatorname{Vmax}_{\mathrm{Vtg}, \text { liv }}\left(C_{\mathrm{E} 2 E R, \text { liv }}+C_{\mathrm{EE} 2 \mathrm{ER}, \text { liv }}\right)^{n_{\mathrm{vg}}}}{\mathrm{~K}_{0.5 \mathrm{VV}, \mathrm{Vg}, \text { liv }}+\left(C_{\mathrm{E} 2 E R, \text { liv }}+C_{E E 2 E R, \text { liv }}\right)^{n_{\mathrm{Vig}}}} \tag{17}
\end{equation*}
$$

where $P_{\mathrm{Vtg}, \mathrm{liv}}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of VTG in liver; $\mathrm{Vmax}_{\mathrm{Vtg}, \mathrm{liv}}(\mathrm{nmol} / \mathrm{hr})$ is the maximum production rate of VTG in liver; $\mathrm{K}_{0.5 \mathrm{Vtg} \text {, liv }}(\mathrm{nmol} / \mathrm{L}$ ) is the concentration of bound ER which gives a production rate equal to half of the $\mathrm{Vmax}_{\mathrm{Vtg}, \mathrm{liv}}$; and $n_{\mathrm{Vtg}}$ is Hill coefficient for VTG production.

To compare our model predicted total liver concentration of $\mathrm{EE}_{2}$ to measured experimental data, we calculated the total concentration of $\mathrm{EE}_{2}$ in dry liver tissue as shown in equation 18 :

$$
\begin{equation*}
C_{\text {EE2tot,liv_dry_ngg }}=\left(C_{\text {EE2,liv }}+C_{\text {EE2ER,liv }}\right) \times \operatorname{Conv}_{\text {EE2,nmolL_ngg }} \div 0.3 \tag{18}
\end{equation*}
$$

where, $C_{\text {EE2tot,liv_dry_ng/g }}$ is the total $\mathrm{EE}_{2}$ concentration in dry liver tissue ( $\mathrm{ng} \mathrm{EE}_{2} / \mathrm{g}$ dry liver tissue); $C_{\mathrm{EE} 2 \text {,liv }}$ is the concentration of free $\mathrm{EE}_{2}$ in wet liver tissue ( $\mathrm{nmol} \mathrm{EE}_{2} / \mathrm{L}$ wet
liver tissue); $C_{\mathrm{EE} 2 \mathrm{ER}, \text { liv }}$ is the concentration of $\mathrm{EE}_{2}$ bound to estrogen receptor in wet liver tissue ( $\mathrm{nmol} \mathrm{EE}_{2} \mathrm{ER}$ complex /L wet liver tissue), and $\operatorname{Conv}_{\mathrm{EE} 2, \mathrm{nmol} / \mathrm{L} \_\mathrm{ng} / \mathrm{g}}(=0.296)$ is a constant to convert $\mathrm{EE}_{2}$ from $\mathrm{nmol} / \mathrm{L}$ to $\mathrm{ng} / \mathrm{g}$. To convert wet liver tissue $\mathrm{EE}_{2}$ concentration to dry liver tissue $\mathrm{EE}_{2}$ concentration, a conversion factor ( $=0.3$ ) is used since approximately $70 \%$ of liver tissue is water, and after being dried only $30 \%$ of the original tissue mass remains.

### 2.5.6 Equations in the Other compartment

The elimination of $\mathrm{EE}_{2}, \mathrm{E}_{2}, \mathrm{~T}, \mathrm{KT}, \mathrm{VTG}$, and LH from the "other" tissue compartment was assumed to follow first order reaction kinetics (equation 19).

$$
\begin{equation*}
R_{i, \text { oth }}=k_{i, \text { oth }} C_{i, \text { oth }} V_{\text {oth }} \tag{19}
\end{equation*}
$$

where $R_{i, \text { oth }}(\mathrm{nmol} / \mathrm{hr})$ is the elimination rate of free compound $i$ (e.g., $\mathrm{EE}_{2}, \mathrm{E}_{2}$, T , KT, VTG, LH) in the "other" compartment; $k_{i, 0 \text { oth }}(1 / \mathrm{hr})$ is the elimination rate constant for free compound $i$ in the "other" compartment; $C_{i, \text { oth }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of the free compound $i$ in the "other" compartment; and $V_{\text {oth }}(1 / \mathrm{L})$ is the volume of the "other" compartment;

The $\mathrm{E}_{2}$ injection experiments in the "other" compartment were simulated using a PerDose function (equation 20); where $P_{\mathrm{E} 2, \text { oth }}(\mathrm{nmol} / \mathrm{hr})$ is the injection rate of $\mathrm{E}_{2}$ in the "other' compartment as a function of time; ' $\operatorname{Mag}_{\mathrm{E}_{2}}{ }^{\prime}(\mathrm{nmol} / \mathrm{hr})$ is the injection magnitude of $\mathrm{E}_{2}$; ' $\operatorname{Per}_{\mathrm{E} 2}$ ' (hr) is the whole period of one $\mathrm{E}_{2}$ injection experiment; ' $\mathrm{IniT}_{\mathrm{E} 2}$ ' (hr) is the time when $\mathrm{E}_{2}$ injection starts in one experiment; and ' $\operatorname{Exp}^{\mathrm{E} 2}$ ' $(\mathrm{hr})$ is the $\mathrm{E}_{2}$ injection time in one experiment (set as 2 seconds). The equation 20 describes that $\mathrm{E}_{2}$ injection begins at time ' $\mathrm{IniT}_{\mathrm{E} 2}$ ' in the period ' $\mathrm{Per}_{\mathrm{E} 2}$ ' and lasts for ' $\mathrm{Exp}_{\mathrm{E} 2}$ ' (2 seconds) time units (Figure 2.9).

$$
\begin{equation*}
P_{\mathrm{E} 2, \text { oth }}=\operatorname{PerDose}\left(\mathrm{Mag}_{\mathrm{E} 2}, \operatorname{Per}_{\mathrm{E} 2}, \operatorname{IniT}_{\mathrm{E} 2}, \operatorname{Exp}_{\mathrm{E} 2}\right) \tag{20}
\end{equation*}
$$

To compare our model predicted total concentration of $\mathrm{EE}_{2}$ in carcass to measured experimental data, we calculated the total concentration of $\mathrm{EE}_{2}$ in dry carcass as shown in equation 21 :
where, $C_{\text {EE2tot,car_dry_ng/g }}$ is the total $\mathrm{EE}_{2}$ concentration in dry carcass (ng $\mathrm{EE}_{2} / \mathrm{g}$ dry carcass); $C_{\mathrm{EE} 2 \text {,oth }}$ is the concentration of free $\mathrm{EE}_{2}$ in wet carcass ( $\mathrm{nmol}_{\mathrm{EE}}^{2} 2 / \mathrm{L}$ wet carcass) (We did not include any estrogen receptor in the 'other' tissue in our model, and all $\mathrm{EE}_{2}$ in the 'other' tissue are free $\mathrm{EE}_{2}$ ); and $\operatorname{Conv}_{\mathrm{EE} 2, \mathrm{nmol/L} \_\mathrm{ng} / \mathrm{g}}(=0.296)$ is a constant to convert $\mathrm{EE}_{2}$ from nmol/L to $\mathrm{ng} / \mathrm{g}$. To convert wet carcass $\mathrm{EE}_{2}$ concentration to dry carcass $\mathrm{EE}_{2}$ concentration, a conversion factor ( $=0.3$ ) is used since approximately $70 \%$ of carcass tissue is water, and after being dried only $30 \%$ of the original tissue mass remains.

### 2.5.7 Equations in the Venous Blood compartment

In the compartment of venous blood, we simulated the association and dissociation processes of $\mathrm{E}_{2}$ and T to SBPs. SBPs in the blood can bind to steroid hormones, serving as a reservoir and regulating the bioavailability and distribution of steroid hormones to other tissues. The general formulation of the processes was described in equation 2.

The total concentration of $E_{2}$ in venous blood was calculated as free $E_{2}$ concentration plus the $\mathrm{SBP}-$ bound $\mathrm{E}_{2}$ concentration, as shown in equation 3. In a same way, we calculated the total T concentration in venous blood.

The total concentrations of $\mathrm{E}_{2}$ and T in plasma were calculated using equation 22 .

$$
\begin{equation*}
C_{\text {itot, plasma_ngml }}=\left(C_{\mathrm{i}, \text { ven }}+C_{\text {iSSP, ven }}\right) \div \mathrm{frc}_{\text {plasma_vemus }} \times \text { Conv }_{\mathrm{i}, \text { nmol/_ngml }} \tag{22}
\end{equation*}
$$

where, $C_{\text {itot,plasma_ng/ml }}$ is the total concentration of chemical $i$ in plasma (ng chemical $i / \mathrm{ml}$ plasma, and $i$ can be $\mathrm{E}_{2}$ or T ); $C_{\mathrm{i}, \text { ven }}$ is the concentration of free chemical $i$ in venous blood (nmol chemical $i / \mathrm{L}$ venous blood); $C_{\text {iSBP_ven }}$ is the concentration of chemical $i$ bound to SBP in venous blood (nmol chemical $i$-SBP complex /L venous blood); frc $_{\text {plasma_venous }}$ is the fraction of plasma to blood by volume; Conv $_{\mathrm{i}, \mathrm{nmol} / \mathrm{L}_{\_} \mathrm{ng} / \mathrm{ml}}$ is a conversion constant for chemical $i$ (for $\mathrm{E}_{2}$, its value is 0.272 ; for T , its value is 0.288 ) to convert from nmol/L to $\mathrm{ng} / \mathrm{mL}$.

### 2.5.8 Assumptions for Arterial blood

In arterial blood, we set the concentrations of both free and bound compound $i$ equal to those in venous blood compartment, unless there is a water exposure of compound $i$. When a water exposure of compound $i$ presents, we use equation 6 to calculate the concentration of free compound $i$ in arterial blood.

### 2.5.9 Differential equation list

## Brain

$\frac{d\left(C_{\text {EE2ERrrn }}\right)}{d t}=k_{1 \_ \text {EE2ERTrn }} C_{\text {EE } 2 \text { rrn }} C_{\text {ERbrn }}-K_{\text {d_EE2ERTr }} k_{1 \_ \text {EE2ERrn }} C_{\text {EE2ERrtrn }}$

$\frac{d\left(C_{\mathrm{LHbrn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CArt}_{\mathrm{LH}}-C_{\mathrm{LHbrn}}\right)+\rho_{\mathrm{LHbrn}} C_{\mathrm{E} 2 b r n} V_{\mathrm{brn}}+\operatorname{PerDose}\left(\operatorname{Mag}_{\mathrm{LH}}, \operatorname{Per}_{\mathrm{LH}}, \operatorname{IniT}_{\mathrm{LH}}, \operatorname{ExpT}_{\mathrm{LH}}\right)$
$\frac{d\left(C_{\mathrm{T}, \mathrm{brn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T}, \mathrm{brn}}}{\lambda_{\mathrm{T}, \mathrm{brn}}}\right)-\frac{\operatorname{Vmax}_{\text {arob,rn }} C_{\mathrm{T}, \mathrm{brn}}}{\mathrm{Km}_{\text {arobbn }}+C_{\mathrm{T}, \mathrm{brn}}}$
$\frac{d\left(C_{\mathrm{KT}, \text { brm }} V_{\text {brn }}\right)}{d t}=F_{\text {brn }}\left(\mathrm{CArt}_{\text {KT }}-\frac{C_{\text {KT,brn }}}{\lambda_{\text {KT,brn }}}\right)$
$\frac{d\left(C_{\mathrm{E} 2, \text { br }} V_{\text {brn }}\right)}{d t}=F_{\text {brn }}\left(\mathrm{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \text { brn }}}{\lambda_{\mathrm{E} 2, \text { brn }}}\right)+\frac{\operatorname{Vmax}_{\text {arobbr }} C_{\mathrm{T}, \text { brn }}}{\mathrm{Km}_{\text {arobrn }}+C_{\mathrm{T}, \text { brn }}}$
$-V_{\text {brn }}\left(k_{1 \_ \text {E2eE,brn }} C_{\text {E2,brn }} C_{\text {ER,brn }}-K_{\text {d_E2ER,brn }} k_{1 \_ \text {E2eR,brn }} C_{\text {E2ER,brn }}\right)$
$\frac{d\left(C_{\mathrm{Vtgbrn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CAr}_{\mathrm{vtg}}-C_{\mathrm{Vtgbrn}}\right)$
$\frac{d\left(C_{\text {EE2,brr }} V_{\text {brn }}\right)}{d t}=F_{\text {brn }}\left(\mathrm{CArt}_{\text {EE2 } 2}-\frac{C_{\text {EE } 2, b r n}}{\lambda_{\text {EE2,brn }}}\right)-V_{\text {brn }}\left(k_{1 \_ \text {EE2ER,brn }} C_{\text {EE2,brn }} C_{\text {ER,brn }}-K_{\text {d_EE2ER,brn }} k_{1 \_ \text {EE2ER,brn }} C_{\text {EE2ER,brn }}\right)$

## Gonad

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{LHLR}, \mathrm{go}}\right)}{d t}=k_{1 \_ \text {LHLR,g }} C_{\mathrm{fLH}, \mathrm{go}} C_{\mathrm{LR}, \mathrm{gon}}-K_{\mathrm{d} \_ \text {LHLR,g }} k_{\mathrm{k} \_\mathrm{LHLR}, \mathrm{~g}} C_{\mathrm{LHLR}, \mathrm{go}} \\
& \frac{d\left(C_{\mathrm{EE} 2 \mathrm{ER}, \mathrm{~g} 0}\right)_{1}}{d t}=k_{1 \_ \text {EE2ER,g }} C_{\mathrm{EE} 2, \mathrm{go}} C_{\mathrm{ER}, \mathrm{gon}}-K_{\mathrm{d} \_ \text {EE2ER,g }} k_{1 \_ \text {EE2ER,g }} C_{\text {EE2ER,go }}
\end{aligned}
$$

## Liver

$$
\frac{d\left(C_{\mathrm{ER}, \mathrm{liv}}\right)}{d t}=\mathrm{Pbg}_{\mathrm{ER}, \text { liv }}+k_{\text {ER,liv }}\left(C_{\text {E2ER_Liv }}+C_{\text {EE2ER_Liv }}\right)-\left(k_{1 \_ \text {EE2ER,liv }} C_{\text {EE2 }, \text { liv }} C_{\text {ER,liv }}-K_{\mathrm{d} \_ \text {EE2ER,liv }} k_{1 \_E E 2 E R, \text { liv }} C_{\text {EE2ER,liv }}\right)
$$

$$
-\left(k_{1 \_ \text {E2ER,liv }} C_{\text {E2,liv }} C_{\text {ER,liv }}-K_{\text {d_E2ER,liv }} k_{1 \_ \text {_E2ER,liv }} C_{\text {E2ER,liv }}\right)-\operatorname{kelim}_{\text {ER,liv }} C_{\text {ER,liv }}
$$

$$
\frac{d\left(C_{\mathrm{EE} 2 \mathrm{ER}, \mathrm{l}, \mathrm{i}}\right.}{d t}=k_{1 \_\mathrm{EE} 2 \mathrm{ERv}} C_{\mathrm{EE} 2, \mathrm{li}} C_{\mathrm{ER}, \mathrm{liv}}-K_{\mathrm{d} \_ \text {EE2ERy }} k_{1 \_E E 2 E R 4} C_{\mathrm{EE} 2 \mathrm{ER}, \mathrm{Ii}}
$$

$$
\frac{d\left(C_{\mathrm{LH}, \mathrm{li}} V_{\mathrm{liv}}\right)}{d t}=F_{\mathrm{liv}}\left(\mathrm{CArt}_{\mathrm{LH}}-C_{L H, l i v}\right)
$$

$$
\frac{d\left(C_{\mathrm{T}, \mathrm{liv}} V_{\mathrm{liv}}\right)}{d t}=F_{\mathrm{liv}}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T}, \mathrm{liv}}}{\lambda_{\mathrm{T}, \mathrm{liv}}}\right)
$$

$$
\frac{d\left(C_{\mathrm{KT}, \mathrm{liV}} V_{\mathrm{liv}}\right)}{d t}=F_{\mathrm{liv}}\left(\mathrm{CArt}_{\mathrm{KT}}-\frac{C_{\mathrm{KT}, \mathrm{liv}}}{\lambda_{\mathrm{KT}, \mathrm{liv}}}\right)
$$

$$
\frac{d\left(C_{\mathrm{E} 2, \mathrm{liv}} V_{\text {liv }}\right)}{d t}=F_{\text {liv }}\left(\mathrm{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \text { liv }}}{\lambda_{\mathrm{E} 2, \text { liv }}}\right)-V_{\text {liv }}\left(k_{1 \_ \text {E2ER,liv }} C_{\mathrm{E} 2, \text { liv }} C_{\mathrm{ER}, \text { liv }}-K_{\mathrm{d} \_\mathrm{E} 2 \mathrm{ER}, \text { liv }} k_{1 \_ \text {E2ER,liv }} C_{\mathrm{E} 2 E R, \text { liv }}\right)
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {E2ER,gon }}\right)}{d t}=k_{1-E 2 E R, g} C_{\text {EE2,goon }} C_{\text {ER,gon }}-K_{\mathrm{d}_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{~g} \text { gil_E2ER,g }} C_{\text {EE2ER,go }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{T}, \text { gon }} V_{\mathrm{gon}}\right)}{d t}=F_{\mathrm{gon}}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{\left.C_{\mathrm{T}, \mathrm{gon}}\right)}{\lambda_{\mathrm{T}, \mathrm{gon}}}-\frac{\mathrm{Vmax}_{\mathrm{tlbHSD}, \mathrm{gon}} C_{\mathrm{T}, \text { gon }}}{\mathrm{Km}_{\text {l1bHSD,gon }}+C_{\mathrm{T}, \mathrm{gon}}}-\frac{\mathrm{Vmax}_{\mathrm{aro}, \mathrm{gon}} C_{\mathrm{T}, \text { gon }}}{\mathrm{Km}_{\text {aro,gon }}+C_{\mathrm{T}, \mathrm{gon}}}\right. \\
& +\frac{\mathrm{Vmax}_{\mathrm{sc}, \text { gon }} C_{\mathrm{Cho}}^{\mathrm{n}_{\mathrm{T}}} \mathrm{gon}}{\mathrm{~K}_{0.5 \mathrm{Sc}, \text { gon }}^{\mathrm{n}_{\mathrm{T}}}+C_{\mathrm{Chol}, \text { gon }}^{\mathrm{n}_{\mathrm{r}}}} \div\left(1+\frac{C_{\mathrm{E} 2 \mathrm{RR}, \text { gon }}+C_{\text {EE2ER,gon }}}{K_{\mathrm{T}}}\right) \\
& \frac{d\left(C_{\mathrm{KT}, \text { gon }} V_{\text {gon }}\right)}{d t}=F_{\mathrm{gon}}\left(\mathrm{CArt}_{\mathrm{KT}}-\frac{C_{\mathrm{KT}, \mathrm{gon}}}{\lambda_{\mathrm{KT}, \mathrm{gon}}}\right)+\frac{\mathrm{Vmax}_{1 \mathrm{lbHSD}, \mathrm{~g}} C_{\mathrm{K}, \text { gon }}}{\mathrm{Km}_{11 \mathrm{bHSD}, \mathrm{got}} C_{\mathrm{T}, \mathrm{gon}}} \\
& \frac{d\left(C_{\mathrm{E} 2, \text { gon }} V_{\mathrm{gon}}\right)}{d t}=F_{\text {gon }}\left(\mathrm{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \text { gon }}}{\lambda_{\mathrm{E} 2, \text { gon }}}\right)+\frac{\mathrm{Vmax}_{\text {aro,gon }} C_{\mathrm{T}, \text { gon }}}{\mathrm{Km}_{\text {aro,gon }}+C_{\mathrm{T}, \mathrm{gon}}} \\
& -V_{\text {gon }}\left(k_{1 \_E 2 E R, \text { gon }} C_{\text {E2,gon }} C_{\text {ER,gon }}-K_{\text {d_E2ER,gon }} k_{1 \_E 2 E R, \text { gon }} C_{\text {E2ER,gon }}\right) \\
& \frac{d\left(C_{\mathrm{vtg}, \mathrm{gol}} V_{\mathrm{gon}}\right)}{d t}=F_{\mathrm{gon}}\left(\mathrm{CArt}_{\mathrm{vtg}}-C_{\mathrm{vtg}, \mathrm{gon}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{EE} 2, \text { liv }} V_{\text {liv }}\right)}{d t}=F_{\text {liv }}\left(\mathrm{CArt}_{\text {EE2 } 2}-\frac{C_{\text {EE2 ,_iv }}}{\lambda_{\text {EE2,liv }}}\right)-V_{\text {liv }}\left(k_{1 \_ \text {EE2ER,liv }} C_{\text {EE2,liv }} C_{\text {ER,liv }}-K_{\mathrm{d} \_ \text {EE2ER,liv }} k_{1 \_ \text {EE2ER,liv }} C_{\text {EE2ER,liv }}\right)
\end{aligned}
$$

## Other

$\frac{d\left(C_{\mathrm{LH}, \mathrm{ott}} V_{\text {oth }}\right)}{d t}=F_{\mathrm{oth}}\left(\mathrm{CArt}_{\mathrm{LH}}-C_{\mathrm{LH}, \mathrm{oth}}\right)-\operatorname{kelim}_{\mathrm{LH}, \mathrm{ot}} F_{\mathrm{LH}, \mathrm{ot} V_{\mathrm{oth}}}$
$\frac{d\left(C_{\mathrm{T}, \text { ohh }} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T}, \text { ohh }}}{\lambda_{\mathrm{T}, \text { ohh }}}\right)-\operatorname{kelim}_{\mathrm{T}, \text { ohh }} C_{\mathrm{T}, \text { ooh }} V_{\text {oth }}$
$\frac{d\left(C_{\mathrm{KT}, \text { ohh }} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{KT}}-\frac{C_{\mathrm{KT}, \text { ohh }}}{\lambda_{\mathrm{KT}, \text { oth }}}\right)-\operatorname{kelim}_{\mathrm{KT}, \text { oth }} C_{\mathrm{KT}, \text { oth }} V_{\text {oth }}$
$\frac{d\left(C_{\mathrm{E} 2, \text { ohh }} V_{\mathrm{oth}}\right)}{d t}=F_{\text {oth }}\left(\operatorname{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \text { oth }}}{\lambda_{\mathrm{E} 2, \text { ohh }}}\right)-\operatorname{kelim}_{\mathrm{E} 2, \text { ohh }} C_{\mathrm{E} 2, \text { oth }} V_{\mathrm{oth}}+\operatorname{PerDose}\left(\operatorname{Mag}_{\mathrm{E} 2}, \operatorname{Per}_{\mathrm{E} 2}, \operatorname{IniT}_{\mathrm{E} 2}, \operatorname{ExpT}_{\mathrm{E} 2}\right)$
$\frac{d\left(C_{\mathrm{Vtg}, \mathrm{ot}} \mathrm{Y}_{\mathrm{oth}}\right)}{d t}=F_{\mathrm{oth}}\left(\mathrm{CArt}_{\mathrm{vtg}}-C_{\mathrm{Vtg}, \mathrm{oth}}\right)-\mathrm{kelim}_{\mathrm{Vtg}, \text { ott }} C_{\mathrm{Vtg}, \mathrm{otH}} \mathrm{V}_{\mathrm{oth}}$
$\frac{d\left(C_{\mathrm{EE} 2, \text { oh }} V_{\mathrm{oh}}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{EE} 2}-\frac{C_{\mathrm{EE} 2, \text { oth }}}{\lambda_{\mathrm{EE} 2, \text { oh }}}\right)-\operatorname{kelim}_{\mathrm{EE} 2, \text { oth }} C_{\mathrm{EE} 2, \text { ohh }} V_{\text {oth }}$

## Venous blood

$$
\begin{aligned}
& \frac{d\left(C_{\text {TSBPyen }}\right)}{d t}=k_{1 \_ \text {TSBPe,en }} C_{\text {T,ven }} C_{\text {SBPyen }}-K_{\text {d_TSBBe,en }} k_{1 \_ \text {TSBB }, \text { en }} C_{\text {TSBPyen }} \\
& \frac{d\left(C_{\mathrm{E} 2, \text { ven }} V_{\mathrm{ven}}\right)}{d t}=F_{\text {oth }} \frac{C_{\mathrm{E} 2, \text { oth }}}{\lambda_{\mathrm{E} 2, \text { oth }}}+F_{\text {liv }} \frac{C_{\mathrm{E} 2, \text { liv }}}{\lambda_{\mathrm{E} 2, \text { liv }}}+F_{\text {brn }} \frac{C_{\mathrm{E} 2, \text { brn }}}{\lambda_{\mathrm{E} 2, \text { brn }}}+F_{\text {gon }} \frac{C_{\mathrm{E} 2, \text { gon }}}{\lambda_{\mathrm{E} 2, \text { gon }}}-F_{\mathrm{car}} C_{\mathrm{E} 2, \text { ven }} \\
& -V_{\text {ven }}\left(k_{1 \_E 2 S B P, \text { ven }} C_{\text {E2, ven }} C_{\text {SBP, ven }}-K_{\text {d_E2SBP, ven } k_{1 \_E 2 S B P, ~ v e n ~}} C_{\text {E2SBP, ven }}\right) \\
& \frac{d\left(C_{\mathrm{T}, \text { ven }} V_{\mathrm{ven}}\right)}{d t}=F_{\text {oth }} \frac{C_{\mathrm{T}, \text { oth }}}{\lambda_{\mathrm{T}, \text { oth }}}+F_{\mathrm{liv}} \frac{C_{\mathrm{T}, \mathrm{liv}}}{\lambda_{\mathrm{T}, \mathrm{liv}}}+F_{\mathrm{brn}} \frac{C_{\mathrm{T}, \mathrm{brn}}}{\lambda_{\mathrm{T}, \mathrm{brn}}}+F_{\mathrm{gon}} \frac{C_{\mathrm{T}, \mathrm{gon}}}{\lambda_{\mathrm{T}, \mathrm{gon}}}-F_{\mathrm{car}} C_{\mathrm{T}, \mathrm{ven}} \\
& -V_{\text {ven }}\left(k_{1 \_ \text {TSBP,ven }} C_{\mathrm{T}, \text { ven }} C_{\mathrm{SBP}, \text { ven }}-K_{\mathrm{d} \_ \text {TSBP,ven }} k_{1_{-} \text {TSBP, ven }} C_{\text {TSBP, ven }}\right) \\
& C_{\mathrm{LH}, \text { ven }} V_{\text {ven }}=F_{\text {oth }} C_{\mathrm{LH}, \text { oth }}+F_{\text {liv }} C_{\mathrm{LH}, \text { liv }}+F_{\text {brn }} C_{\mathrm{LH}, \text { brn }}+F_{\text {gon }} C_{\mathrm{LH}, \text { gon }}
\end{aligned}
$$

## Arterial blood

$$
\mathrm{CArt}_{\mathrm{E} 2}=C_{\mathrm{E} 2 \text {,ven }}
$$

$$
\mathrm{CArt}_{\text {E2SBP }}=C_{\mathrm{E} 2 \mathrm{SBP}, \text { ven }}
$$

$$
\mathrm{CArt}_{\mathrm{T}}=C_{\mathrm{T}, \mathrm{ven}}
$$

$$
\mathrm{CArt}_{\mathrm{TSBP}}=C_{\mathrm{TSBP}, \mathrm{ven}}
$$

$$
\operatorname{CArt}_{\mathrm{LH}}=C_{\mathrm{LH}, \mathrm{ven}}
$$

$$
\mathrm{CArt}_{\mathrm{VTG}}=C_{\mathrm{VTG}, \mathrm{ven}}
$$

$$
\mathrm{CArt}_{\mathrm{KT}}=C_{\mathrm{KT}, \mathrm{ven}}
$$

$$
\mathrm{CArt}_{\mathrm{EE} 2}=\frac{\mathrm{FW}_{\mathrm{gil}} \times C_{\mathrm{EE} 2, \mathrm{H} 2 \mathrm{O}}+F_{\mathrm{car}} \times C_{\mathrm{EE} 2, \mathrm{ven}}}{F_{\mathrm{car}}+\frac{\mathrm{FW}_{\mathrm{gil}}}{\lambda_{\mathrm{EE} 2, \mathrm{bld}}}}
$$

$$
\begin{aligned}
& C_{\mathrm{VTG}, \mathrm{ven}} V_{\mathrm{ven}}=F_{\mathrm{oth}} C_{\mathrm{VTG}, \text { oth }}+F_{\mathrm{liv}} C_{\mathrm{VTG}, \mathrm{liv}}+F_{\mathrm{brn}} C_{\mathrm{VTG}, \mathrm{brn}}+F_{\mathrm{gon}} C_{\mathrm{VTG}, \text { gon }} \\
& C_{\mathrm{EE} 2, \text { ven }} V_{\text {ven }}=F_{\text {oth }} \frac{C_{\mathrm{EE} 2, \text { ohh }}}{\lambda_{\mathrm{EE} 2, \text { oth }}}+F_{\text {liv }} \frac{C_{\mathrm{EE} 2, \text { liv }}}{\lambda_{\mathrm{EE} 2, \text { liv }}}+F_{\text {brr }} \frac{C_{\mathrm{EE} 2, \text { brn }}}{\lambda_{\mathrm{EE} 2, \text { brn }}}+F_{\text {gon }} \frac{C_{\mathrm{EE} 2, \text { gon }}}{\lambda_{\mathrm{EE} 2, \text { gon }}} \\
& C_{\mathrm{KT}, \mathrm{ven}} V_{\mathrm{ven}}=F_{\text {oth }} \frac{C_{\mathrm{KT}, \text { oth }}}{\lambda_{\mathrm{KT}, \text { oth }}}+F_{\text {liv }} \frac{C_{\mathrm{KT}, \mathrm{liv}}}{\lambda_{\mathrm{KT}, \mathrm{liv}}}+F_{\text {brn }} \frac{C_{\mathrm{KT}, \text { brn }}}{\lambda_{\mathrm{KT}, \text { brn }}}+F_{\text {gon }} \frac{C_{\mathrm{KT}, \text { gon }}}{\lambda_{\mathrm{KT}, \text { gon }}}
\end{aligned}
$$

## CHAPTER 3

# A Computational Model of the Hypothalamic - Pituitary Gonadal Axis in Female FHMs Exposed to $\mathrm{EE}_{2}$ and TB 

Adapted from a manuscript in preparation: Li Z., Kroll K., Jensen K., Villeneuve D., Ankley G., Ekman D., Collette T., Brian J., Sepulveda M., Orlando E., Lazorchak J., Kostich M., Armstrong B., Denslow N., Watanabe K.

### 3.1 Introduction

Besides estrogenic EDCs (e.g., $\mathrm{EE}_{2}$ and $\mathrm{E}_{2}$ ), androgenic EDCs (e.g., TB) have also been found in the aquatic environment, and are known to affect fish reproduction. TB is a relatively stable metabolic product of trenbolone acetate, a synthetic androgen used as a growth promoter in livestock (e.g., cattle). TB enters the environment mainly as runoff from livestock feedlots. Schiffer et al. (2001) reported that the TB concentration in effluents of solid cattle dung was around $19 \mathrm{ng} / \mathrm{L}$. Durhan et al. (2006) studied a cattle feedlot located in southwest central Ohio, and reported that the TB concentration in feedlot discharge was between 10 and $20 \mathrm{ng} / \mathrm{L}$. TB has a high binding affinity for the AR. Exposure to TB at concentrations similar to those found in the environment decreases egg production in FHM in conjunction with changes in plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}$, and VTG in females (Ankley et al., 2003). Interestingly, concentration-response relationships for the alterations in $\mathrm{E}_{2}, \mathrm{~T}$ and VTG were not monotonic, exhibiting a "U-shaped" nature (Ankley et al., 2003).

To better understand the dynamics of the HPG axis in female FHMs and to evaluate risks of both estrogenic and androgenic EDC exposure, we developed a
physiologically based computational model to simulate key reproductive endpoints, such as plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}$, and VTG, in unexposed, TB-, or $\mathrm{EE}_{2}$-exposed adult female FHMs. The model simulates absorption, distribution, and elimination of TB and $\mathrm{EE}_{2}$, and converts their concentrations in exposure water to tissue concentrations. Through taking into account physiological characteristics of FHMs, the model predicts reproductive endpoints through modeling biochemical pathways and reactions. After being calibrated using MCMC simulations, the model predicted independent experimental data well. For more than $80 \%$ of the simulation results, the $95 \%$ CIs of model predictions encompassed the median of the experimental data. We concluded that the physiologically-based computational model represents the HPG axis in adult female FHM robustly. The model would be useful to estimate how estrogens (e.g., $\mathrm{EE}_{2}$ ) or androgens (e.g., TB) affect plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}$ and VTG, which are important determinants of fecundity in fish.

### 3.2 Materials and methods

### 3.2.1 Experimental Data

To calibrate model parameters and to evaluate model predictions, we used data from unexposed, TB-exposed, and $\mathrm{EE}_{2}$-exposed adult female FHMs from 18 different studies. For each fish, physiological parameters, including BW, gonadosomatic index (GSI), and hepatosomatic index (HSI), were input into the model. For all experimental data used in model calibration or validation, when any measurements of BW, GSI, or HSI were missing, we used the medians of measured BW, GSI, or HIS, respectively (Watanabe et al., 2007).

From Watanabe et al. (2007), we obtained reproductive endpoint data in unexposed (control) adult female FHMs. Watanabe et al. (2007) summarized the data in unexposed adult female FHMs from experiments conducted at the USEPA Duluth laboratory from 1999 to 2006. All (or a subset of) reproductive endpoints such as plasma $\mathrm{E}_{2}, \mathrm{~T}$, and VTG concentrations were measured in a total of 170 unexposed adult female FHMs. We randomly split the data; the first 75 records were used to calibrate our model; the remaining 95 records were used in model validation.

Experimental data from TB exposed adult female FHMs were obtained from three studies: (i) a flow-through water exposure to nominal concentrations of $0.005,0.05,0.5$, 5.0, and $50 \mu \mathrm{~g}$ TB/L for 21 days by Ankley et al. (2003); (ii) a static exposure to nominal concentrations of $0.05,0.5,5 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$ for 48 hours by Garcia-Reyero et al. (2009); and (iii) a flow-through water exposure to nominal concentrations of 0.05 and $0.5 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$ in adult female FHMs for eight days, followed by an eight-day depuration described by Ekman et al. (in review). In Ankley et al. (2003), 12 female FHMs were exposed in each treatment group. On the $21^{\text {st }}$ day of exposure, all FHMs were sacrificed; plasma concentrations of $\mathrm{E}_{2}$, T, and VTG were measured in each fish. In Garcia-Reyero et al. (2009) eight FHMs were exposed in each treatment group. After a 48 -hour exposure, the fish were sacrificed. For each treatment group, plasma $E_{2}$ concentrations were measured in each of four fish, and plasma VTG concentrations were measured in the four remaining fish. In Ekman et al. (in review), 64 FHMs were exposed to TB in each treatment group. On the $1^{\text {st }}, 2^{\text {nd }}, 4^{\text {th }}$, and $8^{\text {th }}$ day of exposure, for each treatment group, eight FHMs were sacrificed to measure plasma $E_{2}$ and VTG concentrations in each fish; on the $1^{\text {st }}, 2^{\text {nd }}, 4^{\text {th }}$, and $8^{\text {th }}$ day of depuration (test days $9,10,12$, and 16 ), for each treatment group, eight of the remaining 32 FHMs were sacrificed to measure plasma $\mathrm{E}_{2}$ concentrations. Data from Ankley et al. (2003) were used to calibrate our model, and data from Garcia-Reyero et al (2009) and Ekman et al. (in review) were used to evaluate our model predictions.

VTG plasma concentrations in adult female FHMs exposed to $\mathrm{EE}_{2}$ were obtained from three studies: (i) a flow-through water exposure to nominal concentrations of 10 or $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ in adult female FHMs for eight days, followed by an eight-day depuration (Ekman et al., 2008); (ii) a flow-through water exposure to a nominal concentration of $0.5,1.5$, and $4.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ in adult female FHMs for 21 days by Lazorchak et al. (manuscript in preparation); and (iii) a flow-through water exposure to a nominal concentration of $1.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ in adult female FHMs for 21 days by Brian et al. (2007). In Ekman et al. (2008)for each treatment group and each sampling time, eight FHMs were sacrificed to measure plasma VTG concentration in each fish. Sampling occurred on the $1^{\text {st }}, 4^{\text {th }}$, and $8^{\text {th }}$ day of exposure to $\mathrm{EE}_{2}$, and the $8^{\text {th }}$ day of $\mathrm{EE}_{2}$ depuration (test day
16). In Lazorchak et al. (manuscript in preparation), 28 FHMs in each of the $0.5,1.5$, and $4.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ treatment groups were sacrificed to measure plasma VTG concentration in each fish on the $21^{\text {st }}$ day. In Brian et al. (2007), four FHMs were sacrificed to measure plasma VTG concentration in each fish on the $21^{\text {st }}$ day after exposure to $1.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$. As opposed to the three TB and other $\mathrm{EE}_{2}$ studies which did not use carrier solvents, Brian et al. (2007) used $\mathrm{N}, \mathrm{N}$-dimethylformamide (DMF) as a chemical carrier for $\mathrm{EE}_{2}$. Data from Ekman et al. (2007) were used to calibrate our model, and data from Lazorchak et al. (manuscript in preparation), and Brian et al. (2007) were used to evaluate our model predictions.

### 3.2.2 Model Formulation

We developed the HPG axis model for adult female FHM by modifying a computational model for male FHM described by Watanabe et al. (2009). In the following, we mainly focus on the unique formulations and/or assumptions in this model for adult female FHMs.

The model for female FHMs contains six tissue compartments which represent organs or tissues important for absorption, distribution, metabolism, and elimination of exogenous and endogenous chemicals of interest (Figure 3.1). The six compartments are gill, brain, gonad, liver, venous blood and "other". In arterial blood, for each chemical of interest, we set its concentrations in both free and bound forms equal to those in venous blood compartment, unless there is a water exposure of the chemical. When a water exposure of a chemical presents, we use equation 2 (see below) to calculate the concentration of the chemical in free form in arterial blood.

Based upon a mass balance for each chemical of interest, a set of coupled ordinary differential equations were formulated in each compartment following the principles of physiologically based pharmacokinetic modeling. A detailed description of the differential equations can be found in Section 3.5 Supplementary Information.

In brain, gonad, and liver compartments, we simulated both ER and AR dynamics. The AR component was not included in the model for male FHM published by

Watanabe et al. (2009). ER binds estrogens (e.g., $E_{2}$ and $E_{2}$ ), and bound $E R$ affects the production of VTG. AR binds androgens (e.g., T and TB), and subsequently regulates biochemical processes such as the production of gonadotropins (Heinlein and Chang, 2002). A general mathematical formulation of ligand-receptor binding is shown in Equation 1.

$$
\begin{equation*}
\frac{d\left(C_{\mathrm{iR}, j} V_{j}\right)}{d t}=k_{1 \_\mathrm{i}, j} C_{i, j} C_{R, j} V_{j}-K_{\mathrm{d} \_\mathrm{i}, j, j} k_{1 \_\mathrm{i}, j} C_{\mathrm{iR}, j} V_{j} \tag{1}
\end{equation*}
$$

where, $C_{\mathrm{iR}, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of compound $i$ (e.g. T, TB, $\mathrm{E}_{2}$ and $\mathrm{EE}_{2}$ ) bound to its receptor in compartment $j$ (e.g. brain, liver, gonad, and venous blood); $V_{j}(\mathrm{~L})$ is the volume of compartment $j ; k_{1-\mathrm{iR}, j}(1 / \mathrm{nM} / \mathrm{hr})$ is the association rate constant of compound $i$ with its receptor in compartment $j ; C_{i, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of free compound $i$ in compartment $j ; C_{R, j}(\mathrm{nmol} / \mathrm{L})$ is the concentration of unbound receptor of compound $i$ in compartment $j ; K_{\mathrm{d}_{-} \mathrm{iR}, j}(\mathrm{nmol} / \mathrm{L})$ is the equilibrium dissociation constant of compound $i$ with its receptor in compartment $j$.

Gill. In this model, female FHMs can be exposed to TB and/or $\mathrm{EE}_{2}$ in water, and the gill compartment is where the exogenous chemicals are absorbed. The concentration of each chemical in test water was represented as a function of time. Then, equilibrium partitioning was assumed, and the FHM arterial blood concentration was calculated from the water concentration using an equilibrium partition coefficient assigned for each chemical (Eq. 2). In addition, we assumed that the gill compartment did not accumulate any exogenous chemicals, nor did it express any genes related to the HPG axis (e.g., vtg, er, ar, and lh ). Although vtg genes are transcribed in the gills of adult male FHMs exposed to $\mathrm{EE}_{2}$, the transcription level is relatively low compared to that in the liver (Lattier et al., 2002). Furthermore, we do not have enough quantitative information to simulate any gene expression in FHM gills. As a result, in our model no hormone or protein is produced in the gill compartment.

$$
\begin{equation*}
\mathrm{CArt}_{i}=\frac{\mathrm{FW}_{\mathrm{gil}} \times C_{i, \mathrm{t} 20}+F_{\mathrm{car}} \times \mathrm{CVen}_{i}}{\frac{\mathrm{FW}_{\mathrm{gil}}}{\lambda_{i, \mathrm{bld}}}+F_{\mathrm{car}}} \tag{2}
\end{equation*}
$$

In equation $2, \mathrm{FW}_{\text {gil }}(\mathrm{L} / \mathrm{hr})$ is the volumetric flow rate of water through the gills; $C_{i, \mathrm{H} 20}$ ( $\mathrm{nmol} / \mathrm{L}$ ) is the concentration of exogenous chemical $i$ (e.g. TB and $\mathrm{EE}_{2}$ ) in exposure water as a function of time; $\operatorname{CArt}_{i}(\mathrm{nmol} / \mathrm{L})$ is the concentration of exogenous chemical $i$ in arterial blood; $\lambda_{i \text {,bd }}$ is the partition coefficient of exogenous chemical $i$ between blood and water; $F_{\text {car }}(\mathrm{L} / \mathrm{hr})$ is cardiac output; and $\mathrm{CVen}_{i}(\mathrm{nmol} / \mathrm{L})$ is the concentration of exogenous chemical $i$ in venous blood.

Brain. In the brain compartment, three key assumptions were made: (i) the down-regulation of luteinizing hormone synthesis by bound AR; (ii) the up-regulation of LH synthesis by bound ER; (iii) the down-regulation of AR synthesis by free androgens.

In the brain, androgens have negative feedback on the synthesis and release of GnRH (Villeneuve et al., 2007), which in turn controls the synthesis of gonadotropins. To investigate how androgens may regulate GnRH, we searched for an ARE in the promoter regions of gnrh genes. Due to a lack of information on gene promoter sequences in FHM, we conducted the search in zebrafish (Danio rerio), a cyprinid fish closely related to FHM. We found that gnrh promoters contain several ARE half sites (tgttct) (Verrijdt et al., 2003). Thus, we postulated that androgens have a negative control on GnRH synthesis mainly through bound AR. However, we did not have any measurements of GnRH in FHM and GnRH was not included in the model, so we formulated a down-regulation of LH synthesis by bound AR in the model.

In our model, we also assumed an up-regulation of LH synthesis by bound ER in the brain compartment. The assumption was based upon observations of EREs in the promoter region of the $l h$ gene and reports of estrogen stimulated LH production in fish (Yaron et al., 2003).

Equation 3 shows LH production rate in the brain compartment as a function of bound AR and ER. In the equation, $P_{\mathrm{LH}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{hr})$ is the production rate of LH in brain; $P_{\mathrm{b}_{-} \mathrm{LH}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{hr}$ ) is the background production rate of LH in brain, which was formulated as a diurnal cycle; $C_{\text {ER_bd,brn }}(\mathrm{nmol} / \mathrm{L})$ is the total concentration of bound ER in brain, which equals the sum of $\mathrm{E}_{2^{-}}$and $\mathrm{EE}_{2^{-}}$bound ER concentrations; $\rho_{\mathrm{u}_{-} \text {Lh,brn }}$ $(\mathrm{nmol} / \mathrm{L})$ is an induction factor for LH production by bound ER; $C_{\text {AR_bd,brn }}(\mathrm{nmol} / \mathrm{L})$ is the total concentration of bound AR in brain, which equals the sum of T- and TB- bound AR concentrations ; $\rho_{\text {d_Lr,brn }}(\mathrm{nmol} / \mathrm{L})$ is a factor for inhibition of LH production by bound AR.

$$
\begin{equation*}
P_{\mathrm{LH}, \mathrm{brn}}=P_{\mathrm{b} \_ \text {LH,brn }} \times \frac{1+\frac{C_{\mathrm{ER} \_ \text {bd,brn }}}{\rho_{\mathrm{u} \_ \text {LH,brn }}}}{1+\frac{C_{\mathrm{AR} \_ \text {bd,brn }}}{\rho_{\mathrm{d} \_\mathrm{LH}, \mathrm{brn}}}} \tag{3}
\end{equation*}
$$

The brain compartment is also very important for the regulation of AR production (Burgess and Handa, 1993; Kumar and Thakur, 2004). In mammals (e.g. rats, mice, and human), AR mRNA in brain is down-regulated by androgens, such as T and dihydrotestosterone (DHT) (Burgess and Handa, 1993; Kumar and Thakur, 2004), though little is known about the corresponding mechanisms. We searched for AREs in the promoter region of the ar gene in zebrafish, but did not find any match. Hence, we postulated that the down-regulation of AR mRNA by androgens is associated with a nongenomic pathway (Foradori et al., 2008), or associated with cell factors other than the soluble AR simulated in our model (Burnstein, 2005). Thus, we assumed a downregulation of AR production by free androgens in the brain compartment. When ARs are produced, some bind androgens, some remain unbound, and others degrade. Based upon a mass balance for free $A R$, Equation 4 describes the processes of $A R$ production, association and disassociation with T or TB , and degradation.
where, $C_{\mathrm{AR}_{-} \text {free,brn }}(\mathrm{nmol} / \mathrm{L})$ is the free AR concentration in brain; $\mathrm{Pbg}_{\mathrm{AR}, \text { brn }}(\mathrm{nmol} / / \mathrm{L} / \mathrm{hr})$ is the background production rate of AR in brain; $C_{T, \mathrm{brn}}(\mathrm{nmol} / \mathrm{L})$ is the free T concentration in brain; $C_{\mathrm{TB}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{L})$ is the free TB concentration in brain; $K_{\mathrm{AR}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{L})$ is an inhibition rate constant for AR production by free T and $\mathrm{TB} ; k_{1_{-} \text {TAR,brn }}(1 / \mathrm{nM} / \mathrm{hr})$ is the association rate constant for T and AR ; $\mathrm{K}_{\mathrm{d}_{-} \text {TAR,brn }}(\mathrm{nM})$ is the disassociation rate constant for T bound to $\mathrm{AR} ; C_{\mathrm{TAR}, \text { brn }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of the T-AR complex in brain; $k_{1 \_ \text {TBAR,brn }}(1 / n M / h r)$ is the association rate of $T B$ to $A R ; K_{d_{-} T B A R, b r n}(n M)$ is the disassociation rate constant for TB bound to $\mathrm{AR} ; C_{\mathrm{TBAR}, \mathrm{brn}}(\mathrm{nmol} / \mathrm{L}$ ) is the concentration of the TB-AR complex in brain; and $k_{\mathrm{e} \_ \text {AR,brn }}(1 / \mathrm{hr})$ is the elimination rate for free AR . We included the inhibition of LH by bound AR and the inhibition of AR by free androgens to account for the U-shaped concentration-response curves for $\mathrm{E}_{2}, \mathrm{~T}$ and VTG observed in female FHMs exposed to TB (Ankley et al., 2003).

Gonad. In the gonad compartment, in addition to the model formulations for male FHMs, we simulated two more processes: (i) absorption of VTG into oocytes; and (ii) up-regulation of $\mathrm{E}_{2}$ production by bound LH. The absorption of VTG into oocytes was formulated as a first order kinetic process. VTG is synthesized in the liver (Flouriot et al., 1997), and circulates to the gonads where it is taken up via receptor-mediated endocytosis into oocytes, and then processed into yolk proteins (Nagahama et al., 1995). Although the molecular mechanism of VTG uptake is known, we did not have data to describe this process quantitatively. As a result, a first order kinetic equation with an assumed first order rate constant was formulated to represent the process (Eq. 5).

$$
\begin{equation*}
R_{\mathrm{VTG} \text { gon }}=k_{\mathrm{VTG}, \mathrm{gon}} \times C_{\mathrm{VTG}, \mathrm{gon}} \times V_{\text {gon }} \tag{5}
\end{equation*}
$$

where, $R_{\mathrm{VTG}, \mathrm{gon}}(\mathrm{nmol} / \mathrm{hr}$ ) is the absorption rate of VTG into oocytes in the gonad
compartment; $k_{\mathrm{VTG}, \text { gon }}(1 / \mathrm{hr})$ is the absorption rate constant for VTG into oocytes in the gonad compartment; $\quad C_{\mathrm{VTG}, \text { gon }}(\mathrm{nmol} / \mathrm{L})$ is the concentration of VTG in the gonad compartment; and $V_{\text {gon }}(1 / \mathrm{L})$ is the volume of the gonad compartment.

Secondly, we simulated an up-regulation of $\mathrm{E}_{2}$ production by bound LH in the gonad compartment. It was observed that LH stimulates the activity and gene expression of aromatase in the gonads of teleosts (Kagawa et al., 2003). In our model, we formulated the regulation of $\mathrm{E}_{2}$ production as being proportional to the concentration of bound LH in the gonad compartment (Eq. 6).
where, $P_{\mathrm{E} 2 \text {, gon }}(\mathrm{nmol} / \mathrm{hr})$ is the rate of $\mathrm{E}_{2}$ production; $\rho_{\mathrm{E} 2 \_ \text {LhLR,gon }}(1 / \mathrm{nM})$ is an induction factor of $\mathrm{E}_{2}$ production by bound $\mathrm{LH} ; C_{\mathrm{LHLR}, \text { gon }}(\mathrm{nM})$ is the concentration of bound LH ; $\operatorname{Vmax}_{\text {aro,gon }}(\mathrm{nmol} / \mathrm{hr})$ is the maximum rate of $\mathrm{E}_{2}$ production by gonad aromatase; $\mathrm{Km}_{\text {arogon }}(\mathrm{nmol} / \mathrm{L})$ is the Michaelis-Menten constant for gonad aromatase; $C_{T, \mathrm{gon}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of T .

Liver. In the liver compartment, formulations including ER auto-regulation and bound-ER-stimulated VTG production are the same as those described by Watanabe et al. (2009), except that we added the ligand-receptor binding of T and TB to the AR.

Venous blood. Besides $\mathrm{E}_{2}$ and T , we simulated the association and disassociation processes of $\mathrm{EE}_{2}$ to SBPs in the venous blood compartment. There is contradictory information about the binding affinity (BA) of $\mathrm{EE}_{2}$ to SBPs in fish. Compared to $\mathrm{E}_{2}$, some fish species such as channel catfish (Ictalurus punctatus) and zebrafish (Danio rerio) have high BAs of $\mathrm{EE}_{2}$ to SBPs (Gale et al., 2004; Miguel-Queralt and Hammond, 2008), while other fish species such as Arctic charr (Salvelinus alpinus) have a low BA (Tollefsen et al., 2004). To date, BA measurements of $\mathrm{EE}_{2}$ to SBPs in FHM have not been made. Watanabe et al. (2009) did not include the binding process of $\mathrm{EE}_{2}$ to SBPs in blood. In their modeling work for male FHMs, the total concentration of SBPs was
defined as 20 nM (Teeguarden and Barton, 2004), a relatively low value which would have little effect on free plasma $\mathrm{EE}_{2}$ concentration or model performance. However, the blood SBP concentration in females is naturally higher than that in males, and in our model for female FHMs we defined the total concentration of SBPs as 400 nM (Laidley and Thomas, 1994; Teeguarden and Barton, 2004). Consequently, a large amount of $\mathrm{EE}_{2}$ could be bound by SBPs in blood, which would affect the total concentration of $\mathrm{EE}_{2}$ in the plasma. Therefore, we included the binding process of $\mathrm{EE}_{2}$ to SBPs in this model, and formulated it using Equation 1.

Other. All tissues except for those defined as compartments above (i.e., Gill, Brain, Liver, and Gonad) are defined as 'Other' compartment. In our model, the 'Other' compartment is where elimination of exogenous and endogenous chemicals and proteins occur. Besides $\mathrm{E}_{2}, \mathrm{EE}_{2}$, T, VTG, and LH (included in Watanabe et al. (2009)), we added a first order kinetic equation to describe the elimination of TB , and the first order elimination rate constant was assumed to be the same as that of $\mathrm{EE}_{2}$ (Eq. 7).

$$
\begin{equation*}
R_{\text {TB,olh }}=k_{\mathrm{c} \text { - TBout }} \times C_{\text {тв,onh }} \times V_{\text {oth }} \tag{7}
\end{equation*}
$$

where $R_{\mathrm{TB}, \text { oth }}(\mathrm{nmol} / \mathrm{hr})$ is the elimination rate of TB in the Other compartment; $k_{\mathrm{e} \_ \text {TB,oth }}$ $(1 / \mathrm{hr})$ is the elimination rate constant for TB in the Other compartment; $C_{\mathrm{TB}, \mathrm{oth}}(\mathrm{nmol} / \mathrm{L})$ is the concentration of TB in the Other compartment; and $V_{\text {oth }}(1 / \mathrm{L})$ is the volume of the Other compartment.

### 3.2.3 Model Calibration

In total, our model contains 123 input parameters, such as volume and blood flow rates of each compartment, chemical equilibrium partition coefficients, ligand-receptor association and disassociation rate constants, and kinetic rate constants for each biochemical reaction. The parameters were fixed with known values, or calibrated using experimental data collected in adult female FHMs. In total, 97 model parameters were fixed with values obtained from published literature or measured for this study (Table 3.1). The remaining 26 model parameters were calibrated using MCMC simulation (Bois
et al., 1996b; Gelman et al., 1995; Lin et al., 2004; Watanabe et al., 2005), which requires the definition of prior distributions for each parameter being calibrated.

Of the 26 calibrated model parameters, 17 were sensitive model parameters with little or no information available in the open literature (Table 3.2). Vague prior distributions were used for these 17 model parameters. For example, we could not find a published value for the dissociation constant of $\mathrm{E}_{2}$ binding to ER in FHM brain specifically ( $K_{\mathrm{d}_{-} E 2 E R, ~ b r n}$ ). Denny et al. (2005) reported that the dissociation constant of $\mathrm{E}_{2}$ binding in female FHM liver cytosol is 8.6 nM . As a result, we assigned a lognormal distribution with a geometric mean of 8.6 and a geometric standard deviation of three, which corresponds to a coefficient of variation equal to 1.5 . When no data were available in the open literature, we assigned a uniform or log-uniform prior distribution with a large range bounded by biological plausibility. For example, there were no published data for the blood to water TB partition coefficient ( $\lambda_{\mathrm{TB}}$, bd $)$. But, we knew that the $\mathrm{EE}_{2}$ partition coefficient for blood to water is around 300 (Watanabe et al., 2009). Therefore, we assigned a log-uniform distribution with a lower bound of one and an upper bound of 1000.

The remaining nine parameters were the variances of prediction errors for plasma $\mathrm{E}_{2}, \mathrm{~T}$, and VTG concentrations in unexposed, TB-exposed, and $\mathrm{EE}_{2}$-exposed FHMs. We assumed that our model predictions followed a lognormal distribution with the model prediction as the geometric mean. The variance of the assumed lognormal distribution was estimated by grouping the experimental data from unexposed, TB -exposed, and $\mathrm{EE}_{2^{-}}$ exposed FHM into three different levels, and the error variances of the three reproductive endpoints for each group were estimated respectively (Bois et al., 1996b; Lin et al., 2004). For each of the nine error variances, we assigned an Inverse Gamma prior distribution based upon a natural logarithm transformation of the measured plasma $\mathrm{E}_{2}, \mathrm{~T}$ and VTG concentrations (Watanabe et al., 2009).

To perform the MCMC simulations, we used MCSim (Bois and Maszle, 1997), a software package freely available online (http://directory.fsf.org/math/mcsim.html). Four independent Markov chains with random seeds were run for 20,000 iterations. For
each of the four chains, we saved the last 10,000 iterations, and extracted one out of every 10. For each calibrated parameter, convergence was evaluated using the 1,000 iterations from each chain for all 26 calibrated parameters. A potential scale reduction method (Gelman et al., 1995) was used to compare the variances between and within the four chains. Potential scale reduction values between 1.0 and 1.2 were used as convergence criteria.

### 3.2.4 Model Evaluation

We evaluated the predictive ability of our model by simulating reproductive endpoints (i.e., plasma concentrations of $\mathrm{E}_{2}, \mathrm{~T}$, or VTG) from independent studies. The 1,000 iterations thinned from the last 10,000 iteration calibrated model parameters of the four chains were pooled, and the 4,000 sets of parameter values were treated as a pool of adult female FHMs. We randomly sampled $n$ (number of fish in a study) parameter sets to represent the $n$ fish used in the study, and simulated the reproductive endpoints measured for each fish. The detailed simulation procedures followed the methods described by Watanabe et al. (2009).

After completing $n$ simulations for a study, for each reproductive endpoint, we added the predictive error back based upon our lognormal error model. As described in the Model Calibration section, variances of predictive errors were estimated during model calibration. Using the model prediction and the estimated variance as two parameters, we randomly sampled from the lognormal distribution for each endpoint in each fish. The sampled values were compared with experimental measurements.

### 3.2.5 Prediction of Unmeasured Reproductive Endpoints

To observe the EDC effects on unmeasured components of the HPG axis (e.g., $\mathrm{ER}, \mathrm{AR}$, and LH ), and to observe the effects on reproductive endpoints by a mixture of TB and $\mathrm{EE}_{2}$, we did three extra simulations. We simulated liver ER concentration, brain AR concentration, and plasma $\mathrm{E}_{2}, \mathrm{~T}, \mathrm{VTG}$, and LH concentrations as a function of time in adult female FHMs exposed to $15 \mathrm{ng} \mathrm{TB} / \mathrm{L}, 10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$, or a mixture of $15 \mathrm{ng} \mathrm{TB} / \mathrm{L}$ and $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ for 48 hours respectively. The concentrations of TB and $\mathrm{EE}_{2}$ were set as 15
ng $\mathrm{TB} / \mathrm{L}$ and $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ respectively, because they are environmentally relevant concentrations (Durhan et al., 2006; Ericson et al., 2002b; Schiffer et al., 2001). In all three simulations, we used the reported (Watanabe et al., 2007) median body weight, GSI, and HSI values in adult female FHMs as input parameters.

### 3.3 Results and Discussion

### 3.3.1 Model Calibration

A good fit of the experimental data was obtained by running four Markov chains using the MCMC simulations. For the 26 calibrated model parameters, the four Markov chains reached convergence within 20,000 iterations based upon a potential scale reduction method by Gelman (1995). The Rhat values of the 26 parameters were all less than 1.2, indicating acceptable convergence. Figure 3.2 plots the trajectories of the four Markov chains for the relative binding affinity of TB versus $T$ ( $\mathrm{RBA}_{\text {TB_T }}$ ), which is one of the 26 calibrated model parameters. The four trajectories for the parameter mixed well and reached convergence within 20,000 iterations.

Table 3.2 includes the summary statistics of posterior distributions for the 26 calibrated parameters. The posterior distribution summary statistics are based on the 4,000 iterations, 1,000 iterations from each of the four chains. In brief, our model improved estimates of 23 model parameters. Of the 26 parameters, 21 had $95 \%$ CIs narrower than those of their prior distributions; three parameters ( $\mathrm{RBA}_{\mathrm{EE} 2 \text { _E2 }}$, error variances of $\mathrm{E}_{2}$ and T for $\mathrm{EE}_{2}$-exposed FHMs ) had $95 \%$ CIs similar to their prior distribution CIs; and two parameters (error variances of VTG in unexposed and $\mathrm{EE}_{2^{-}}$ exposed FHMs) had $95 \%$ CIs slightly different from their prior distribution CIs. For the error variance of VTG in unexposed FHMs, the upper confidence limit of the $95 \%$ CIs of the posterior distribution was $72 \%$ of the $2.5^{\text {th }}$ percentile of its prior distribution. For the error variances of VTG in $\mathrm{EE}_{2}$-exposed FHMs , the $95 \%$ CIs of the prior and posterior distributions overlapped with each other. But the upper confidence limit of the $95 \%$ CIs of the posterior distribution was only $5 \%$ of the $97.5^{\text {th }}$ percentile of its prior distribution. These large differences occurred mainly because the assigned prior distributions for the
error variances were based upon the variances of experimental data, which does not represent the predictive errors, but were good starting points for parameter estimate.

It is important to note that the posterior distributions listed in Table 3.2 were conditional upon fixed model parameters (Table 3.1), prior distributions of calibrated parameters (Table 3.2), and the data sets used in calibration. Any change in these components may lead to different posterior distributions of the calibrated parameters. In this study, we carefully searched the literature to assign our model parameters with meaningful and physiologically based values or prior distributions. As additional data become available, our model could be re-calibrated to better define parameter posterior distributions.

### 3.3.2 Model Evaluation

### 3.3.2.1 Predictions for Plasma $E_{2}$, $T$, and VTG Concentrations in Unexposed FHMs

With the calibrated model parameters, we simulated plasma concentrations of $\mathrm{E}_{2}$, T, and VTG in 95 unexposed adult female FHMs. Figure 3.3 shows a comparison of model predictions and experimental data. For all three endpoints, the mean and median model predictions were within 80 to $150 \%$ of the measured means and medians, respectively. Model-predicted $95 \%$ CIs encompassed the mean and median measurements, and model-predicted means and medians were within the $95 \%$ CIs of the measured data. Thus, in unexposed adult female FHMs, our model successfully predicted all three endpoints. This is an improvement compared to the model for male FHMs (Watanabe et al., 2009), which predicted the medians of the measured data, but under-predicted the variances for all the three endpoints. Adding back the predictive errors in this model enabled predicting both medians and variances of the measured data.

### 3.3.2.2 Predictions for plasma $\mathrm{E}_{2}$ and VTG concentrations in TB-exposed FHMs

Figure 3.4 compares the measured and model-predicted plasma VTG (Figure 3.4 A ) and $\mathrm{E}_{2}$ (Figure 3.4B) concentrations in female FHMs exposed to $0,0.05,0.5$, and 5 $\mu \mathrm{g}$ TB/L for 48 hours (Garcia-Reyero et al., 2009). Our model predictions followed the
general trend of the measured data, and the model prediction range overlapped with the measured data range for both endpoints at each TB concentration. For plasma VTG concentrations, the median model predictions were within $96 \%$ to $579 \%$ of the median measurements. For plasma $\mathrm{E}_{2}$ concentrations, the median model predictions were within 44 to $113 \%$ of the median measurements. Kolmogorov-Smirnov tests $(\alpha=0.05)$ showed that the model predictions were not significantly different from the measured data for both plasma VTG and $\mathrm{E}_{2}$ concentrations.

To further evaluate the model's predictive ability for TB-exposed FHMs, we simulated plasma $\mathrm{E}_{2}$ and VTG concentrations in FHMs exposed to $0,0.05$, and $0.5 \mu \mathrm{~g}$ TB/L for 8 days followed by an 8-day depuration (Ekman et al. in review). For plasma $\mathrm{E}_{2}$ concentrations (Figure $3.5 \mathrm{~A}, \mathrm{~B}$, and C ), the $95 \%$ CIs of model predictions encompassed the medians of the measured data under 16 out of 24 experimental conditions (eight sampling times and three different TB concentrations). Generally, our model predicted the plasma $\mathrm{E}_{2}$ concentrations better during the TB exposure phase than during the depuration phase. This is not surprising since we only calibrated the model with experimental data from a TB exposure (Ankley et al., 2003). In addition, it is interesting to see that the measured plasma $\mathrm{E}_{2}$ concentrations declined from the $\mathrm{t}=\mathrm{P} 48$ to P192 hours for both control FHMs and FHMs exposed to different concentrations of TB. However, the model predictions showed a different trend; that is, for control FHMs, the predicted plasma $\mathrm{E}_{2}$ concentrations remained relatively stable throughout the experimental period (Figure 3.5A); for TB-exposed FHMs, after the exposure, the plasma $\mathrm{E}_{2}$ concentrations increased and recovered to concentrations seen in unexposed FHMs. Since the measured plasma $\mathrm{E}_{2}$ concentrations decreased in both control FHMs and FHMs exposed to TB, we suspect that there might be some factors that we have not accounted for during the depuration phase.

Figure 3.5 D, E, and F compare model-predicted plasma VTG concentrations with the measured data. The comparison was only for the TB exposure phase because no VTG concentrations were measured during the depuration phase. The median model predictions were within 0.6 to 2.5 fold of the measured median, and the $95 \%$ CIs of
model predictions encompassed all the measured medians at each sampling time. These results show that the model worked well for predicting the plasma $\mathrm{E}_{2}$ and VTG concentrations in female FHMs exposed to $0,0.05$, and $0.5 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$ for eight days.

After being calibrated with the experimental data from Ankley et al. (2003), our model accurately predicted the plasma $\mathrm{E}_{2}, \mathrm{~T}$, and VTG concentrations in adult female FHMs exposed to TB. This feature was achieved by simulating AR related ligandreceptor binding processes, and by assuming two gene regulation pathways: i) down regulation of AR production by free androgens; and ii) down regulation of LH production by bound AR. It is noteworthy that the model was able to accurately fit not only the calibration data but also the VTG and $\mathrm{E}_{2}$ data from Garcia-Reyero et al. (2009) and Ekman et al. (in review). These results indicate that our AR based modeling framework is plausible, and could be used in studies focused on regulatory aspects of the AR on HPG function.

The calibration and evaluation results showed that the model was able to predict the three HPG-related endpoints from different studies with variant experimental conditions. Although the data sets used to calibrate and validate the model were from studies with different experimental designs and analytic methods, the model accounted for the differences and predicted the endpoints well. For example, the calibration data were measured in FHMs exposed to TB for 21 days with a flow-through water exposure design, and the plasma VTG concentrations were measured by a polyclonal FHM-based ELISA (Ankley et al., 2003). In contrast, one validation data set was from FHMs exposed to TB for 48 hours with a static water exposure design, and plasma VTG concentrations measured using a monoclonal carp-based ELISA (Garcia-Reyero et al., 2009), while the other validation data set was from FHMs exposed to TB for 8 days followed by an 8 day depuration in a flow-through system, with plasma VTG concentrations measured using the polyclonal FHM-based ELISA. With the parameter set calibrated with the data from one study, our model predicted plasma $E_{2}$ and VTG concentrations comparable to the measurements from the other two studies. This indicates that the model not only fitted the data empirically, but also captured the major
features of the HPG axis in female FHMs exposed to TB. In addition, the two model evaluations also supported the point by Watanabe et al. (2009) that the VTG measurements by a polyclonal FHM-based ELISA and by a monoclonal carp-based ELISA were, in fact, consistent.

### 3.3.2.3 Predictions for plasma VTG concentrations in $\mathrm{EE}_{2}$-exposed FHMs

Figure 3.6 compares model-predicted and measured plasma VTG concentrations in female FHMs exposed to three different concentrations of $\mathrm{EE}_{2}$ for 21 days (Lazorchak et al., manuscript in preparation). For the $0.5,1.5$ and $4.5 \mathrm{ng} / \mathrm{L}$ exposures, respectively, the $90 \%, 80 \%$, and $50 \%$ CIs of model predicted VTG concentrations encompassed the medians of the measured data. This trend suggests that the model predicts the endpoint better when the $\mathrm{EE}_{2}$ exposure concentration is high and closer to the exposure concentrations used to calibrate the model (i.e., 10 and $100 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ ). For FHMs exposed to $4.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$, the median of our model predictions was around 2 times higher than the measured data, and all measured data were within the $95 \%$ CIs of the model predictions. Considering that exposure concentrations less than $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ and exposure durations longer than 8 days are an extrapolation of the model, model predictions of plasma VTG concentrations for the 21-day $4.5 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ exposure were a surprisingly good fit. Actually, the low exposure concentration high time frame exposure is more environmentally relevant, because in the aquatic environmental, the $\mathrm{EE}_{2}$ concentration ranges from 0.5 to $15 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ (Desbrow et al., 1998; Ericson et al., 2002a; Ribeiro et al., 2008; Ying et al., 2008), while aquatic animals may be exposed to the chemical throughout their lifetime.

Additionally, we simulated plasma VTG concentrations in FHMs exposed to 1.5 ng $\mathrm{EE}_{2} / \mathrm{L}$ for 21 days as reported by Brian et al. (2007). In total, four control FHMs and four FHMs exposed to $\mathrm{EE}_{2}$ were simulated. Brian et al. measured the VTG concentrations with a polyclonal carp VTG ELISA, which uses polyclonal antibodies prepared from carp VTG. In contrast, VTG data used to calibrate the model were measured with a homologous FHM VTG ELISA, which uses polyclonal antibodies prepared from FHM VTG. Direct comparison of the two methods have shown that
measurements of FHM plasma VTG concentrations can differ by several orders of magnitude (Mylchreest et al., 2003). As a result, instead of comparing the model predictions with the measured data directly, we compared the relative changes of plasma VTG concentrations. The results showed that the range of model-predicted relative change was 0.44 to 4.93 , while the range of the measured data relative change was 0.78 to 0.82 , all within the range of model predictions.

### 3.3.2.4 Predictions for reproductive endpoints in a mixture of $\mathbf{T B}$ and $\mathbf{E E}_{2}$

In the next phase of our analysis, we predicted liver ER concentration, brain AR concentration, and plasma $E_{2}, T$, VTG, andLH concentrations in female FHMs exposed to $15 \mathrm{ng} \mathrm{TB} / \mathrm{L}, 10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$, and a mixture of $15 \mathrm{ng} \mathrm{TB} / \mathrm{L}$ and $10 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 48 hours, respectively. Concentrations of both EDCs are within the range that has been reported in the environment. In panels A, B, and C of Figure 3.7, we plotted plasma $E_{2}, T$, and VTG concentrations as a function of time under the three exposure conditions. After exposure to TB alone, the plasma $\mathrm{E}_{2}, \mathrm{~T}$, and VTG concentrations followed a trend consistent with the data used in the model calibration and validation. After exposure to $\mathrm{EE}_{2}$ by itself, plasma $E_{2}$ and $T$ concentrations decreased. We did not find any reports of plasma $E_{2}$ or $T$ concentrations in female FHMs exposed to $\mathrm{EE}_{2}$. However, in female zebrafish (a small cyprinid fish closely related to FHM ) it was observed that both plasma $\mathrm{E}_{2}$ and T concentrations decreased after exposure to $15 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ for 48 hours (Hoffmann et al., 2006), which agrees with our model predictions. In addition, plasma VTG concentrations increased after exposure to $\mathrm{EE}_{2}$, consistent with the data used to calibrate and validate our model. Interestingly, after exposure to a mixture of TB and $\mathrm{EE}_{2}$, our model predicted that the plasma $\mathrm{E}_{2}$ and T concentrations decreased in an additive manner. In contrast, the plasma VTG concentration increased and followed the trend of an $\mathrm{EE}_{2}$ exposure.

In panels $\mathrm{D}, \mathrm{E}$, and F of Figure 3.7, we plotted liver ER , brain AR , and plasma LH concentrations respectively as a function of time under the three different exposure conditions. Liver ER concentrations were predicted to decrease slightly after exposure to TB , increase dramatically after exposure to $\mathrm{EE}_{2}$ (consistent with the gene expression data in female FHMs exposed to $10 \mathrm{ng} \mathrm{EE}_{2} / \mathrm{L}$ (Filby et al., 2007)); predicted response to the
mixture was similar to the $\mathrm{EE}_{2}$-exposure pattern. Brain AR concentrations were predicted to increase after exposure to TB , decrease slightly after exposure to $\mathrm{EE}_{2}$, and followed the TB-exposure pattern in the mixture exposure. Plasma LH concentrations were predicted to decrease after exposure to TB , increase slightly after exposure to $\mathrm{EE}_{2}$ (consistent with the observation in teleost exposed to $\mathrm{EE}_{2}$ (Yaron et al., 2003)), and mimic the TB-exposure pattern in animals exposed to the $\mathrm{EE}_{2} / \mathrm{TB}$ mixture.

To date, we do not have published data to validate model-predicted effects for a mixture of TB and $\mathrm{EE}_{2}$; and, so far, three of the predicted endpoints (liver ER , brain AR , and plasma LH concentrations), have not been measured in FHM at a protein level because of technique limits. However, the predictions can be used to generate hypotheses and help explore possible mechanisms and pathways, which might be tested in the future.

### 3.4 Conclusions

The model represents the HPG axis in adult female FHM robustly, and predicts plasma $\mathrm{E}_{2}, \mathrm{~T}$ and VTG concentrations in female FHMs exposed to $\mathrm{TB}, \mathrm{EE}_{2}$, or a mixture of TB and $\mathrm{EE}_{2}$. This study has shown that the model could predict reproductive endpoints from independent studies well. For more than $80 \%$ of the simulation results, the $95 \%$ CIs of model predictions encompassed the median of the experimental data. To further validate the model's predictive ability, more experimental data are needed, especially for the endpoints in FHMs exposed to a mixture of TB and $\mathrm{EE}_{2}$.

Important features of this model include: (i) the simulation of AR in multiple tissue compartments (i.e., brain, liver, and gonad); (ii) AR binding and its effects upon the HPG axis; and (iii) free androgen effects on brain AR concentration. As a result, this model provides a computational framework for endocrine responses of EDCs functioning through AR.

The model can be used to generate hypotheses to facilitate studies of endocrine responses in female FHMs exposed to other estrogenic EDCs in addition to $\mathrm{EE}_{2}$, or other androgenic EDCs in addition to TB. The application can be achieved through defining
chemical-specific parameters, such as binding affinity to ER and AR, blood to water and tissue to blood partitioning coefficients. Furthermore, the endpoints simulated in this study (i.e. plasma $\mathrm{E}_{2}, \mathrm{~T}$ and VTG concentrations) are important determinants affecting egg production in FHMs. In the future, the current modeling work could be linked to an oocyte dynamic model ( Li et al. in review). The model integration would build a connection between EDC effects at a molecular level with effects upon an organism, and thus a population, which is an urgent need in ecotoxicological risk assessment.

### 3.5 Supplementary Information

## Differential equations used in the HPG axis model

## Brain

$$
\frac{d\left(C_{\mathrm{T}, \mathrm{brn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T}, \mathrm{brn}}}{\lambda_{\mathrm{T}, \mathrm{brn}}}\right)-\frac{\mathrm{Vmax}_{\text {aro,brn }} C_{\mathrm{T}, \mathrm{brn}}}{\mathrm{Km}_{\text {aro,brn }}+C_{\mathrm{T}, \mathrm{brn}}}
$$

$$
-V_{\mathrm{brn}}\left(k_{1_{1} \text { TAR,brn }} C_{\mathrm{T}, \mathrm{brn}} C_{\mathrm{AR}, \mathrm{brn}}-K_{\mathrm{d} \_ \text {TAR,brn }} k_{1_{1} \mathrm{TAR}, \mathrm{brn}} C_{\mathrm{TAR}, \mathrm{brn}}\right)
$$

$$
\frac{d\left(C_{\mathrm{E} 2, \mathrm{brn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \mathrm{brn}}}{\lambda_{\mathrm{E} 2, \mathrm{brn}}}\right)+\frac{\mathrm{Vmax}_{\text {aro,brn }} C_{\mathrm{T}, \mathrm{brn}}}{\mathrm{Km}_{\text {arob,brn }}+C_{\mathrm{T}, \mathrm{brn}}}
$$

$$
-V_{\text {brn }}\left(k_{1 \_ \text {E2e2R,brn }} C_{\text {E2 } 2, \text { brn }} C_{\text {ER,brn }}-K_{\text {d_E2eR,brn }} k_{1 \_ \text {E2eR,brn }} C_{\text {E2ER,brn }}\right)
$$

$$
\frac{d\left(C_{\mathrm{vg}, \mathrm{brm}} V_{\mathrm{brm}}\right)}{d t}=F_{\mathrm{brm}}\left(\mathrm{CAr}_{\mathrm{vig}}-\frac{C_{\mathrm{vg}, \mathrm{~b} \mathrm{~m}}}{\lambda_{\mathrm{vig}, b \mathrm{~mm}}}\right)
$$

$$
\frac{d\left(C_{\mathrm{EE} 2, \mathrm{brn}} V_{\mathrm{brn}}\right)}{d t}=F_{\mathrm{brn}}\left(\mathrm{CArt}_{\mathrm{EE} 2}-\frac{C_{\mathrm{EE} 2, \mathrm{brr}}}{\lambda_{\mathrm{EE} 2, \mathrm{brn}}}\right)-V_{\mathrm{brn}}\left(k_{1 \_ \text {EE2ER,brn }} C_{\mathrm{EE} 2, \mathrm{brn}} C_{\mathrm{ER}, \mathrm{brn}}-K_{\mathrm{d} \_ \text {EE2ER,brn }} k_{1 \_ \text {EE2ER,brn }} C_{\mathrm{EE} 2 \mathrm{ER}, \text { brn }}\right)
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {TARbrn }}\right)}{d t}=k_{1_{1} \text { TAßbrn }} C_{\text {T,brn }} C_{\text {ARbrn }}-K_{d_{-} \text {TAß }, \text { rn }} k_{1 \_ \text {TAR,rn }} C_{\text {TARbrn }}
\end{aligned}
$$

## Gonad

$$
\begin{aligned}
& \frac{d\left(C_{\text {TARgon }}\right)}{d t}=k_{1_{-} \text {TARgon }} C_{\mathrm{T}, \mathrm{gon}} C_{\mathrm{ARgon}}-K_{\mathrm{d}_{\text {_TARgor }}} k_{1 \_ \text {TARgon }} C_{\mathrm{TARgon}}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {TBAR,gon }}\right)}{d t}=k_{1 \_ \text {TBAR,gon }} C_{\text {TB,gon }} C_{\text {AR,gon }}-K_{\text {d_TBAR,gon } k_{1 \_ \text {TBAR_gon }} C_{\text {TBARRgon }}} \\
& \frac{d\left(C_{\text {EE2ERR,gol }}\right)}{d t}=k_{1 \_ \text {EE2ER,g }} C_{\text {EE2,gog }} C_{\text {ER,gon }}-K_{\mathrm{d} \_ \text {EE2ER,g }} k_{1 \_ \text {EE2ER,g }} C_{\text {EE2ER,go }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{T}, \mathrm{gon}} V_{\mathrm{gon}}\right)}{d t}=F_{\text {gon }}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T}, \mathrm{gon}}}{\lambda_{\mathrm{T}, \mathrm{gan}}}\right)-\frac{k_{\mathrm{E} 2} \text { LHLRRgon }}{} C_{\text {LHLR gon }} \mathrm{Vmax}_{\text {arogon }} C_{\mathrm{T}, \mathrm{gon}}
\end{aligned}
$$

$$
\begin{aligned}
& -V_{\text {gon }}\left(k_{1-T A R g o n} C_{\text {T,gon }} C_{\text {AR_gon }}-K_{\text {d_TARgon }} k_{1 \_ \text {TARgon }} C_{\text {TARgon }}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {Viggeng }} V_{\text {gon }}\right)}{d t}=F_{\text {gon }}\left(\mathrm{CArt}_{\mathrm{VIg}}-\frac{C_{\mathrm{Vigg} \text { gon }}}{\lambda_{\text {Viggon }}}\right)-k_{\mathrm{VTG}, \mathrm{gon}} C_{\mathrm{VTG}, \mathrm{gon}} V_{\text {gon }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{EE} 2, \mathrm{gO}} V_{\mathrm{gon}}\right)}{d t}=F_{\mathrm{gon}}\left(\mathrm{CArt}_{\mathrm{EE} 2}-\frac{C_{\mathrm{EE} 2, \mathrm{gon}}}{\lambda_{\mathrm{EE} 2, \mathrm{gon}}}-V_{\mathrm{gon}}\left(k_{1-\mathrm{EE} 2 \mathrm{ER}, \mathrm{~g}} C_{\mathrm{EE} 2, \mathrm{go}} C_{\mathrm{ER}, \mathrm{gon}}-K_{\mathrm{d} \_ \text {EE2ER,g }} k_{1 \_\mathrm{EE} 2 \mathrm{ER}, \mathrm{~g}} \mathcal{C}_{\mathrm{EE} 2 \mathrm{ER}, \mathrm{~g}} o_{1}\right.\right.
\end{aligned}
$$

## Liver

$$
\begin{aligned}
& -\left(k_{1 \_ \text {E2er,liv }} C_{\text {E2,Liv }} C_{\text {ER,liv }}-K_{\text {d_E2er,liv }} k_{1 \_ \text {_E2eR,liv }} C_{\text {E2er,liv }}\right)-k_{\text {e_er,liv }} C_{\text {ER,liv }} \\
& \frac{d\left(C_{\text {TARliv }}\right)}{d t}=k_{1_{-T A R I V}} C_{\text {T,liv }} C_{\text {ARliv }}-K_{\mathrm{d}_{-} \text {TAR } ; .} k_{1 \_ \text {TAR } i v} C_{\text {TARliv }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{E} 2 \mathrm{ER}, \mathrm{II}}\right)}{d t}=k_{1 \_\mathrm{E} 2 \mathrm{ER}, 1 \mathrm{I}} C_{\mathrm{E} 2, \mathrm{Ii}} C_{\mathrm{ER}, \mathrm{Iiv}}-K_{\mathrm{d} \_ \text {E2ER,1 }} k_{1} \text { _E2ER,IIIE2ER,Ii }
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{Lh} \text {,iv }} V_{\text {liv }}\right)}{d t}=F_{\text {liv }}\left(\mathrm{CArt}_{\mathrm{LH}}-\frac{C_{\text {Lhtiv }}}{\lambda_{\text {Lh.liv }}}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{E} 2, \text { liv }} V_{\text {liv }}\right)}{d t}=F_{\text {liv }}\left(\operatorname{CArt}_{\mathrm{E} 2}-\frac{C_{\mathrm{E} 2, \text { liv }}}{\lambda_{\mathrm{E} 2, \text { liv }}}\right)-V_{\text {liv }}\left(k_{1 \_ \text {E2ER,liv }} C_{\mathrm{E} 2, \text { liv }} C_{\mathrm{ER}, \text { liv }}-K_{\mathrm{d} \_ \text {E2ER,liv }} k_{1 \_ \text {E2ER,liv }} C_{\mathrm{E} 2 \mathrm{ER}, \text { liv }}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{EE} 2, \text { liv }} V_{\text {liv }}\right)}{d t}=F_{\text {liv }}\left(\mathrm{CArt}_{\mathrm{EE} 2}-\frac{C_{\mathrm{EE} 2, \text { liv }}}{\lambda_{\mathrm{EE} 2, \text { liv }}}\right)-V_{\text {liv }}\left(k_{1 \_ \text {EE2ER,liv }} C_{\mathrm{EE} 2, \text { liv }} C_{\mathrm{ER}, \text { liv }}-K_{\text {d_EE2ER,liv }} k_{1 \_ \text {EE2ER,liv }} C_{\text {EE2ER,liv }}\right)
\end{aligned}
$$

## Other

$$
\begin{aligned}
& \frac{d\left(C_{\mathrm{LH}, \mathrm{oh}} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{LH}}-\frac{C_{\mathrm{LH} \text {,oht }}}{\lambda_{\mathrm{LH}, \text { oh }}}\right)-k_{\text {e } L \text { H.oh }} C_{\mathrm{LH} \text {,ohh }} V_{\text {oth }} \\
& \frac{d\left(C_{\mathrm{T} \text { oah }} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{T}}-\frac{C_{\mathrm{T} \text {,ooh }}}{\lambda_{\mathrm{T}, \text { ohh }}}\right)-k_{\mathrm{e}-\mathrm{T}, \text { ohh }} C_{\mathrm{T}, \text { ohh }} V_{\text {oth }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {vigooh }} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\mathrm{VIg}}-\frac{C_{\text {Vigooh }}}{\lambda_{\text {Vggoth }}}\right)-k_{\text {e-VIgooh }} C_{\text {Vigooh }} V_{\text {oth }}
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {EE2,oth }} V_{\text {oth }}\right)}{d t}=F_{\text {oth }}\left(\mathrm{CArt}_{\text {EE2 } 2}-\frac{C_{\text {EE2ooh }}}{\lambda_{\text {EE2ooh }}}\right)-k_{\text {e- }- \text { EF2ooh }} C_{\text {EE2,ooh }} V_{\text {oth }}
\end{aligned}
$$

## Venous blood

$$
\frac{d\left(C_{\text {EE2SBRen }}\right)}{d t}=k_{1 \_ \text {EE2SBPen }} C_{\text {EE2yen }} C_{\text {SBPyen }}-K_{\text {d_EE2SBPen }} k_{1 \_ \text {EE2SBPen }} C_{\text {EE2SBRen }}
$$

$$
\frac{d\left(C_{\mathrm{T}, \mathrm{ven}} V_{\mathrm{ven}}\right)}{d t}=F_{\mathrm{oth}} \frac{C_{\mathrm{T}, \mathrm{ohh}}}{\lambda_{\mathrm{T}, \mathrm{oth}}}+F_{\mathrm{liv}} \frac{C_{\mathrm{T}, \mathrm{liv}}}{\lambda_{\mathrm{T}, \mathrm{liv}}}+F_{\mathrm{brn}} \frac{C_{\mathrm{T}, \mathrm{brn}}}{\lambda_{\mathrm{T}, \mathrm{brn}}}+F_{\mathrm{gon}} \frac{C_{\mathrm{T}, \mathrm{gon}}}{\lambda_{\mathrm{T}, \mathrm{gon}}}-F_{\mathrm{car}} C_{\mathrm{T}, \mathrm{ven}}
$$

$$
-V_{\text {ven }}\left(k_{1 \_ \text {TSBP,ven }} C_{\mathrm{T}, \text { ven }} C_{\mathrm{SBP}, \text { ven }}-K_{\mathrm{d} \_ \text {TSBP,ven }} k_{1 \_ \text {TSBP,ven }} C_{\mathrm{TSBP}, \text { ven }}\right)
$$

$$
\frac{d\left(C_{\mathrm{E} 2, \mathrm{ven}} V_{\mathrm{ven}}\right)}{d t}=F_{\text {oth }} \frac{C_{\mathrm{E} 2, \text { oth }}}{\lambda_{\mathrm{E} 2, \text { oth }}}+F_{\text {liv }} \frac{C_{\mathrm{E} 2, \text { liv }}}{\lambda_{\mathrm{E} 2, \text { liv }}}+F_{\mathrm{brn}} \frac{C_{\mathrm{E} 2, \text { brn }}}{\lambda_{\mathrm{E} 2, \text { brn }}}+F_{\mathrm{gon}} \frac{C_{\mathrm{E} 2, \mathrm{gon}}}{\lambda_{\mathrm{E} 2, \mathrm{gon}}}-F_{\mathrm{car}} C_{\mathrm{E} 2, \mathrm{ven}}
$$

$$
-V_{\text {ven }}\left(k_{1 \_ \text {E2SBP,ven }} C_{\mathrm{E} 2, \text { ven }} C_{\mathrm{SBP}, \text { ven }}-K_{\mathrm{d} \_ \text {E2SBP, ven }} k_{1 \_ \text {E2SBP, ven }} C_{\text {E } 2 S B P, \text { ven }}\right)
$$

$$
\begin{aligned}
& \frac{d\left(C_{\text {TSBPyen }}\right)}{d t}=k_{1 \_ \text {TSBP,een }} C_{\text {T,ven }} C_{\text {SBPyen }}-K_{\text {d_TSBP,enn }} k_{1 \_ \text {TSBB }, \text { en }} C_{\text {TSBPyen }}
\end{aligned}
$$

## CHAPTER 4

# A Computational Model for Oocyte Dynamics in Asynchronous Spawning Fish (e.g., FHMs) 

Adapted from a manuscript in preparation for publication: Li Z., Villeneuve D., Jensen K., Ankley G., Watanabe K.

### 4.1 Introduction

For several reasons it is important to understand mechanisms of oocyte development and regulation in asynchronous spawning fishes. For example, many asynchronous spawning small fish species (e.g., FHM) are used as ecotoxicological research models worldwide, and effects upon reproduction are a major concern. In recent years, molecular biomarkers have been used in ecotoxicology to evaluate chemical interactions with the HPG axis (Ankley et al., 2009a). In order to link chemical effects at a molecular level to effects at individual and ultimately population levels, it is important to explore the mechanisms regulating oocyte development both qualitatively and quantitatively. To date, most of the research on oocyte development and regulation has been conducted with synchronous-spawning fish species (Campbell et al., 2006; Kamei et al., 2006; Nagahama and Adachi, 1985; Nagahama et al., 1995; Tyler et al., 1997; Tyler et al., 1990), while comparatively few studies have been conducted with asynchronousspawning fish species. Further, most studies that have been done with asynchronousspawning fish have been from the perspective of basic reproduction (Jensen et al., 2001; Leino et al., 2005; Wolf et al., 2004). In this research context, computational models can be useful for combining knowledge from experimental studies and exploring possible underlying mechanisms.

Miller et al. (2007) found a linear relationship between relative fecundity and relative plasma VTG concentration (expressed as a proportion of the baseline measurements for each endpoint) for female FHMs exposed to five EDCs that reduce VTG synthesis. This relationship is consistent with previous knowledge that the majority of oocyte growth is associated with the accumulation of yolk proteins in the cytoplasm (Specker and Sullivan, 1994). Other than the work of Miller et al., we are not aware of any reports in the open literature of a computational model for oocyte growth and spawning in fishes. In this study, we developed a computational model to simulate oocyte growth and spawning in both unexposed FHMs and FHMs exposed to TB, one of the five EDCs used by Miller et al.

### 4.2 Materials and methods

### 4.2.1 Experimental data

Fathead minnow fecundity data were obtained from 13 studies conducted at the USEPA Mid-Continent Ecology Division Laboratory in Duluth, MN from 1999 to 2006 (Table 4.1). The experimental designs and corresponding data summaries were described by Watanabe et al. (2007). Among the 13 studies, one was a baseline reproduction study in unexposed FHMs (Jensen et al., 2001), and the remaining were reproduction studies in which FHMs were exposed to various EDCs (Ankley et al., 2005a; Ankley et al., 2001; Ankley et al., 2003; Ankley et al., 2002; Ankley et al., 2005b; Jensen et al., 2004; Jensen et al., 2006; Martinovic et al., 2008; Villeneuve et al., 2009a; Villeneuve et al., 2006). For modeling purposes, we used fecundity data from the baseline reproduction study, the control FHMs from the 12 EDC exposure experiments, and FHMs exposed to TB, a strong androgen receptor agonist that depresses VTG production (Ankley et al., 2003). The 13 studies were classified into two groups based upon experimental design: paired-spawning-design studies with one male and one female per tank (Ankley et al., 2005a; Ankley et al., 2005b; Jensen et al., 2001; Jensen et al., 2006; Martinovic et al., 2008; Villeneuve et al., 2009a; Villeneuve et al., 2006); and group-spawning-design studies with 2 males and 4 females per tank (Ankley et al., 2001; Ankley et al., 2003; Ankley et al., 2002; Jensen et al., 2004).

Figure 4.1 illustrates how we used these data in the model parameterization and evaluation. From paired-spawning-design studies, we had records of clutch sizes (i.e., number of eggs per spawn) and spawning intervals for 60 female FHMs. In total, there were 391 records for clutch sizes and 331 records for spawning intervals; both data sets were used to fit probability distributions (Table 4.2). The fitted distributions were used in our oocyte growth dynamics model to represent the distributions of oocyte recruitment size and oocyte recruitment interval, respectively. For 50 of the 60 female FHMs, we had records of plasma VTG concentration, clutch size, spawning interval, and average fecundity (eggs/female/day), and these data were used to evaluate our model predictions.

For control FHMs from group-spawning-design studies, we used records for 77 female FHMs which comprised 20 experimental units (in most cases there were four FHMs per group). For each individual FHM, we had a measurement of plasma VTG concentration, while for each group we had a record of average fecundity which was calculated as number of eggs per female per day based on the number of FHM females in the group.

In the TB exposure study, 71 female FHMs were from 18 experimental units (i.e., four FHMs per group, with data missing for one fish). The fish had been exposed to one of six TB concentrations (i.e., $0,0.005,0.05,0.5,5,50 \mu \mathrm{~g} / \mathrm{L}$ ) for 21 days (three groups per concentration). All fecundity data from group-spawning-design studies were used to evaluate our model predictions

### 4.2.2 Model Development

Figure 4.2 is a conceptual model that describes how we simplified the processes of oocyte recruitment, growth, and spawning in FHM. Following the conceptual model, the computational model simulates oocyte recruitment, growth, and subsequent batch spawning. A free software package, MCSim (Bois and Maszle, 1997) (http://www.gnu.org/software/mcsim/) was used to develop the computational model, and the ordinary differential equations describing oocyte growth dynamics were integrated using Euler's method.

In our model, oogonia are periodically recruited into oocyte growth starting when FHMs are three months old (2160 hrs post-hatch) (Villeneuve et al., 2007). An oogonia, prior to being recruited into the growth phase, was defined as having a volume of $5.2 \times 10^{-}$ ${ }^{7} \mu \mathrm{~L}$, a value calculated from the diameter of an oogonia in FHM (Leino et al., 2005). Because we do not know the detailed mechanisms controlling oocyte recruitment or fecundity in FHM, we assumed that the number of oogonia recruited into the growth phase and the recruitment interval between two consecutive batches followed the fitted distributions of clutch size and spawning interval with upper and lower bounds set at the maximum and minimum recorded values, respectively. In addition, although we know that atresia (i.e., oocyte degeneration) plays an important role in regulating the number of oocytes in many vertebrates, limited quantitative studies concerning this process have been done in teleosts (Tyler and Sumpter, 1996; Wallace and Selman, 1981). Hence, we assumed that once oocytes were recruited into the growth phase, their number would not change, and all eggs would be spawned.

In MCSim, we used a vector function to track oocyte batches, and each vector contained 100 elements representing 100 batches of oocytes; the size of this vector can be adjusted by the user. The clutch size distribution was sampled randomly to determine the number of oocytes $\left(N_{i}\right)$ recruited into each batch $i(i=1,2, \ldots 100)$. Similarly, the spawning interval distribution was randomly sampled to determine oocyte recruitment intervals ( $T_{i}$ ) between two batches of oocytes. To compute the number of oocytes per batch in MCSim, a rate of oocyte recruitment (number of eggs/hr) was defined using MCSim's PerDose function (eq. 1, Figure 4.3).

$$
\begin{equation*}
R_{\text {recruited }}=\operatorname{PerDose}\left(N_{i}, T_{\text {exp }}, T_{i}, 1\right), \tag{1}
\end{equation*}
$$

In eq. $1, R_{\text {recruited }}$ is the number of eggs recruited per hr; $T_{\exp }(\mathrm{hr})$ is the total length of the experiment being simulated ( $=4608 \mathrm{hrs}$ in this study); and 1 (hr) represents the length of time over which oocytes are recruited into the growth phase. We calculated the number of oocytes in each batch ( $N_{\text {Ooc }}$ ) by integrating $R_{\text {recruited }}$ over 1 hr (eq. 2).

$$
\begin{equation*}
\frac{d\left(N_{\mathrm{Occ}}\right)}{d t}=R_{\text {recruited }}, \tag{2}
\end{equation*}
$$

After being recruited into the growth phase, we simulated oocyte growth based upon the uptake of VTG. The rate of VTG uptake was formulated to be proportional to the plasma VTG concentration and the oocyte volume (eq. 3) because it was observed in rainbow trout that the rate of VTG uptake increased with oocyte diameter even when it was normalized to oocyte surface area (Charles et al., 1988; Specker and Sullivan, 1994), and that an increase in VTG or VTG degradation products in oocytes was associated with an increase in plasma VTG concentrations (Perazzolo et al., 1999). We assumed that VTG uptake into oocytes in FHM followed a similar pattern to that of trout, since we did not have data specific for FHMs.

$$
\begin{equation*}
\frac{d\left(M_{\mathrm{vTG}}\right)}{d t}=\rho_{\mathrm{vTG} \_\mathrm{Oc}} \times C_{\mathrm{VTG}} \times V_{\mathrm{ooc}}, \tag{3}
\end{equation*}
$$

In eq. 3, $M_{\mathrm{VTG}}$ (nmol) is the amount of VTG absorbed into each oocyte in each batch; $\rho_{\text {VTG_Ooc }}(1 / \mathrm{hr})$ is the VTG absorption rate constant; $C_{\mathrm{VTG}}(\mathrm{nmol} / \mu \mathrm{L})$ is the plasma VTG concentration; $V_{\mathrm{Ooc}}(\mu \mathrm{L})$ is the volume of each oocyte in each batch. For each batch of oocytes, we assumed that all oocytes grew equally, and their volumes were the same.

It is known that, in an optimized laboratory setting, the spawning interval of reproductively active unexposed FHMs ranges from 1 to 15 days, with most values falling in the range of 3 to 4 days (Jensen et al., 2001). In addition, at least four stages of oocytes have been observed in a FHM ovary at one time (Jensen et al., 2001; Villeneuve et al., 2007). As a result, it is reasonable to assume that there are at least four batches of oocytes developing simultaneously. Given that there are four batches of oocytes inside a FHM ovary, and that the spawning intervals are typically 3 to 4 days, the oocyte growth period in FHMs should be on the order of 12 to 16 days. In our model, we set $\rho_{\text {VtG_Ooc }}$ at $1 \mathrm{hr}^{-1}$, which resulted in an average oocyte growth period of approximately 13 days. This
pattern agrees with oocyte growth mechanisms in many mammals, amphibians, and other fish species (Coward and Bromage, 1998; Hirao and Miyano, 2008; Scott, 2000).

Along with VTG, other molecules (e.g., water and minerals) enter oocytes (Specker and Sullivan, 1994; Tyler et al., 1990), and also contribute to the increase in oocyte volume. In our model, the volume of an oocyte is equal to its initial volume (volume of oogonia) plus the oocyte growth volume. We assumed that there was a proportional relationship between the uptake of VTG and other molecules during vitellogenesis, and therefore the oocyte growth volume was formulated to be proportional to the amount of VTG absorbed into the oocyte.

$$
\begin{equation*}
V_{\text {ox }}=V_{\text {oos }}+0.156 \times M_{\text {vic }} \times r_{\text {vtc. Waere }}, \tag{4}
\end{equation*}
$$

In eq. $4, V_{\text {Oog }}(\mu \mathrm{L})$ is the initial volume of an oocyte; $0.156(\mathrm{mg} / \mathrm{nmol})$ is the molecular weight of VTG; $r_{\mathrm{VTG}}$ Water $(\mu \mathrm{L} / \mathrm{mg})$ is the ratio of the volume of oocyte growth to the amount of VTG absorbed. In this study, we set the value of $r_{\text {VTG_Water }}$ to be three, an empirical value based upon the observation that fish oocytes are about $2 / 3$ water (Milla et al., 2006), and the density of fish oocytes is around $1 \mathrm{mg} / \mu \mathrm{L}$ (unpublished data).

In our model, we used oocyte size as a criterion to determine when an oocyte will be spawned. The critical size was set to be $0.52 \mu \mathrm{~L}$, a value calculated from the diameter of a mature oocyte reported in FHM (Leino et al., 2005). When oocytes in a batch reached the critical size, they were spawned, and the number of oocytes in the fish decreased.

### 4.2.3 Model Evaluation

To evaluate the predictive ability of our model, we simulated the number of eggs spawned as a function of time for unexposed FHMs with paired-spawning and groupspawning designs, respectively, and for FHMs exposed to TB for 21 days with a groupspawning design. For simulation of the three data types above, measured FHM plasma VTG concentration was input as a model parameter. For each unexposed FHM from
paired- or group-spawning-design studies, plasma VTG concentration was assumed to be a constant throughout the simulation, and its value was set to be the measured plasma VTG concentration recorded when the FHM was sacrificed. For FHMs exposed to TB, plasma VTG concentration before exposure was set to be the average plasma VTG concentration of the controls because we did not have pre-exposure plasma VTG data. At the actual start of a TB exposure, plasma VTG concentration in the FHM was set to be the value measured at conclusion of the test.

In total, we simulated 50 unexposed FHMs from paired-spawning studies. Predicted clutch sizes, spawning intervals, and average fecundities were compared to experimental data visually. In addition, for each reproductive endpoint, we used a nonparametric two-sample Kolmogorov-Smirnov test in MATLAB 7.1 to test whether the model predictions and the measured data were different at a significance level of 0.01 $(\alpha=0.01)$. The null hypothesis was that the two samples were drawn from the same distribution; the alternative hypothesis was that they were drawn from different distributions.

The distributions used in our model (i.e., the distributions of oocyte recruitment size and recruitment interval) were derived from experimental data of FHMs from paired-spawning-design studies, while the independent experimental data available to evaluate our model predictions were from experimental data of FHMs from group-spawningdesign studies. To evaluate whether the model could be used to simulate average fecundity from a group-spawning design, we performed a non-parametric two-sample Kolmogorov-Smirnov test $(\alpha=0.01)$ to evaluate whether the measured average fecundity data from FHMs with a group-spawning design (number of fish $=77$, number of groups $=$ 20 , number of average fecundity data points=20) differed significantly from the FHMs with a paired-spawning design (number of fish $=50$, number of average fecundity data points=50). We could not reject the hypothesis that the two average fecundity data sets were from the same distribution, i.e., the two data sets were not significantly different.

To determine whether our model could predict average fecundity in FHMs with a group-spawning design, we simulated spawning in 77 unexposed FHMs from group-
spawning-design studies. Model predictions for the 77 FHMs were divided into 20 groups according to the experimental design. The average fecundity of each group was calculated and compared to experimental data.

To evaluate whether our model could predict the average fecundity in FHMs exposed to TB, we simulated spawning in the 71 FHMs exposed to TB for 21 days. Model predictions for the 71 FHMs were divided into 18 groups according to the experimental design. The average fecundity of each group was calculated, grouped based on the different TB concentrations, and compared to experimental data.

Figure 4.4 illustrates a timeline for our model simulations. For all simulations, we set three months ( 2160 hrs post-hatch) as the time that female FHMs start to recruit oocytes. For unexposed FHMs we started tracking fecundity at five months ( 3600 hr ) and continued tracking it for 21 days ( 3600 to 4104 hrs ). This was intended to simulate the actual age of reproductive maturity, as well as the actual age of FHMs used in the studies providing experimental data. For the TB exposure study, we started tracking FHM fecundity at five months and continued for 21 days before the exposure. Then, we simulated the TB exposure starting at five months and 22 days, and tracked fecundity from 4104 to 4608 hrs .

To fully explore the sampling space of the distributions of oocyte recruitment size and spawning interval, all simulations were performed 1000 times using Monte Carlo simulation in MCSim. The MCSim output file was imported into MATLAB 7.1, and out of 1000 results we randomly sampled one set of results for each fish. Based upon the sampled results, we counted and calculated reproductive endpoints such as clutch size, spawning interval, and average fecundity. The estimated reproductive endpoints were then pooled, and visually compared to the measured data.

### 4.3 Results

### 4.3.1 Distribution Fitting

For the 60 unexposed FHMs from the paired-spawning-design studies, clutch sizes fit a lognormal distribution with geometric mean (GM, exponential of the mean in log-space) and geometric standard deviation (GSD, exponential of the standard deviation in log-space) equal to 4.11 and 0.96 , respectively (Table 4.2). The spawning intervals fit a lognormal distribution with GM and GSD equal to 1.21 and 0.57 , respectively (Table 4.2).

### 4.3.2 Model Predictions in Unexposed FHMs with a Paired-spawning Design

Figure 4.5 compares model predictions with the experimental data for the 50 unexposed female FHMs from paired-spawning-design studies over a 21-day period. The mean and median model predictions were within 0.5 to 2.0 fold of the mean and median measurements for clutch size (Figure 4.5A), spawning interval (Figure 4.5B), and average fecundity (Figure 4.5C), respectively. The $95 \%$ CIs of model predictions encompassed the mean and median measurements, and the mean and median model predictions were within the $95 \%$ CIs of experimental data for each endpoint. Using nonparametric two-sample Kolmogorov-Smirnov tests $(\alpha=0.01)$, we concluded that there was no significant difference between the model predictions and experimental data for the three reproductive endpoints.

### 4.3.3 Model Predictions in Unexposed FHMs with a Group-spawning Design

Figure 4.6 shows a comparison of model predictions with experimental data for the 77 unexposed female FHMs (20 groups) from group-spawning-design studies, which were not used in the model calibration. Although the model predictions had a variance (4.0) slightly smaller than that of the experimental data variance (7.1), the two data sets were generally comparable. The $95 \%$ CIs of model predictions (11.7, 24.7) encompassed the mean (16.7) and median (16.3) measurements, and the mean (18.3) and median (17.9) model predictions were within the $95 \%$ CIs $(5.1,28.0)$ of the experimental data. Using a
non-parametric two-sample Kolmogorov-Smirnov test ( $\alpha=0.01$ ), we concluded that there were no significant differences between the model predictions and experimental data.

### 4.3.4 Model Predictions in TB-exposed FHMs with a Group-spawning Design

Figure 4.7 shows a comparison of model-predicted average fecundity with experimental data for 71 female FHMs ( 18 groups) exposed to $0,0.005,0.05,0.5,5,50$ $\mu \mathrm{g} / \mathrm{L}$ TB for 21 days. Predicted average fecundity followed the same trend as the experimental data, i.e., with increasing TB concentrations, the average fecundity of FHMs decreased, and the model predictions overlapped the experimental data. For each concentration of TB , the predicted medians were $20.5,13.8,9.6,0,0$, and 1.5 , respectively, and the medians of measured data were $11.5,11.6,6.8,0.4,0$, and 0 , respectively. It was interesting to see an increase in average fecundity predicted by the model for the highest TB exposure concentration ( $50 \mu \mathrm{~g} / \mathrm{L}$ ). At exposure concentrations equal to 0.5 and $5 \mu \mathrm{~g} / \mathrm{L}$, all three predicted average fecundity values were 0 whereas at an exposure concentration equal to $50 \mu \mathrm{~g} / \mathrm{L}$, two of the three predicted average fecundity values were greater than zero.

### 4.4 Discussion

### 4.4.1 Fecundity in Unexposed FHMs with a Group-spawning Design

For our modeling we used data from studies with two different experimental designs: paired- and group-spawning. In a paired-spawning-design experiment, it is clear that all eggs collected within a tank are spawned from a single female. However, in a group-spawning-design experiment, the eggs collected in one tank may be from one of four females, or even from more than one female in the tank because multiple females might spawn on the same day. This makes it difficult to determine individual fecundity, so only average fecundity can be compared between a group-spawning design and a paired-spawning design study.

In our model, the distributions of oocyte recruitment size and oocyte recruitment interval used to predict the average fecundity of FHMs with a group-spawning design
were exactly the same as those used for FHMs with a paired-spawning design. With the same distributions, our model successfully predicted the average fecundity of FHMs from studies with a group-spawning design. The simulation results showed that the average fecundity from two different experimental designs were not significantly different from each other. These results suggest that the clutch sizes and spawning intervals for individual fish are not affected by the two experimental designs evaluated in this study.

### 4.4.2 Predictions of Fecundity in EDC-exposed FHMs with Group-spawning Design

Model-predicted average fecundity in TB exposed FHMs followed the trend of the experimental data, which suggests that our model captured the relationship between VTG concentrations and oocyte growth dynamics. That is, the U-shaped curve in our model-predicted average fecundity (Figure 4.7) was influenced by the U-shaped curve in the plasma VTG measurements (Ankley et al., 2003). However, the predictions did not exactly match the experimental data, especially for the $50 \mu \mathrm{~g} / \mathrm{L} \mathrm{TB}$ treatment.

Atresia might be one possible explanation for the over-predictions at the $50 \mu \mathrm{~g} / \mathrm{L}$ TB treatment. Atresia is a common event in many vertebrates, which plays an important role in regulating the number of oocytes that are eventually spawned (Tyler and Sumpter, 1996). While atresia occurs under ideal environmental conditions, exposure to environmental stressors may increase the rate of atresia (Wallace and Selman, 1981). In our model, we did not include the process of atresia because of a shortage of quantitative information. However, in the TB-exposed FHMs, atresia was indeed one of the major histological lesions noted by Ankley et al. (2003). As a result, our model may tend to predict higher fecundity in the exposed FHMs, especially for the FHMs exposed to high levels of TB.

An alternative explanation for the fecundity over-prediction in the exposed FHMs is that the plasma VTG concentrations used in the simulations were not a function of time, but were set as a constant prior to exposure and after the start of exposure, respectively. When we simulated the fecundity of an unexposed FHM from paired- or group-spawning-design studies, we input the plasma VTG concentration measured when the

FHM was sacrificed, and its value was set to a constant. Since it was observed that, in unexposed reproductively-active FHMs, the plasma VTG concentrations remained relatively constant over a spawning interval (Jensen et al., 2001), we assumed a constant plasma VTG concentration to predict the fecundity in an unexposed FHM was reasonable. However, when we simulated the fecundity of a TB exposed FHM, we set the plasma VTG concentration prior to exposure to the average plasma VTG concentration of the control FHMs, and the VTG concentration after the start of exposure to the one measured at the end of the 21-day test. As a result, prior to exposure, all FHMs had a uniform VTG concentration, and after the start of exposure, plasma VTG concentrations in each exposed FHM changed sharply. In reality, prior to exposure, different FHMs have different VTG concentrations (e.g., plasma VTG concentrations in the control FHMs ranged from 0.12 to $0.24 \mathrm{nmol} / \mu \mathrm{L}$ ). Similarly, after the start of the exposure, VTG concentrations in reality probably changed as a function of time. For example, as shown by Seki et al. (2006), plasma VTG concentrations in spawning fish exposed to TB were lower on day 14 than on day 21 . Similarly, time-course studies by Villeneuve et al. (2009b) and Ankley et al. (2009b) showed gradual declines, rather than an abrupt decrease, in average plasma VTG concentrations occurring over the first 4-8 d of exposure to EDCs that inhibit aromatase activity. Hence, the fixed VTG concentration for each exposed FHM in our simulations may overestimate or underestimate the plasma concentration of VTG available for oocyte growth. Thus, having a time course of plasma VTG concentrations would likely improve the model predictions, which could be achieved by connecting the oocyte growth dynamics model to other models predicting plasma VTG concentrations as a function a time (Murphy et al., 2009).

### 4.4.3 Future Work

In vertebrates, such as fish, oocyte development is under the regulation of multiple hormones (e.g., follicle-stimulating hormone, luteinizing hormone, $17 \beta$-estradiol, and $17 \alpha, 20 \beta$-dihydroxy-4-pregnen-3-one), and oocytes at different developmental stages provide different feedback signals to the regulatory system (Kim et al., 2006; Schulz et al., 2001). In synchronous spawners, hormone levels and feedback signals are based
upon the state of one oocyte batch (Yaron et al., 2003). However, in asynchronous spawners, hormone levels must meet the combined requirements of multiple oocyte batches, and these different batches may provide different biochemical feedback signals, making the regulation more complicated. Thus far, in asynchronous spawning fish the regulatory hormone dynamics are not understood fully.

Our oocyte growth dynamics model simplifies the mechanisms controlling oocyte development in FHMs leaving hormonal regulations to future work. For example, we do not know the mechanism controlling oocyte recruitment in FHMs, and assumed that oocyte recruitment size and interval followed the distributions of clutch size and spawning interval, respectively. Similarly, we did not include atresia because of a shortage of quantitative information. In the future, once quantitative information on these processes are available, we should be able to substitute the present elements (e.g., the distributions of clutch size and spawning interval) or add in new factors (e.g., the mechanism controlling atresia) that interact with oocyte growth and development dynamically.

A study by Murphy et al. (2009) linked a physiologically-based model in Atlantic croaker to a linear statistical model relating fecundity to relative VTG concentration in FHMs (Miller et al., 2007). That study represents a very good example of connecting two computational models. However, as stated by Murphy et al., "VTG concentration is in a state of flux", so assuming a simple direct relationship between fecundity and VTG concentration measured or predicted at a certain time point might introduce extra errors into model predictions. Furthermore, we speculate that there might be a delay in the effects of changes in VTG on fecundity because both VTG uptake and oocyte spawning are dynamic processes, i.e., the present plasma VTG concentration may not affect a clutch of oocytes currently being spawned. If our oocyte growth dynamics model was linked to the model, VTG concentrations would be input as a continuous function of time, and the effects of VTG on fecundity could be predicted dynamically.

It would be valuable to connect our oocyte dynamics model to the physiologically-based computational model for the HPG axis in female FHMs described
in chapter 3. The HPG axis model predicts plasma VTG concentrations as a function a time in both unexposed and EDC-exposed female FHMs. The plasma VTG concentrations can serve as connectors, which can be outputs from the HPG axis model and inputs to the oocyte growth dynamics model. As a result, the model connection would allow us to predict the EDC effects on fecundity directly. It is a part of our research plan to integrate the physiologically based model in female FHMs with the oocyte dynamics model in the future.

The algorithm developed to simulate oocyte growth in FHMs can be adapted and applied to other asynchronous and synchronous spawning fish. For asynchronous spawning fish, the fish-specific parameters (e.g., oocyte recruitment size, oocyte recruitment interval, and critical size for spawning) would need to be modified for the fish species of interest. For synchronous spawning fish, after assigning fish-specific values to oocyte recruitment size and critical size for oocytes to spawn, the model algorithm can be used to simulate one batch of oocytes.

In summary, our oocyte growth dynamics model links plasma VTG concentration to fecundity in FHMs, which connects a molecular biomarker of EDC exposure with reproductive effects in individuals and populations. This is important, because a greater number of toxicological studies are evaluating changes in molecular-level endpoints, whereas ecological risk assessments focus on endpoints (e.g., fecundity) that affect a population (Forbes et al., 2006). In addition, our oocyte growth dynamics model presents a novel algorithm for oocyte growth and spawning that can be adapted and applied to other fish species including both asynchronous and synchronous spawners. Linking the model to a physiologically-based model of the HPG axis would enable research on hormone regulation of oocyte development, and provide additional connections between EDC effects at a molecular level and effects at the individual level in order to contribute to ecological risk assessment.
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## TABLES

Table 2.1 Summary statistics of baseline data from male fathead minnow ( $n=70$ ) used in model calibration. $\mathrm{SD}=$ standard deviation; GSI = gonadosomatic index, equal to (gonad weight / body weight) $\times 100$; HSI $=$ hepatosomatic index, equal to (liver weight $/$ body weight) $\times 100 ; \mathrm{T}=$ plasma testosterone concentration; $\mathrm{KT}=$ plasma 11 keto-testosterone concentration; $\mathrm{E}_{2}=$ plasma $17 \beta$-estradiol concentration; and VTG = plasma vitellogenin concentration.

| Statistics | Body Weight | Gonad Weight | Liver Weight |  |  | T | KT | $\mathrm{E}_{2}$ | VTG |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ( g ) | ( mg ) | GSI | ( mg ) | HSI | ( $\mathrm{ng} / \mathrm{ml}$ ) | ( $\mathrm{ng} / \mathrm{ml}$ ) | ( $\mathrm{ng} / \mathrm{ml}$ ) | ( $\mathrm{mg} / \mathrm{ml}$ ) |
| Mean | 3.80 | 44 | 1.15 | 38 | 1.39 | 9.38 | 33.08 | 0.50 | 0.0052 |
| SD | 0.85 | 20 | 0.38 | 11 | 0.21 | 5.00 | 20.66 | 0.37 | 0.0049 |
| Median | 3.78 | 41 | 1.06 | 38 | 1.44 | 8.84 | 29.65 | 0.40 | 0.0048 |
| Maximum | 5.48 | 110 | 2.19 | 54 | 1.63 | 24.12 | 70.05 | 1.60 | 0.0215 |
| Minimum | 1.91 | 11 | 0.35 | 20 | 1.05 | 2.82 | 2.49 | 0.10 | 0.0004 |

Table 2.2 Plasma T and VTG concentrations measured in male fathead minnows exposed to nominal water concentrations of 10 or $50 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$ for 48 hrs (Garcia-Reyero et al., 2009). $\mathrm{T}=$ plasma testosterone concentration; $\mathrm{VTG}=$ plasma vitellogenin concentration; $\mathrm{SD}=$ standard deviation. The body weight of each fish was measured at the end of the exposure.

| Fish ID | Body Weight (g) | T (ng/ml) | VTG (mg/ml) |
| :---: | :---: | :---: | :---: |
| Nominal water concentration $=50 \mathrm{ng} E E_{2} / \mathrm{L}$; |  |  |  |
| Average measured concentration $=41 \mathrm{ng} E E_{2} / L$ |  |  |  |
| 129 | 3.4 | 2.5 | 29 |
| 139 | 3.9 | 2.2 | 33 |
| 146 | 5.0 | 2.3 | 28 |
| 153 | 3.3 | 1.9 | 26 |
| Mean | 3.9 | 2.2 | 29 |
| SD | 0.78 | 0.2 | 3.1 |
| Nominal water concentration $=10 \mathrm{ng} E E_{2} / \mathrm{L}$; |  |  |  |
| Average measured concentration $=5.3 \mathrm{ng} E E_{2} / \mathrm{L}$ |  |  |  |
| 102 | 2.2 | - | 12 |
| 108 | 2.8 | - | 16 |
| 115 | 4.1 | - | 7.7 |
| 124 | 3.1 | - | 14 |
| Mean | 3.1 | - | 13 |
| SD | 0.79 | - | 4.3 |

Table 2.3 Calibrated model input parameters: Prior distributions and posterior distribution summary statistics. * Definition of prior distribution parameters P1 and P2. Lognormal: P1 = geometric mean (exponential of the mean in log-space); P2 = geometric standard deviation (exponential of the standard deviation in log-space, strictly superior to 1 ). Loguniform: $\mathrm{P} 1=$ minimum of the sampling range (real number) in natural space; $\mathrm{P} 2=$ maximum of the sampling range in natural space. Uniform: $\mathrm{P} 1=$ minimum of the sampling range (real number) in natural space. $\mathrm{P} 2=$ maximum of the sampling range in natural space. Inverse gamma: $\mathrm{P} 1=$ shape $; \mathrm{P} 2=$ scale (both of the parameters are strictly positive).

| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{*}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% CIs |
| Magnitude of LH production (nmol/hr) | Mag ${ }_{\text {LH }}$ | Loguniform (5.0e-06, 5.0e-04) | Schulz et al. (1993) | $2.6 \mathrm{e}-5$ | $2.6 \mathrm{e}-5$ | (9.2 e-6, 4.0e-5) |
| Dissociation constant of $\mathrm{E}_{2}$ binding to ER in brain (nM) | $K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | Lognormal $(2.5,3)$ | Murphy et al. (2005) | 7.3 | 2.8 | $(0.24,57)$ |
| Association rate of $\mathrm{E}_{2}$ binding to ER in brain ( $1 / \mathrm{nM} / \mathrm{hr}$ ) | $k_{1 \_ \text {E2ER, }}$ brn | Lognormal $(0.743,3)$ | Murphy et al. (2005) | 1.7 | 0.84 | (0.094, 10) |
| Association rate of LH binding to <br> LH receptor in gonad ( $1 / \mathrm{nM} / \mathrm{hr}$ ) | $k_{l \_ \text {LHLR, gon }}$ | Lognormal $(0.1,3)$ | assumed | 0.20 | 0.12 | (0.015, 0.87) |


| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{*}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% CIs |
| ER background production rate (nM/hr) | $\mathrm{Pbg}_{\text {ER,liv }}$ | $\begin{gathered} \text { Loguniform } \\ (5.0 \mathrm{e}-5,5.0 \mathrm{e}-1) \end{gathered}$ | assumed | $2.1 \mathrm{e}-3$ | $2.1 \mathrm{e}-3$ | (1.4e-3, 3.1e-3) |
| Induction rate of LH production by $\mathrm{E}_{2}(1 / \mathrm{hr})$ | $\rho_{\text {LH,brn }}$ | Loguniform $(0.0005,0.5)$ | assumed | 0.19 | 0.18 | (7.4e-4, 0.47) |
| Proportionality constant relating bound LH receptor to StAR | $\rho_{\text {STAR,gon }}$ | Loguniform $(1,100)$ | assumed | 30 | 22 | $(1.3,91)$ |
| Proportionality constant relating cholesterol to StAR | $\rho_{\text {Chol,gon }}$ | Loguniform $(10,10000)$ | Artemenko et al. (2001) | $2.6 \mathrm{e}+3$ | $1.5 \mathrm{e}+3$ | (57, 9.0e+3) |
| Elimination rate constant for $\mathrm{E}_{2}$ in the "other" compartment ( $1 / \mathrm{hr}$ ) | $\mathrm{Kelim}_{\mathrm{E} 2 \text {,oth }}$ | Lognormal $(0.1,3)$ | Teeguarden and Barton (2004) | 0.28 | 0.28 | (0.21, 0.36) |
| First order rate constant for ER induction in liver ( $1 / \mathrm{hr}$ ) | $k_{\text {ER,IIv }}$ | $\begin{gathered} \text { Uniform } \\ (0.001,0.1) \end{gathered}$ | assumed | 0.082 | 0.083 | $(0.068,0.096)$ |


| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{*}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% CIs |
| Inhibition constant for T production (nM) | $K_{\text {T }}$ | $\begin{aligned} & \text { Loguniform } \\ & (0.001,0.5) \end{aligned}$ | assumed | 0.014 | 0.014 | (8.8e-3, 0.020) |
| Concentration of microsomal protein in gonad (mg/L) | D_m_mp_gon | $\begin{gathered} \text { Loguniform } \\ (3.1 \mathrm{e}+1,3.1 \mathrm{e}+5) \end{gathered}$ | Measured by D. <br> Villeneuve in female FHM | 868 | 915 | (76, 1.6e+3) |
| Concentration of microsomal protein in brain ( $\mathrm{mg} / \mathrm{L}$ ) | D_m_mp_brn | $\begin{gathered} \text { Loguniform } \\ (1.8 \mathrm{e}+2,1.8 \mathrm{e}+6) \end{gathered}$ | Measured by D. Villeneuve in female FHM | 469 | 412 | (198, 1.0e+3) |
| Scaling coefficient of Vmax for Vtg production in liver (= Vmax/BodyWeight ${ }^{0.75}$ ) ( $\mathrm{nmol} / \mathrm{hr} / \mathrm{kg}^{0.75}$ ) | $s c_{\text {_ }} \mathrm{Vmax}_{\mathrm{vtg} \text {, liv }}$ | Loguniform $(1,1.0 \mathrm{e}+5)$ | assumed | 216 | 200 | $(103,406)$ |
| Hill coefficient of Vtg production in liver | $n_{v t g}$ | Loguniform $(2,10)$ | based on ER dimerization | 3.2 | 3.2 | $(2.8,3.7)$ |


| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{*}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% CIs |
| Partition coefficient of $\mathrm{EE}_{2}$ (blood to water) | $\lambda_{\text {EE2, bld }}$ | Lognormal $(600,3)$ | Kim (2004) | 283 | 238 | $(103,740)$ |
| Partition coefficient of $\mathrm{EE}_{2}$ (liver to blood) | $\lambda_{\text {EE2, liv }}$ | Loguniform $(1,100)$ | Plowchalk and Teeguarden (2002) | 2.8 | 2.5 | (1.0, 6.7) |
| Scaling coefficient of Vmax for |  |  |  |  |  |  |
| KT production in gonad (= Vmax/number of leydig cells per gonad) (nmol/hr/cell) | sc_Vmax ${ }_{11 \mathrm{bHSD} \text {, gon }}$ | Loguniform (4.3e-9, 4.3e-6) | Ge et al. (1997) | 5.3e-8 | $5.3 \mathrm{e}-8$ | (3.7e-8, 7.0e-8) |
| Variance of plasma $\mathrm{E}_{2}$ concentration in natural log space | Var_Ln_CE2tot_pla_ngml | Inverse Gamma $(2,0.56)$ | Bois et al. (1996a) | 9.1 | 9.0 | $(7.3,12)$ |
| Variance of plasma T concentration in natural log space | Var_Ln_CTtot_pla_ngml | Inverse Gamma $(2,0.41)$ | Bois et al. (1996a) | 0.31 | 0.30 | (0.22, 0.42) |

Table 2.4 Measured reproductive endpoints (Watanabe et al., 2007) and model predictions for unexposed male fathead minnows. Measured data include 73 male fathead minnows. Model predictions include 8000 values generated using 8000 Markov chain Monte Carlo calibrated parameter sets. $\mathrm{T}=$ plasma testosterone concentration; $\mathrm{KT}=$ plasma 11-ketotestosterone concentration; $\mathrm{E}_{2}=$ plasma $17 \beta$-estradiol concentration; $\mathrm{VTG}=$ plasma vitellogenin concentration; $\mathrm{SD}=$ standard deviation.

| Reproductive <br> Endpoint <br> (Plasma <br> Concentration) | Mean | Median | SD | Measured Data | Model Predictions |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{T}(\mathbf{n g} / \mathbf{m l})$ | 13 | 12 | 7.2 | 8.6 | 8.6 | 0.57 | $(7.6,9.9)$ |  |
| KT (ng/ml) | 37 | 35 | 26 | 35 | 35 | 4.7 | $(26,44)$ |  |
| $\mathbf{E}_{\mathbf{2}}(\mathbf{n g} / \mathbf{m l})$ | 0.38 | 0.37 | 0.23 | 0.20 | 0.19 | 0.033 | $(0.14,0.27)$ |  |
| VTG (mg/ml) | 0.0036 | 0.0022 | 0.0038 | 0.0017 | 0.0016 | 0.00061 | $(0.00080,0.0032)$ |  |

Table 2.5 Model parameters treated as constants $(n=62)$. Default values listed are used by the model unless another value is set by the user.

| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Volumetric water flowing through gills | $\mathrm{FW}_{\text {gil }}$ | 0.085 (L/hr) | Nichols et al. (2004) |
| Cardiac output | $\mathrm{F}_{\mathrm{car}}$ | 0.016 (L/hr) | Nichols et al. (2004) |
| Body weight | BodyWt | 0.0041 (kg) | Watanabe et al. (2007) |
| Percentage of brain to body weight (BSI) | Pct ${ }_{\text {brn }}$ | 0.9343 | Measured by D. Villeneuve |
| Percentage of gonads to body weight (GSI) | Pct ${ }_{\text {gon }}$ | 1.33 | Watanabe et al. (2007) |
| Percentage of liver to body weight (HSI) | Pct $_{\text {liv }}$ | 1.8 | Watanabe et al. (2007) |
| Percentage of gills to body weight | $\mathrm{Pct}_{\text {gil }}$ | 1.67 | Nichols et al. (1996) |
| Percentage of venous blood to body weight | $\mathrm{Pct}_{\text {ven }}$ | 2.59 | Robinson et al. (1992); <br> Nichols et al. (1996) |
| Fraction of blood flow in brain to cardiac output | $\frac{F_{b r n}}{F_{c a r}}$ | 0.036*BSI | Nichols et al. (1990) |
| Fraction of blood flow in gonad to cardiac output | $\frac{F_{g o n}}{F_{c a r}}$ | 0.036*GSI | Nichols et al. (1990) |
| Fraction of blood flow in liver to cardiac output | $\frac{F_{l i v}}{F_{c a r}}$ | 0.024*HSI | Nichols et al. (1990) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Fraction of plasma in venous blood | Fct plasma, ven | 0.7 | Brill et al. (1998) |
| Total concentration of estrogen receptors in brain | $\mathrm{C}_{\text {ER, brn }}$ | 14.3 (nmol/L tissue) | Plowchalk and Teaguarden (2002) |
| Total concentration of estrogen receptors in gonad | $\mathrm{C}_{\text {ER, gon }}$ | 29 (nmol/L tissue) | Plowchalk and Teaguarden (2002) |
| Total concentration of LH receptors in gonad | $\mathrm{C}_{\mathrm{LR} \text {, gon }}$ | 2.0 ( $\mathrm{nmol} / \mathrm{L}$ tissue) | Miwa et al. (1994) |
| Total concentration of SBP in blood | $\mathrm{C}_{\text {SBP, ven }}$ | 20 (nmol/L blood) | Teeguarden and Barton (2004) |
| Dissociation constant of $\mathrm{E}_{2}$ to estrogen receptor in gonad | $K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{gon}}$ | $=K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Association rate of $\mathrm{E}_{2}$ to estrogen receptor in gonad | $k_{l_{-} \text {E2ER, gon }}$ | $=k_{l_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of $\mathrm{E}_{2}$ to estrogen receptor in liver | $K_{d \_ \text {E2er, }}$ liv | $=K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Association rate of $\mathrm{E}_{2}$ to estrogen receptor in liver | $K_{l_{-} \mathrm{E} 2 \mathrm{ER}, \text { liv }}$ | $=k_{l_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ to estrogen receptor in brain | $K_{d_{-} \text {EE2ER, brn }}$ | $=0.2 * K_{d-\text { E2ER, brm }}$ | Gale et al. (2004) |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in brain | $k_{l_{-} \text {EE2ER, brn }}$ | $=k_{l_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ | $K_{d-E E 2 E R, ~ g o n ~}$ | $=K_{d \_ \text {EE2ER, }}$ brn | assumed |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| to estrogen receptor in gonad |  |  |  |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in gonad | $k_{1-\text { EE2ER, gon }}$ | $=k_{1 \_ \text {EE2ER, brn }}$ | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ to estrogen receptor in liver | $K_{d \_ \text {EE2ER, liv }}$ | $=K_{d \_ \text {EE2ER,brn }}$ | assumed |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in liver | $k_{l_{-} \text {EE2ER,Liv }}$ | $=k_{l_{-} \text {EE2ER,bm }}$ | assumed |
| Dissociation constant of $\mathrm{E}_{2}$ to SBP in blood | $K_{d_{-} \mathrm{E} 2 \text { SBP,ven }}$ | 3.13 (nM) | Murphy et al. (2005) |
| Association rate of $\mathrm{E}_{2}$ to SBP in blood | $k_{l_{-} \mathrm{E} 2 \text { SBP, ven }}$ | 5.6687 (1/nM/hr) | Murphy et al. (2005) |
| Dissociation constant of T to SBP in blood | $K_{d \_ \text {-TSBP, ven }}$ | 4.89 (nM) | Murphy et al. (2005) |
| Association rate of T to SBP in blood | $K_{l_{-} \text {TSBP, ven }}$ | 5.6687 (1/nM/hr) | Murphy et al. (2005) |
| Dissociation constant of LH to LH receptor in gonad | $K_{d-L H L R, ~ g o n ~}$ | 0.15 (nM) | Crim et al. (1988) |
| $\begin{aligned} & \text { Scaling coefficient of Vmax } \\ & \text { of T production in gonad } \\ & (=V m a x / b o d y w e i g h t ~ \end{aligned}$ | $s c_{\text {c }} \mathrm{Vmax}_{\text {Sc, gon }}$ | $1.1 \mathrm{e}+05(\mathrm{nmol} / \mathrm{hr} / \mathrm{kg}$ body weight) | Kashiwagi et al. (1980); <br> Shikita and Hall (1973) |
| $\mathrm{K}_{0.5}$ of T production in gonad | $\mathrm{K}_{0.5 \mathrm{scc}, \mathrm{gon}}$ | 190 (nM) | Shikita and Hall (1973) |
| Hill coefficient for T production in gonad | $\mathrm{n}_{\mathrm{T}}$ | 1.8 | Murphy et al. (2005) |

$\left.\begin{array}{cccc}\hline \text { Parameter description } & \text { Symbols } & \text { Value } & \text { Reference } \\ \hline \begin{array}{c}\text { Scaling coefficient of Vmax } \\ \text { of } \mathrm{E}_{2} \text { production in brain } \\ \text { (=Vmax/ mass of } \\ \text { microsomal protein in brain) }\end{array} & \text { sc_Vmax }_{\text {aro,brn }}\end{array} \begin{array}{c}\text { 1.05E-2 (nmol/hr/mg } \\ \text { microsomal protein) }\end{array}\right]$ Zhao et al. (2001)

| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| T in the "other" compartment |  |  | (2004) |
| Elimination rate constant for $\mathrm{EE}_{2}$ in the "other" compartment | $\mathrm{Kelim}_{\text {EE2,oth }}$ | 0.1 (1/hr) | Teeguarden and Barton (2004) |
| Elimination rate constant for KT in the "other" compartment | Kelim ${ }_{\text {KT,oth }}$ | 0.1 (1/hr) | Teeguarden and Barton (2004) |
| Elimination rate constant for Vtg in the "other" compartment | Kelim $_{\text {vtg,oth }}$ | 0.001 (1/hr) | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ (brain to blood) | $\lambda_{\text {EE2, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ (gonad to blood) | $\lambda_{\text {EE2, gon }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ ("other" to blood) | $\lambda_{\text {EE2, oth }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{E}_{2}$ (brain to blood) | $\lambda_{\text {E2, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{E}_{2}$ (gonad to blood) | $\lambda_{\mathrm{E} 2}$, gon | 1 | Plowchalk and Teeguarden (2002) |
| Partition coefficient of $\mathrm{E}_{2}$ (liver to blood) | $\lambda_{\mathrm{E} 2}$, iv | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{E}_{2}$ | $\lambda_{\mathrm{E} 2 \text {, oth }}$ | 1 | Plowchalk and Teeguarden |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| ("other" to blood) |  |  | (2002) |
| Partition coefficient of T (brain to blood) | $\lambda_{\text {T, brn }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of T (gonad to blood) | $\lambda_{\mathrm{T}, \text { gon }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of T (liver to blood) | $\lambda_{\text {T, liv }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of T ("other" to blood) | $\lambda_{\text {T, oth }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of KT (brain to blood) | $\lambda_{\text {KT, brn }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of KT (gonad to blood) | $\lambda_{\text {KT, gon }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of KT (liver to blood) | $\lambda_{\mathrm{KT}, \mathrm{liv}}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of KT ("other" to blood) | $\lambda_{\text {KT, oth }}$ | 1 | Barton and Andersen (1998) |

Table 3.1 Model parameters treated as constants $(n=97) .{ }^{\text {a }},{ }^{b}$, and ${ }^{c}$ were assigned with measured values in each fish; the default values were used only when measured data were missing.

| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Body weight $^{\mathrm{a}}$ | BodyWt | $0.0016(\mathrm{~kg})$ | Watanabe et al. (2007) |
| Volumetric water flowing through gills | $\mathrm{FW}_{\text {gil }}$ | $10.6 \times$ BodyWt $^{0.75}(\mathrm{~L} / \mathrm{hr})$ | Nichols et al. (2004) |
| Cardiac output | $\mathrm{F}_{\text {car }}$ | $2.06 \times$ BodyWt $^{0.75}(\mathrm{~L} / \mathrm{hr})$ | Nichols et al. (2004) |
| Percentage of brain to body weight (BSI) | $\mathrm{P}_{\text {brn }}$ | 1.18 | Measured by D. Villeneuve |
| Percentage of gonads to body weight |  |  |  |
| $\quad(\mathrm{GSI})^{\mathrm{b}}$ |  |  |  |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Percentage of "other" to body weight | $\mathrm{P}_{\text {oth }}$ | $=100-\mathrm{P}_{\text {brn }}-\mathrm{P}_{\text {gon }}-\mathrm{P}_{\text {liv }}-\mathrm{P}_{\text {gill }}-\mathrm{P}_{\mathrm{ven}}$ | Watanabe et al. (2009) |
| Fraction of blood flow in brain to cardiac output | $\frac{F_{b r n}}{F_{c a r}}$ | $\frac{0.036 \times P_{b m}}{0.036 \times P_{b m}+0.036 \times P_{s m}+0.024 \times P_{b w}+0.007 \times P_{a h}}$ | Nichols et al. (1996) |
| Fraction of blood flow in gonad to cardiac output | $\frac{F_{g o n}}{F_{c a r}}$ | $\frac{0.036 \times P_{g m}}{0.036 \times P_{b m}+0.036 \times P_{g m}+0.024 \times P_{l v}+0.007 \times P_{a k}}$ | Nichols et al. (1996) |
| Fraction of blood flow in liver to cardiac output | $\frac{F_{l i v}}{F_{c a r}}$ | $\frac{0.024 \times P_{\text {bw }}}{0.036 \times P_{\text {bon }}+0.036 \times P_{\text {gm }}+0.024 \times P_{\text {po }}+0.007 \times P_{\text {ct }}}$ | Nichols et al. (1996) |
| Fraction of blood flow in "other" to cardiac output | $\frac{F_{o t h}}{F_{c a r}}$ | $\frac{0.007 \times P_{\text {ath }}}{0.036 \times P_{\text {ton }}+0.036 \times P_{\text {gem }}+0.024 \times P_{\text {lim }}+0.007 \times P_{\text {ota }}}$ | Nichols et al. (1996) |
| Fraction of plasma in venous blood | $\mathrm{F}_{\text {plasma, ven }}$ | 0.45 | Measured by K. Kroll |
| Total concentration of estrogen receptors in brain | $\mathrm{C}_{\mathrm{ER}, \mathrm{brn}}$ | 14.3 ( $\mathrm{nmol} / \mathrm{L}$ tissue) | Plowchalk and Teaguarden (2002) |
| Total concentration of estrogen receptors in gonad | $\mathrm{C}_{\text {ER, gon }}$ | 29 (nmol/L tissue) | Plowchalk and Teaguarden (2002) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Total concentration of LH receptors in gonad | $\mathrm{C}_{\mathrm{LR} \text {, gon }}$ | 2.0 ( $\mathrm{nmol} / \mathrm{L}$ tissue) | Miwa et al. (1994) |
| Total concentration of SBP in blood | $\mathrm{C}_{\text {SBP, ven }}$ | 400 (nmol/L blood) | Laidley and Thomas(1994) <br> Teeguarden and Barton (2004) |
| Total concentration of AR in gonad | $\mathrm{C}_{\text {AR, gon }}$ | 1.05 (nmol/L tissue) | Sperry and Thomas (1999) |
| Total concentration of AR in liver | $\mathrm{C}_{\mathrm{AR}, \text { liv }}$ | $=\mathrm{C}_{\mathrm{AR}, \mathrm{gon}}$ | assumed |
| Association rate of $E_{2}$ to estrogen receptor in brain | $k_{1 \_ \text {E2ER, brn }}$ | 0.743 | Murphy et al. (2005) |
| Dissociation constant of $E_{2}$ to estrogen receptor in gonad | $K_{\text {d_E2ER, gon }}$ | $=K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Association rate of $\mathrm{E}_{2}$ to estrogen receptor in gonad | $k_{1 \_ \text {E2ER, gon }}$ | $=k_{1 \_ \text {E2ER, }}$ brn | assumed |
| Dissociation constant of $E_{2}$ to estrogen receptor in liver | $K_{\text {d_E2ER, liv }}$ | $=K_{d_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Association rate of $E_{2}$ to estrogen receptor in liver | $K_{1 \_ \text {E2ER, }}$ liv | $=k_{1 \_ \text {E2ER, }}$ brn | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ to estrogen receptor in brain | $K_{\text {d_EE2ER, }}$ brn | $=K_{d \_ \text {E2ER, brn }} / \mathrm{RBA}_{\text {EE2_E2 }}$ | Denny et al. (2005) |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in brain | $k_{1 \_ \text {EE2ER, brn }}$ | $=k_{l_{-} \mathrm{E} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ to estrogen receptor in gonad | $K_{\text {d_EE2ER, gon }}$ | $=K_{d \_ \text {EE2ER, brn }}$ | assumed |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in gonad | $k_{1 \_ \text {EE2ER, gon }}$ | $=k_{1 \_\mathrm{EE} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of $\mathrm{EE}_{2}$ to estrogen receptor in liver | $K_{\text {d_EE2ER, liv }}$ | $=K_{d \_ \text {EE2ER,brn }}$ | assumed |
| Association rate of $\mathrm{EE}_{2}$ to estrogen receptor in liver | $k_{1 \_E E 2 E R, 1 i v}$ | $=k_{l_{-} \mathrm{EE} 2 \mathrm{ER}, \mathrm{brn}}$ | assumed |
| Dissociation constant of T to androgen | $K_{\mathrm{d}_{-} \text {TAR, brn }}$ | 3 (nM) | Sperry and Thomas (1999) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| receptor in brain |  |  |  |
| Association rate of T to androgen receptor in brain | $k_{1 \_ \text {TAR, brn }}$ | 0.08 (1/nM/hr) | Sperry and Thomas (1999) |
| Dissociation constant of T to androgen receptor in gonad | $K_{\mathrm{d}_{-} \text {TAR, gon }}$ | $=K_{d_{-} \text {TAR, } \mathrm{brn}}$ | assumed |
| Association rate of T to androgen receptor in gonad | $k_{1 \_ \text {TAR, gon }}$ | $=k_{l_{-} \mathrm{TAR}, \mathrm{brn}}$ | assumed |
| Dissociation constant of T to androgen receptor in liver | $K_{\text {d_TAR, liv }}$ | $=K_{d_{-} \text {TAR, }}$ brn | assumed |
| Association rate of T to androgen receptor in liver | $k_{1 \_ \text {TAR, }}$ liv | $=k_{1_{-} \mathrm{TAR}, \mathrm{brn}}$ | assumed |
| Dissociation constant of TB to androgen receptor in brain | $K_{\text {d_TBAR, brn }}$ | $=K_{d_{-} \text {TAR, }{ }^{\text {brn }}} / \mathrm{RBA}_{T B_{-} T}$ | Wilson et al. (2007) |
| Association rate of TB to androgen receptor in brain | $k_{1 \_ \text {TBAR, brn }}$ | $=k_{l_{-} \text {TAR, brn }}$ | assumed |



| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| blood |  |  | (2008) |
| Association rate of $\mathrm{EE}_{2}$ to SBP in blood | $k_{1-\text { EE2SBP, ven }}$ | 5.6687 (1/nM/hr) | Murphy et al. (2005) |
| Dissociation constant of LH to LH receptor in gonad | $K_{\text {d_LLLLR, gon }}$ | 2.9 (nM) | Crim et al. (1988) |
| Association rate of LH to LH receptor in gonad | $k_{1 \_ \text {LHLR, gon }}$ | 0.2 (1/nM/hr) | Watanabe et al. (2009) |
| Scaling coefficient of Vmax of T production in gonad (=Vmax/bodyweight ${ }^{0.75}$ ) | sc_Vmax ${ }_{\text {Scc,gon }}$ | 1.1e+05 ( $\mathrm{nmol} / \mathrm{hr} / \mathrm{kg}$ body weight) | Kashiwagi et al. (1980); <br> Shikita and Hall (1973) |
| $\mathrm{K}_{0.5}$ of T production in gonad | $\mathrm{K}_{0.5 S c \mathrm{c}, \mathrm{gon}}$ | 190 (nM) | Shikita and Hall (1973) |
| Inhibition constant of T production by bound ER | $\mathrm{K}_{\mathrm{T}}$ | 0.016 | Watanabe et al. (2009) |
| Km of $\mathrm{E}_{2}$ production in gonad | Kma aro,gon | 9.6 ( nM ) | Zhao et al. (2001) |
| Concentration of microsomal protein in gonads | $\mathrm{D}_{\text {mp,gon }}$ | 3100 (mg/L) | Measured by D. Villeneuve |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Ratio between the concentrations of microsoaml protein in gonads and brain | $\mathrm{Rho}_{\text {mp }}$ | 0.174 | Measured by D. Villeneuve |
| Scaling coefficient of Vmax of $\mathrm{E}_{2}$ production in brain (=Vmax/ mass of microsomal protein in brain) | sc_Vmax ${ }_{\text {aro,bm }}$ | $=4.6 \times$ sc_Vmax ${ }_{\text {aro,gon }}$ | Zhao et al. (2001) |
| Km of $\mathrm{E}_{2}$ production in brain | $\mathrm{Km}_{\text {aro,br }}$ | 9.6 (nM) | Zhao et al. (2001) |
| Concentration of microsomal protein in brain | $\mathrm{D}_{\mathrm{mp}, \mathrm{brn}}$ | $=\mathrm{D}_{\mathrm{mp}, \mathrm{gon}} / \mathrm{Rho}_{\mathrm{mp}}$ | Measured by D. Villeneuve |
| Ratio between concentrations of STAR and bound LR in gonads | $\mathrm{Rho}_{\text {star,gon }}$ | 1 | assumed |
| Rate constant for Vtg uptake into oocytes | $k_{\text {vtg,gon }}$ | 0.05 | assumed |
| $\mathrm{K}_{0.5}$ of Vtg production in liver production | $\mathrm{K}_{0.5 \mathrm{Vtg} \text {, liv }}$ | 1.0 (nM) | Watanabe et al. (2009) |
| Elimination rate constant for ER in the liver compartment | $k_{\text {e_ER,Liv }}$ | 0.01 (1/hr) | Murphy et al. (2005) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Elimination rate constant for AR | $k_{\text {e-AR,brn }}$ | $0.01(1 / \mathrm{hr})$ | Assumed |
| in the brain compartment |  |  |  |
| Elimination rate constant for LH |  |  |  |
| in the "other" compartment |  |  |  |
| Elimination rate constant for E 2 |  |  |  |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Partition coefficient of LH (brain to blood) | $\lambda_{\text {LH, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of LH (gonad to blood) | $\lambda_{\text {LH, gon }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of LH (liver to blood) | $\lambda_{\text {LH, liv }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of LH ("other" to blood) | $\lambda_{\text {LH, oth }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of VTG (brain to blood) | $\lambda_{\mathrm{vTG} \text {, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of VTG (gonad to blood) | $\lambda_{\text {vTG, gon }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of VTG (liver to blood) | $\lambda_{\text {VTG, liv }}$ | 1 | Teeguarden and Barton (2004) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Partition coefficient of VTG ("other" to blood) | $\lambda_{\text {vTG, oth }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ (blood to water) | $\lambda_{\text {EE2, bld }}$ | 300 | Watanabe et al. (2009) |
| Partition coefficient of $\mathrm{EE}_{2}$ (brain to blood) | $\lambda_{\text {EE2, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ (gonad to blood) | $\lambda_{\text {EE2, gon }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{EE}_{2}$ (liver to blood) | $\lambda_{\text {EE2 , liv }}$ | 3 | Watanabe et al. (2009) |
| Partition coefficient of $\mathrm{EE}_{2}$ ("other" to blood) | $\lambda_{\text {EE2, oth }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{E}_{2}$ <br> (blood to water) | $\lambda_{\text {E2 , bld }}$ | 300 | Watanabe et al. (2009) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Partition coefficient of $\mathrm{E}_{2}$ (brain to blood) | $\lambda_{\text {E2, brn }}$ | 1 | Teeguarden and Barton (2004) |
| Partition coefficient of $\mathrm{E}_{2}$ (gonad to blood) | $\lambda_{\text {E2, gon }}$ | 1 | Plowchalk and Teeguarden (2002) |
| Partition coefficient of $\mathrm{E}_{2}$ (liver to blood) | $\lambda_{\text {E2, liv }}$ | 3 | Watanabe et al. (2009) |
| Partition coefficient of $\mathrm{E}_{2}$ ("other" to blood) | $\lambda_{\mathrm{E} 2 \text {, oth }}$ | 1 | Plowchalk and Teeguarden (2002) |
| Partition coefficient of T (brain to blood) | $\lambda_{\mathrm{T}, \mathrm{brn}}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of T (gonad to blood) | $\lambda_{\mathrm{T}, \text { gon }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of T (liver to blood) | $\lambda_{\text {T, liv }}$ | 1 | Barton and Andersen (1998) |


| Parameter description | Symbols | Value | Reference |
| :---: | :---: | :---: | :---: |
| Partition coefficient of T <br> ("other" to blood) | $\lambda_{\text {T, oth }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of TB (brain to blood) | $\lambda_{T B, \text { brn }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of TB (gonad to blood) | $\lambda_{\text {TB, gon }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of TB (liver to blood) | $\lambda_{\text {TB, liv }}$ | 1 | Barton and Andersen (1998) |
| Partition coefficient of TB <br> ("other" to blood) | $\lambda_{\text {TB, oth }}$ | 1 | Barton and Andersen (1998) |

Table 3.2 Summary statistics for prior and posterior distributions of calibrated model parameters ( $n=26$ )
${ }^{a}$ Definition of P1 and P2 of prior distributions. Loguniform: P1 = minimum of the sampling range in natural space; P2 = maximum of the sampling range in natural space. Lognormal: P1 = geometric mean (exponential of the mean in log-space); P2 = geometric standard deviation (exponential of the standard deviation in log-space, strictly superior to 1 ). Uniform: $\mathrm{P} 1=$ minimum of the sampling range in natural space; $\mathrm{P} 2=$ maximum of the sampling range in natural space. Inverse gamma: $\mathrm{P} 1=$ shape; $\mathrm{P} 2=$ scale (both of the parameters are strictly positive).

| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{\mathrm{a}}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% Confidence Interval |
| Partition coefficient of TB (blood to water) | $\lambda_{\text {TB }}$, bld | $\begin{gathered} \text { Loguniform } \\ (1,1.0 \mathrm{E}+3) \end{gathered}$ | Assumed | 7.47 | 7.47 | (5.96, 8.93) |
| Dissociation constant of $\mathrm{E}_{2}$ binding to ER in brain (nM) | $K_{\text {d_E2er, brn }}$ | Lognormal $(8.6,3)$ | Denny et al. (2005) | 1.12 | 1.08 | (0.71, 1.87) |
| Relative binding affinity of $\mathrm{EE}_{2}$ to $\mathrm{E}_{2}$ for ER binding | $\mathrm{RBA}_{\text {EE2_E2 }}$ | Lognormal $(1.66,3)$ | Denny et al. (2005) <br> Gale et al. (2004) | 3.24 | 1.64 | (0.030, 16.79) |
| Relative binding affinity of TB to T for AR binding | $\mathrm{RBA}_{\text {tB_T }}$ | Lognormal $(6.03,3)$ | Wilson et al. (2007) | 5.25 | 4.84 | (2.29, 10.76) |
| Inhibition factor for LH production by bound AR (nM) | $\rho_{\text {d_LH,bm }}$ | $\begin{gathered} \text { LogUniform } \\ (0.01,1.0 \mathrm{E}+3) \end{gathered}$ | Assumed | 0.11 | 0.10 | (0.042, 0.21) |


| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{\mathrm{a}}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% Confidence Interval |
| Induction factor for LH production by bound ER ( nM ) | $\rho_{\mathrm{u} \_ \text {LH,brn }}$ | $\begin{gathered} \text { LogUniform } \\ (0.01,1.0 \mathrm{E}+3) \end{gathered}$ | Assumed | 238 | 138 | $(4.23,864)$ |
| Hill coefficient for T production | $n_{\text {T }}$ | Lognormal $(1.8,3)$ | Murphy et al. (2005) | 1.03 | 1.01 | (0.93, 1.19) |
| Proportionality constant relating cholesterol to StAR | $\rho_{\text {Chol,gon }}$ | $\begin{gathered} \text { Loguniform } \\ (1,5.0 \mathrm{E}+3) \end{gathered}$ | Artemenk et al. (2001) | 2.37 | 1.83 | (1.04, 6.69) |
| Scaling coefficient of Vmax for $\mathrm{E}_{2}$ production in gonad ( $\mathrm{nmol} / \mathrm{hr} / \mathrm{mg}$ micro-protein) | $s c_{\text {sc }}$ Vmax ${ }_{\text {aro, gon }}$ | $\begin{gathered} \text { Loguniform } \\ (2.3 \mathrm{E}-5,0.23) \end{gathered}$ | Zhao et al. (1997) | $\begin{gathered} 1.56 \mathrm{E}- \\ 3 \end{gathered}$ | $\begin{gathered} 1.53 \mathrm{E}- \\ 3 \end{gathered}$ | $\begin{gathered} (1.15 \mathrm{E}-3,2.12 \mathrm{E}- \\ 3) \end{gathered}$ |
| Induction factor of $\mathrm{E}_{2}$ production by bound LH ( $1 / \mathrm{nM}$ ) | $\rho_{\text {E2 } 2 \text { LhlR,gon }}$ | Loguniform $(0.1,100)$ | assumed | 79.84 | 82.79 | (42.61, 99.15) |
| Scaling coefficient of Vmax for Vtg production in liver (=Vmax/BodyWeight ${ }^{0.75}$ ) ( $\mathrm{nmol} / \mathrm{hr} / \mathrm{kg}^{0.75}$ ) | $s c_{\text {_ }} \mathrm{Vmax}_{\mathrm{vtg} \text {, liv }}$ | Loguniform $(1,1.0 \mathrm{E}+4)$ | Watanabe et al. (2009) | 175 | 169 | $(121,271)$ |
| Hill coefficient of Vtg production in liver | $n_{\text {VTG }}$ | Uniform $(1,10)$ | Assumed | 2.88 | 2.87 | (1.97, 3.87) |


| Parameter description | Symbols | Prior Distribution <br> $(\mathrm{P} 1, \mathrm{P} 2)^{\mathrm{a}}$ | Reference |  | Posterior Distribution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |


| Parameter description | Symbols | Prior Distribution$(\mathrm{P} 1, \mathrm{P} 2)^{\mathrm{a}}$ | Reference | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Mean | Median | 95\% Confidence Interval |
| Error variance of plasma T concentration in natural log space for unexposed female <br> FHMs | $\underset{\text { gml }}{\text { Var_Ln_CTtot_pla_n }}$ | Inverse Gamma $(2,0.53)$ | Bois et al. (1996a) | 0.48 | 0.47 | (0.34, 0.69) |
| Error variance of plasma VTG concentration in natural log space for unexposed female FHMs | $\underset{\text { mgml }}{\text { Var_Ln_CVTG_pla_ }}$ | Inverse Gamma $(2,5.31)$ | Bois et al. (1996a) | 0.49 | 0.48 | (0.35, 0.68) |
| Error variance of plasma $\mathrm{E}_{2}$ concentration in natural log space for TB-exposed female FHMs | Var_Ln_CE2tot_pla_ ngml | Inverse Gamma $(2,1.19)$ | Bois et al. (1996a) | 0.70 | 0.69 | (0.48, 1.03) |
| Error variance of plasma T concentration in natural log space for TB-exposed female FHMs | $\underset{\text { gml }}{\text { Var_Ln_CTtot_pla_n }}$ | Inverse Gamma $(2,0.53)$ | Bois et al. (1996a) | 0.40 | 0.39 | (0.27, 0.60) |
| Error variance of plasma VTG concentration in natural log space for TB-exposed female FHMs | $\underset{\text { Var_Ln_CVTG_pla_ }}{\text { mgml }}$ | Inverse Gamma $(2,5.31)$ | Bois et al. (1996a) | 5.86 | 5.72 | (3.98, 8.60) |


|  |  |  |  | Posterior Distribution |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameter description | Symbols | Prior Distribution $(\mathrm{P} 1, \mathrm{P} 2)^{\mathrm{a}}$ | Reference | Mean | Median | 95\% Confidence Interval |
| Error variance of plasma $\mathrm{E}_{2}$ concentration in natural log space for $\mathrm{EE}_{2}$-exposed female FHMs | Var_Ln_CE2tot_pla_ ngml | Inverse Gamma $(2,1.19)$ | Bois et al. (1996a) | 1.43 | 0.81 | (0.22, 6.31) |
| Error variance of plasma T concentration in natural log space for $\mathrm{EE}_{2}$-exposed female FHMs | Var_Ln_CTtot_pla_n gml | Inverse Gamma $(2,0.53)$ | Bois et al. (1996a) | 0.59 | 0.34 | (0.10, 2.76) |
| Error variance of plasma VTG concentration in natural log space for $\mathrm{EE}_{2}$-exposed female FHMs | Var_Ln_CVTG_pla_ mgml | Inverse Gamma $(2,5.31)$ | Bois et al. (1996a) | 0.73 | 0.71 | (0.51, 1.03) |

Table 4.1 Summary of data used in model parameterization, calibration test, and model evaluation. $\mathrm{TB}=17 \beta$-trenbolone; EL = exposure length; $\mathrm{PSD}=$ paired-spawning design; $\mathrm{GSD}=$ group-spawning design; $\#=$ number; $\mathrm{CS}=$ clutch size; $\mathrm{SI}=$ spawning interval; $\mathrm{AF}=$ average fecundity; $\mathrm{VTG}=$ plasma vitellogenin concentration.

| Data | EDC | Dose ( $\mu \mathrm{g} / \mathrm{L}$ ) | $\begin{gathered} \text { EL } \\ \text { (days) } \end{gathered}$ | Designs | Female FHM \# | Group \# | Endpoints | Application |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | None | 0 | 0 | PSD | 50 | 50 | CS, SI, AF, VTG | Parameterize the model (Table 2) | Calibration test (Fig. 4) |
|  |  |  |  |  | 10 | 10 | CS, SI, AF |  | - |
| II | None | 0 | 0 | GSD | 77 | 20 | AF, VTG | Model ev | ation (Fig. 5) |
| III | TB | $\begin{gathered} 0.005,0.05 \\ 0.5,5, \text { and } 50 \end{gathered}$ | 21 | GSD | 71 | 18 | AF, VTG | Model ev | ation (Fig. 6) |

Table 4.2 Summary statistics of fecundity data from unexposed female FHMs ( $n=60$ ) with a paired-spawning experimental design (Ankley et al. 2005a, Ankley et al. 2005b, Jensen et al. 2001, Jensen et al. 2006, Martinovic et al. 2008, Villeneuve et al. 2009a, Villeneuve et al. 2006). Data were used to obtain probability distributions for clutch size and spawning interval. $\mathrm{SD}=$ standard deviation; $\operatorname{Min}=$ minimum; $\operatorname{Max}=$ maximum.

|  | Number of <br> Records | Mean Median SD Min Max | Distribution <br> Fitting | Distribution Used in <br> Model Simulations |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Clutch | 391 | 88 | 75 | 68 | 1 | 317 | Lognormal <br> $(4.11,0.96)$ | Truncated Lognormal <br> $(4.11,0.96,1,137)$ |  |
| Size |  |  |  |  |  |  |  |  | Lognormal <br> $(1.21,0.57)$ | | Truncated Lognormal |
| :---: |
| $(1.21,0.57,1,25)$ |

## FIGURES



Figure 1.1: Male and female fathead minnows (FHMs, Pimephales promelas) illustrated by Joseph Tomelleri (http://www.dcswcd.org/SWCD/fatheadmale.jpg). Sexually mature FHMs are dimorphic. Adult males usually weigh three to five grams with large nuptial tubercles on the snout and elongated dorsal pad extending from the nape to the dorsal fin. The adult females usually weigh two to three grams, and have a fleshy ovipositor. The color of adult males is usually black on the sides with bright vertical bars, while the females have a lighter coloration.


Figure 1.2: Feminization and masculinization of fathead minnows (FHMs, Pimephales promelas). Exposure to estrogenic compounds (e.g., $17 \alpha$-ethynylestradiol, $\mathrm{EE}_{2}$ ) leads to feminization of male FHMs. The nuptial tubercles on the mouth of male FHMs disappear after an $\mathrm{EE}_{2}$ exposure and their body weight decreases, which make males look like females. Exposure to androgenic compounds (e.g., $17 \beta$-trenbolone, TB) leads to masculinization of female FHMs. After exposure to TB, nuptial tubercles appear on female FHM mouths and their body weight increases, which make females look like males.


Figure 1.3: A schema of the hypothalamic-pituitary-gonadal (HPG) axis and its communication with the liver. GnRH = gonadotropin-releasing hormone; FSH = folliclestimulating hormone; $\mathrm{LH}=$ luteinizing hormone; $\mathrm{E}_{2}=17 \beta$-estradiol; $\mathrm{T}=$ testosterone; KT $=11$ keto-testosterone; MIH = maturation-inducing hormone. The HPG axis is composed of the hypothalamus, the pituitary, and the ovaries (female) or testes (male). GnRH is produced and released by hypothalamus. The released GnRH goes to the pituitary gland and binds to GnRH receptors to stimulate the synthesis of FSH and LH. FSH and LH are released into the bloodstream and circulate to the gonads, where they bind to receptors to regulate gonadal functions by stimulating steroid production and gametogenesis. $\mathrm{E}_{2}$, one of the steroid hormones produced in the gonads, is released into the bloodstream, circulates to the liver, and then stimulates VTG production. The VTG is then released, and circulates to the gonads. In females VTG is absorbed into oocytes, and processed to become egg yolk proteins.


Figure 1.4. Steroid hormone metabolism pathways. Abbreviations: CYP1A1 = P450 2-hydroxylase; CYP1B1 = P450 4-hydroxylase; CYP 2D $=$ P450 16 $\alpha$-hydroxylase; CYP4A = P450 $6 \alpha$-hydroxylase; CYP3A $=$ P450 6 $\beta$-hydroxylase; CYP7A = P450 $7 \alpha$-hydroxylase; CYP2B = P450 16 $\beta$-hydroxylase; CYP19 = P450 Aromatase; MTs $=$ methyltransferase; GTs $=$ glucuronosyltransferase; $\mathrm{STs}=$ sulfotransferases; $17 \beta \mathrm{HSD}=17 \beta$-hydroxysteroid dehydrogenase; $11 \beta \mathrm{HSD}=11 \beta$-hydroxysteroid dehydrogenase; $5 \alpha \mathrm{RD}=5 \alpha$ reductase; $3 \alpha-\mathrm{HSD}=3 \alpha$-hydroxysteroid-dehydrogenase; $3 \beta-\mathrm{HSD}=3 \beta$-hydroxysteroid-dehydrogenase. $\quad$ References: ${ }^{1}$ (Snowberger and Stegeman, 1987); ${ }^{2}$ (Butala et al., 2004); ${ }^{3}$ (Hansson and Rafter, 1983); ${ }^{4}$ (Khan et al., 1997); ${ }^{5}$ (Petkam et al., 2002); ${ }^{6}($ Venkatesh et al., 1992); ${ }^{7}$ (Ohkimoto et al., 2003); ${ }^{8}$ (Parks and LeBlanc, 1998b); ${ }^{9}$ (Blom et al., 2001); ${ }^{10}$ (Metzler et al., 1990); ${ }^{11}$ (Li et al., 1999).
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$$
\begin{aligned}
& P\left(\theta_{0} / y\right) \propto P\left(y / \theta_{0}\right) \times P\left(\theta_{0}\right) \\
& P\left(\theta_{c} / y\right) \propto P\left(y / \theta_{c}\right) \times P\left(\theta_{c}\right)
\end{aligned}
$$

Calculate $\alpha=\min \left\{P\left(\theta_{c} / y\right) / P\left(\theta_{0} / y\right), 1\right\}$

$$
\begin{aligned}
& \text { if } \alpha=1 \text {, the accept } \theta_{\mathrm{c}} \text { as } \theta_{1} \\
& \text { if } \alpha<1 \text {, generate } U \text { from } U(0,1) \\
& \quad \text { if } \alpha \geq U \text {, then accept } \theta_{\mathrm{c}} \text { as } \theta_{1} \\
& \text { if } \alpha<U \text {, then reject } \theta_{\mathrm{c}} \text { as } \theta_{1} \\
& \text { Repeat to get } \theta_{2}, \theta_{3}, \ldots \text {. }
\end{aligned}
$$



Figure 1.5. An illustration of Markov chain Monte Carlo method. (A): At each step of the MCMC simulation, for each model parameter, a value (e.g. $\theta_{0}, \theta_{c}$ ) is randomly sampled from its prior distribution. Then the value is input into the model to calculate model predictions that are compared to experimental data; (B): The Metropolis-Hastings algorithm core that is used to evaluate whether the sample parameter value, $\theta_{\mathrm{c}}$, should be accepted or not; (C): The trajectory of the parameter values that are accepted during MCMC simulation.


Figure 2.1: Schema of physiologically based model in male FHM. Tissues in male FHM are categorized into six compartments: gill, brain, gonad, liver, venous blood, and other. Each compartment is defined by volume, blood flow, and partition coefficient.

Figure 2.1 (continued)

| $\overline{E 2}$ | 17 $\alpha$-Ethinylestradiol |  | Activated EE2 \& ER complex |
| :---: | :---: | :---: | :---: |
| 2) | 17 $\beta$-Estradiol | (E2ER | Activated E2 \& ER complex |
| $T$ | Testosterone | LHLR | Activated LH \& LR complex |
| $D$ | 11-Ketotestosterone |  | SBP \& E2 complex |
| Cholesterol | Cholesterol | SBP-T | SBP \& T complex |
| LH | Luteinizing hormone | $\longrightarrow 0$ | Stimulation |
| Vtg | Vitellogenin | - | Inhibition |
| StAR | Steroidogenic acute regulatory protein | $\longrightarrow$ | Reaction |
| ER | Estrogen receptor | $\rangle \rightarrow$ | Complex formation |
| LR | Luteinizing hormone receptor | $\square$ | Transport |
| SBP | Steroid hormone binding protein | $\longrightarrow \varnothing$ | Elimination |



Figure 2.2: Parameter values from Markov chain Monte Carlo simulations: (A) $17 \alpha$ ethinylestradiol blood to water partition coefficient ( $\lambda_{\text {EE2, bld }}$ ); and (B) Hill coefficient for vitellogenin production ( $\mathrm{n}_{\text {vtg }}$ ).


Figure 2.3: Plasma vitellogenin concentrations ( $\mathrm{mg} / \mathrm{ml}$ ) compared with experimental measurements from Ekman et al. (2008): (A) plasma vitellogenin concentrations in male fathead minnows exposed to $10 \mathrm{ng} / \mathrm{L} 17 \alpha$-ethinylestradiol for eight days; (B) plasma vitellogenin concentrations in male fathead minnows exposed to $100 \mathrm{ng} / \mathrm{L} 17 \alpha-$ ethinylestradiol for eight days. White boxes correspond to model predictions ( $n=32,000$ simulations); gray boxes correspond to experimental measurements $(n=8)$. The middle line of the box marks the median; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; whisker (error bar) closest to zero marks the $10^{\text {th }}$ percentile; the whisker (error bar) farthest from zero marks the $90^{\text {th }}$ percentile; the circle closest to zero marks the $5^{\text {th }}$ percentile; and the circle farthest from zero marks the $95^{\text {th }}$ percentile.


Figure 2.4: Plasma vitellogenin concentrations and percentages of VTG induction compared with experimental data from Brian et al. (2005b): (A) plasma vitellogenin concentrations in male fathead minnows exposed to $17 \alpha$-ethinylestradiol $\left(\mathrm{EE}_{2}\right)$ for 14 days; (B) percentages of VTG induction in male fathead minnows exposed to $\mathrm{EE}_{2}$ for 14 days. Blue dots correspond to median model predictions ( $n=4,000$ simulations); the blue bar closest to zero marks the minimum model prediction; the blue bar farthest to zero marks the maximum model prediction; the red dots correspond to measured data. One dot represents one mode output or one measurement.


Figure 2.5: Time course simulation of endpoints in male FHMs exposed to $17 \alpha$-ethinylestradiol $\left(\mathrm{EE}_{2}\right) 48 \mathrm{hrs}$ (exposure time $=3600$ to 3648 hrs ): (A) plasma 17ß-estradiol ( $\mathrm{E}_{2}$ ) concentration; (B) plasma testosterone ( T ) concentration; (C) plasma 11-ketotestosterone (KT) concentration; (D) plasma vitellogenin (VTG) concentration; (E) plasma $\mathrm{EE}_{2}$ concentration; (F) plasma luteinizing hormone (LH) concentration; (G) steroidogenic acute regulatory protein (StAR) concentration in the gonad; (H) estrogen receptor (ER) concentration in the liver.


Figure 2.6: Principal components analysis (PCA) scores plot of plasma lipid metabolites from male FHM measured by ${ }^{1} \mathrm{H}$ nuclear magnetic resonance (NMR) spectroscopy. PC1 $=$ principal component $1 ; \mathrm{PC} 2=$ principal component 2.


Figure 2.7: An illustration for MCSim's PerDose function used for $\mathrm{EE}_{2}$ water exposure. $\operatorname{Mag}_{\mathrm{EE} 2}(\mathrm{nmol} / \mathrm{L})$ is the $\mathrm{EE}_{2}$ concentration in aquarium water; $\operatorname{Per}_{\mathrm{EE} 2}$ (hr) represents the period for a repeated dose. For a continuous exposure, $\mathrm{Per}_{\text {EE } 2}$ is set to the total simulation time; $\operatorname{IniT}_{\mathrm{EE} 2}$ (hr) is the time when $\mathrm{EE}_{2}$ exposure starts (e.g. 3600 hrs ); and $\operatorname{ExpT}_{\mathrm{EE} 2}$ (hr) represents the exposure duration


Figure 2.8: An illustration for MCSim's PerDose function used for LH input in the Brain compartment. $\mathrm{Mag}_{\mathrm{LH}}\left(\mathrm{nmol} / \mathrm{hr}\right.$ ) is the input magnitude of $\mathrm{LH} ; \mathrm{Per}_{\mathrm{LH}}(\mathrm{hr})$ is the period of one cycle of LH production (set as 24 hrs ); $\mathrm{IniT}_{\mathrm{LH}}(\mathrm{hr})$ is the time when LH production starts in one cycle (set as 0 hr ); and $\operatorname{Exp}_{\mathrm{LH}}$ ( hr ) is the duration of LH production in one cycle (set as 12 hrs ).


Figure 2.9: An illustration for MCSim's PerDose function used for $E_{2}$ injection in the Other compartment. $\mathrm{Mag}_{\mathrm{E} 2}(\mathrm{nmol} / \mathrm{hr})$ is the injection magnitude of $\mathrm{E}_{2} ; \operatorname{Per}_{\mathrm{E} 2}(\mathrm{hr})$ is the whole period of one $E_{2}$ injection experiment; $\mathrm{IniT}_{\mathrm{E} 2}$ (hr) is the time when $\mathrm{E}_{2}$ injection starts in one experiment; and $\operatorname{Exp}_{\mathrm{E} 2}(\mathrm{hr})$ is the $\mathrm{E}_{2}$ injection time in one experiment (set as 2 seconds).


Figure 3.1: Schema of physiologically based model in adult female FHM. Tissues in female FHM are categorized into six compartments: gill, brain, gonad, liver, venous blood, and 'Other'. Each compartment is defined by volume, blood flow, and partition coefficient, and performs multiple physiological functions.

Figure 3.1 (continued)

| T | Testosterone |
| :---: | :---: |
| TB | $17 \beta$-Trenbolone |
| EE2 | 17 $\alpha$-Ethinylestradiol |
| E2 | 17ß-Estradiol |
| LH | Luteinizing hormone |
| Cholesteral | Cholesterol |
| vte | Vitellogenin |
| StAR | Steroidogenic acute regulatory protein |
| ER | Estrogen receptor |
| R | Luteinizing hormone receptor |
| SBP | Steroid hormone binding protein |
| $]$ | Androgen receptor |
| Oocytes | Oocytes |


| TAR | Activated T \& AR complex |
| :---: | :---: |
| TBAR | Activated TB \& AR complex |
| (EE2ER | Activated $\mathrm{EE}_{2}$ \& ER complex |
| E2ER | Activated E2 \& ER complex |
| (LHLR | Activated LH \& LR complex |
| (SBP-E2) | SBP \& E2 complex |
| SBP-T | SBP \& T complex |
| SBP-EE2 | SBP \& EE2 complex |
| $\bigcirc$ | Stimulation |
|  | Inhibition |
|  | Reaction |
|  | Complex formation |
|  | Transport |
| $\longrightarrow \varnothing$ | Elimination |



Figure 3.2 Trajectories of the four Markov chains. Relative binding affinity of TB to T (RBATB_T), one of the 26 calibrated model parameters, shows well-mixed trajectories.


Figure 3.3 Comparison of model predictions with measured data in unexposed female FHMs. $n=95$. White boxes represent model predictions, and grey boxes represent measured data (Watanabe et al., 2007). The solid line within the box marks the median; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile; the whisker (error bar) farthest from zero marks the $90^{\text {th }}$ percentile; whisker (error bar) closest to zero marks the $10^{\text {th }}$ percentile; the circle farthest from zero marks the $95^{\text {th }}$ percentile; and the circle closest to zero marks the $5^{\text {th }}$ percentile.


Figure 3.4 Comparison of model predictions with measured data in female FHMs exposed to TB for 48 hours. White dots represent model predictions, and grey dots represent measured data (Garcia-Reyero et al., 2009). Each dot represents one measurement in one fish. (A) plasma VTG concentrations, and (B) plasma $\mathrm{E}_{2}$ concentrations. The $x$-axis represents TB concentrations in $\mu \mathrm{g} / \mathrm{L}$.


Figure 3.5 Comparison of model predictions with measured data in female FHMs exposed to TB for eight days followed by an eight-day depuration. $n=8$ at each sampling time. White boxes represent model predictions, and grey boxes represent measured data (Ekman et al., in review). The solid line within the box marks the median; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile. Because of the small data size ( $n=8$ ), the plots only show the $50 \%$ confidence intervals. (A) plasma $\mathrm{E}_{2}$ concentrations in control FHMs , (B) plasma $\mathrm{E}_{2}$ concentrations in FHMs exposed to $0.05 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$, (C) plasma $\mathrm{E}_{2}$ concentrations in FHMs exposed to $0.5 \mu \mathrm{~g}$ TB/L, (D) plasma VTG concentrations in control FHMs, (E) plasma VTG concentrations in FHMs exposed to $0.05 \mu \mathrm{~g}$ TB/L, (F) plasma VTG concentrations in FHMs exposed to $0.5 \mu \mathrm{~g} \mathrm{~TB} / \mathrm{L}$. The x-axis represents time in hours. P24, P48, P96, and P192 represent 24, 48, 96, and 192 hours post exposure, respectively.


Figure 3.6 Comparison of model predictions with measured data in female FHMs exposed to $\mathrm{EE}_{2}$. $n=28$ at each sampling time. White boxes represent model predictions, and grey boxes represent measured data (Lazorchak et al., manuscript in preparation). The x -axis represents $\mathrm{EE}_{2}$ concentrations in $\mathrm{ng} / \mathrm{L}$. The solid line within the box marks the median; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile; the whisker (error bar) farthest from zero marks the $90^{\text {th }}$ percentile; whisker (error bar) closest to zero marks the $10^{\text {th }}$ percentile; the circle farthest from zero marks the $95^{\text {th }}$ percentile; and the circle closest to zero marks the $5^{\text {th }}$ percentile.

——— $15 \mathrm{ng} \mathrm{TB} / \mathrm{L}, \quad$ —— $10 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}, \longrightarrow 15 \mathrm{ng} \mathrm{TB} / \mathrm{L}$ and $10 \mathrm{ng} \mathrm{EE} 2 / \mathrm{L}$

Figure 3.7 Model predictions for unmeasured reproductive endpoints in female FHMs. The predictions are for female FHMs exposed to $15 \mathrm{ng} / \mathrm{L} \mathrm{TB}, 10 \mathrm{ng} / \mathrm{L} \mathrm{EE}_{2}$, or a mixture of $15 \mathrm{ng} / \mathrm{L} \mathrm{TB}$ and $10 \mathrm{ng} / \mathrm{LEE}_{2}$ for 48 hours respectively: (A) plasma $\mathrm{E}_{2}$ concentration, (B) plasma T concentration, (C) plasma VTG concentration, (D) liver ER concentration, (E) brain AR concentration, and (F) plasma LH concentration.


Figure 4.1 A schema for data usage in model parameterization and evaluation. The solid arrows represent parameter generation and model output. The dash arrows represent comparisons between model predictions and experimental data.


Figure 4.2 A conceptual model of oocyte growth dynamics in asynchronous spawning fish. The x -axis represents time in days. The yellow rectangle at the bottom represents a pool of oogonia. The colored squares in the middle represent different batches of oocytes. The colored squares at the top represent oocytes spawned on a specific day. The number in each square represents the number of oocytes in the batch.


Figure 4.3 A schema for MCSim's PerDose function and its application in model formulation. $\mathrm{N}_{1}, \mathrm{~N}_{2}, \mathrm{~N}_{3}, \mathrm{~N}_{\mathrm{i}-1}$, and $\mathrm{N}_{\mathrm{i}}$ represent number of oocytes recruited for the $1^{\text {st }}, 2^{\text {nd }}$, $3^{\text {rd }},(i-1)^{\text {th }}$, and $i^{\text {th }}$ batch, respectively. Oocyte recruitment is completed within 1 hr . $\mathrm{T}_{1}$, $T_{2}$, and $T_{i}$ represent spawning intervals between two successive oocyte recruitments.


Figure 4.4 A timeline for model simulations. The x-axis represents the age of FHMs in months and days, and model simulation time in hrs.


Figure 4.5 Model-predicted reproductive endpoints compared to experimental data from 50 unexposed (control) female FHMs with a paired-spawning experimental design: (A) clutch size, (B) spawning interval, and (C) average fecundity. White boxes represent model predictions; grey boxes represent measured data. The solid line within the box marks the median; the dashed line within the box marks the mean; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile; the whisker (error bar) farthest from zero marks the $90^{\text {th }}$ percentile; whisker (error bar) closest to zero marks the $10^{\text {th }}$ percentile; the circle farthest from zero marks the $95^{\text {th }}$ percentile; and the circle closest to zero marks the $5^{\text {th }}$ percentile.


Figure 4.6 Model-predicted average fecundity compared to experimental data from 77 unexposed female FHMs with a group-spawning experimental design. White boxes represent model predictions; grey boxes represent measured data. The solid line within the box marks the median; the dashed line within the box marks the mean; the boundary of the box farthest from zero indicates the $75^{\text {th }}$ percentile; the boundary of the box closest to zero indicates the $25^{\text {th }}$ percentile; the whisker (error bar) farthest from zero marks the $90^{\text {th }}$ percentile; whisker (error bar) closest to zero marks the $10^{\text {th }}$ percentile; the circle farthest from zero marks the $95^{\text {th }}$ percentile; and the circle closest to zero marks the $5^{\text {th }}$ percentile.


Figure 4.7 Model-predicted average fecundity compared to experimental data from 71 female FHMs exposed to TB for 21 days with a group-spawning experimental design. White circles correspond to model predictions; grey circles correspond to measured data. Group numbers are shown next to each marker: red for model predictions; and black for experimental data.

