An Idealized MetaML:
Simpler, and More Expressive*.
(Includes Proofs)

Eugenio Moggi!, Walid Taha?, Zine El-Abidine Benaissa?, and Tim Sheard?

! DISI, Univ di Genova
Genova, Italy
moggi@disi.unige.it

2 Oregon Graduate Institute
Portland, OR, USA

{walidt,benaissa,sheard}@cse.ogi.edu

Abstract. MetaML is a multi-stage functional programming language
featuring three constructs that can be viewed as statically-typed refine-
ments of the back-quote, comma, and eval of Scheme. Thus it provides
special support for writing code generators and serves as a semantically-
sound basis for systems involving multiple interdependent computational
stages. In previous work, we reported on an implementation of MetaML.,
and on a small-step semantics and type-system for MetaML. In this pa-
per, we present An Idealized MetaML (AIM) that is the result of our
study of a categorical model for MetaML. An important outstanding
problem is finding a type system that provides the user with a means
for manipulating both open and closed code. This problem has eluded
efforts by us and other researchers for over three years. AIM solves the
issue by providing two type constructors, one classifies closed code and
the other open code, and exploiting the way they interact.

1 Introduction

“If thought corrupts language, language can also corrupt thought”' . Staging com-
putation into multiple steps is a well-known optimization technique used in many
important algorithms, such as high-level program generation, compiled program
execution, and partial evaluation. Yet few typed programming languages allow
us to express staging in a natural and concise manner. MetaM L. was designed to
fill this gap. Intuitively, MetaML has a special type for code that combines some
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features of both open code, that is, code that can contain free variables, and
closed code, that is, code that contains no free variables. In a statically typed
setting, open code and closed code have different properties, which we explain
in the following section.

Open and Closed Code A number of typed languages for manipulating code
fragments have been proposed in the literature. Some have types for open code
[9,6,3,12], and others have types for closed code [4,13]. On one hand, languages
with open code types play an important role in the study of partial evaluation.
Typically, they provide two constructs, one for building a code fragment with free
variables, and one for combining such fragments. Being able to construct open
fragments allows the user to force computations “under a lambda”. Generally, it
has been hard for such languages to include constructs for executing such code
fragments, because they can contain “not-yet-bound identifiers”. On the other
hand, languages with closed code types play an important role in the study
of run-time (machine) code generation. Typically, they include constructs for
building closed code, and for executing them. Generally, in such languages there
is no mechanism for forcing computations “under a lambda”.

The importance of having a way to execute code within a language is best illus-
trated by considering the eval of Scheme. In particular, Efficient implementations
of Domain-Specific or “little” languages can be developed as follows: First, build
a translator from the source language to Scheme, and then use eval to execute
the generated Scheme code. For many languages, such an implementation would
be almost as simple as an interpreter implementation (especially if back-quote
and comma are utilized), but would incur almost non of the overhead associated
with an interpretive implementation.

MetaML [12, 11] provides constructs for manipulating open code and executing
it, but does not distinguish between open and closed code types. But open code
cannot be executed because it may contain free variables that have not been
bound yet. This means that in MetaML type information is not enough to decide
whether or not we can safely execute a code fragment. In what follows, we
introduce MetaML, explain what it allows us to express, and where it falls short.

MetaML MetaML has three staging annotations: Brackets (_), Escape ~ _
and Run run _. An expression (e) defers the computation of ¢; “e splices the
deferred expression obtained by evaluating e into the body of a surrounding
Bracketed expression; and run e evaluates e to obtain a deferred expression, and
then evaluates it. Note that “e is only legal within lexically enclosing Brackets.
Finally, Brackets in types such as <int> are read “Code of int”. To illustrate,
consider the following interactive session:

-| val rec exp = fn n => fn x =>
if n=0 then <1> else < "x * ~“(exp (n-1) x) >;
val exp = fn : int -> <int> -> <int>



-| val exponent = fn n =>
<fn a => “(exp n <a>)>;
val exponent = fn : int -> <int -> int>

-| val cube = exponent 3;
val cube = <fn a => a * (a * (a * 1))> : <int -> int>

-| val program = <“cube 2>
val program = <(fn a => a * (a * (a * 1))) 2> : <int>

-| run program;
val it = 8 : int

The function exp returns a code fragment representing an exponent, given an in-
teger power n and a code fragment representing a base x. The function exponent
is very similar, but takes only a power and returns a code fragment representing
a function that takes a base and returns the exponent. The code fragment cube
is the specialization of exponent to the power 3. Next, we construct the code
fragment program which is an application of the code of cube to the base 2.
Finally, the last declaration executes this code fragment.

Unfortunately, there is a problem with the above example. In particular, the
very last declaration is not typable with the basic type system of MetaML [11].
Intuitively, the type system for MetaML must keep track of free variables in a
code fragment, so as to ensure that programs don’t get stuck. But there is no
way for the type system to know that program is closed, hence, a conservative
approximation is made, and the term is rejected by the type system.

Contribution and Organization of this Paper In previous work [12], we
reported on the implementation and applications of MetaML, and later [11]
presented an axiomatic semantics and a type system for MetaML and proved
type-safety. However, there were still a number of drawbacks:

1. As discussed above, there 1s a typing problem with executing a separately-
declared code fragment. While this problem is addressed in the implementation
using a sound rule for top-level declarations, this solution is ad hoc.

2. Only a call-by-value semantics could be defined for MetaML, because substi-
tution was a partial function, only defined when variables are substituted with
values.

3. The type judgment used two indices. Moreover, it has been criticized for not
being based on a standard logical system [13].

This paper describes the type system and operational semantics of An Idealized
MetaML (AIM), whose design is inspired by a categorical model for MetaML
(such a model will be the subject of another paper). AIM is strictly more ex-
pressive than any known typed multi-level language, and features:



. An open code type (t), which corresponds to Ot of A© [3] and (¢) of MetaML;
. A closed code type [t], which corresponds to Ot of A" [4];

. Cross-stage persistence of MetaML;

. A Run-with construct, generalizing Run of MetaML.

e N

This work is the first to achieve a semantically sound integration of Davies and
Pfenning’s AU [4] and Davies’ AO [3], and to identify useful interactions between
them. Moreover, we present important simplifications over MetaML [11], which
overcome the problems mentioned above:

1. The type system uses only one level annotation, like the AOtype system [3];

2. The level Promotion and level Demotion lemmas, and the Substitution lemma,
are proven in full generality and not just for the cases restricted to values. This
development is crucial for a call-by-name semantics. Such a semantics seems
to play an important role in the formal theory of Normalization by Evaluation

[1] and Type Directed Partial Evaluation [2];
3. The big-step semantics is defined in the style in which A©was defined [3], and

does not make explicit use of a stateful renaming function;
4. Terms have no explicit level annotations.

Finally, it is straight forward to extend AIM with new base types and constants,
therefore 1t provides a general setting for investigating staging combinators.

In the rest of the paper, we present the type system and establish several syn-
tactic properties. We give a big-step semantics of AIM, including a call-by-name
variant, and prove type-safety. We present embeddings of A©, MetaML and A"
into AIM. Finally, we discuss related works.

2 AIM: An Idealized MetaML

The definition of AIM’s types ¢t € T and terms e € F is parameterized with
respect to a signature consisting of a set of base types b and constants c:

teT:i=b|ty =tz | )| []
e€FEii=cluw|eea|Ave|{e)]| e ]runewith {z; =e;|i € m} |
box e with {a; = e;|i € m} | unbox ¢

Where m is a natural number, and it is identified with the set of its predecessors.

The first four constructs are the standard ones in a call-by-value A-calculus with
constants. Bracket and Escape are the same as in MetaML [12,11]. Run-With
generalizes Run of MetaML, in that allows the use of additional variables z; in
the body of e if they satisfy certain typing requirements that are made explicit
in the next section. Box-With and unbox are not in MetaML, but are motivated
by AYof Davies and Pfenning [4]. We use some abbreviated forms:

run e for run e with {f

box e for box e with (§
run e with @; = ¢; for run e with {; = ¢;|i € m}
box e with @; = ¢; for box e with {z; = ¢;|7 € m}



Iz:th F ety

'k c:t? 'zt f o=t and m <n
't Aze(ty = 6)"
I'tFep:(ty = 62)" 'k eatt? 'k e tnt! I'te: ()"
I'tepes:ty I'E (e): ()" I'EF “e: "t

ke[t Tt {e[6]M)i € m} ke ()"

I'F run e with x; = e;: t"

ket {oa[t]°li e m}F et I'tei]”
I+ box e with z; = e;:[t]" ' unbox e: t"

Fig. 1. Typing Rules

2.1 Type System

An AIM typing judgment has the form ' e:t", where t € T, n € N and I is
a type assignment, that is, a finite set {z;:¢7*|¢ € m} with the z; distinct. The
reading of I' F e:t" is “term e has type t at level n in the type assignment I'”.
We say that I' z = " if 2:¢" is in I". Furthermore, we write I't" for the type
assignment obtained by incrementing the level annotations in I" by r, that is,
I't" ¢ =77 if and only if I' x = t". Figure 1 gives the typing rules for AIM.
The Constant rule says that a constant ¢ of type ¢., which has to be given in the
signature, can be used at any level n. The Variable rule incorporates cross-stage
persistence, therefore if z is introduced at level m it can be used later, that
is, at level n > m, but not before. The Abstraction and Application rules are
standard. The Bracket and Escape rules establish an isomorphism between ¢!
and (¢)". Typing Run in MetaML [11] introduces an extra index-annotation on
types for counting the number of Runs surrounding an expression (see Figure 3).
We avoid this extra annotation by incrementing the level of all variables in I'.
In particular, the Run rule of MetaML becomes

Ttk e %
I'F run e t™

The Box rule ensures that there are no “late” free variables in the term being
Boxed. This ensures that when a Boxed term 1s evaluated in a type-safe context,
the resulting value is a closed term. The Box rule ensures that only the variables
explicitly bound in the Box statement can occur free in the term e. At the same
time, it ensures that no “late” free variable can infiltrate the body of a Box using
one of these variables. This is accomplished by forcing the With-bound variables
themselves to have a Boxed type. Note that in run e with z; = ¢; the term e may
contain other free variables besides the z;.



2.2 Properties of the Type System

The following level Promotion, level Demotion and Substitution lemmas are
needed for proving Type Preservation.

Lemma 1 (Promotion). If I, Ty F e:t” then I'y, I F et

Meaning that if we increment the level of a well-formed term e it remains well-
formed. Furthermore, we can simultaneously increment the level of an arbitrary
subset of the variables in the environment.

Demotion on e at n, written el,, lowers the level of e from level n 4+ 1 down to
level n, and is well-defined on all terms, unlike demotion for MetaML [11].

Definition 1 (Demotion). ¢, is defined by induction on e:

clp=c
zln=z
(61 eZ)\l/n:elxl/n eZ\Ln
(Az.e)ln=Az.el,
<6> \Ln:<e¢n+1>
“elp=rune
("e)dn+1="(edn)
(run e with 2; = ¢;) Lp=run e, with z; = ¢; |,
(box e with #; = e;) ln,=box e with z; = ¢; |,

(unbox €) |, =unbox ey

The key for making demotion total on all terms is handling the case for Escape
“elo: Escape is simply replaced by Run. It should also be noted that demotion
does not go into the body of Box.

Lemma 2 (Demotion). If I't1 ettt then I'F el,: 17,

Meaning that demotion of a well-formed term e is well-formed, provided the level
of all free variables is decremented.

Details of all proofs can be found in the Appendix.

Lemma 3 (Weakening). If I't, I's - e2: 15 and « is fresh, then Iy, x:t’fl, IsF
es:th.

Lemma 4 (Substitution). If I} + elzt’fl and I, x:t’fl, Iy b egith then Iy, Ia b
ea[x: = eq]:15.

This is the expected substitution property, that is, a variable x can be replaced
by a term ey, provided e; meets the type requirements on z.



Evaluation.

0 0 0
e1 3 Ar.e ey uvr e[ri=uv]— v

0
5 Az.e = Azx.e
€1 €2 — U2

0 0 0 0
e — v e[zi=uv] =) vlo—wv e — (v)
. 0 !
run e with z; = e; — v e— v
0 0 , , 0
€; < vy e~ boxe e —uw
. 0 0
box e with z; = e; < box e[z;: = v;] unbox e < v
Building.
n+1 n+1
e <> v e v n+1
_— T =z
n+1 n+1
unbox e < unbox v Azr.e < Az.v
nt+1 nt+1 n+1 n+1
e <> v e < v; e < v e <> v
. n+1 . . n+2 7
run e with z; = e; < run v with z; = v; e =~ v <€> — <U>
n+1 n+1 n+1
€, — U; €] — V] €3 — Uy n41
. n+1 . n+1 c—=c
box e with z; = e; — box e with z; = v; €1 €2 < V1 Us
Stuck.
0 , 0
e v Zboxe €1 > v Z Azv.e o
unbox e < err er1ex <> err
0 0 , 0 ,
e = v e[zi=uv]—vZ() e v Z (e )
5 T E— e —err
run e with 2; = e; < err “e < err

Fig. 2. Big-Step Semantics

3 Big-Step Semantics

The big-step semantics for MetaML [12] reflects the existing implementation: it
is complex, and hence not very suitable for formal reasoning. Figure 2 presents
a concise big-step semantics for AIM, which is presented at the same level of
abstraction as that for A© [3]. We avoid the explicit use of a gensym or newname
for renaming bound variables: this is implicitly done by substitution.



Definition 2 (Values).
v e VO o= Aze | (v!) | boxe
vloe VI si= el a | vt ol | Axot | (07) | run vl with z; = v} |
box e with z; = v} | unbox v?
vn+2 c Vn+2 = e | x | vn+2 vn+2 | /\x.vn+2 | <vn+3> | ~vn+1 |

run v 2 with 2; = v'T? | box e with 2; = v['*? | unbox v"+?

Values have three important properties: First, a value at level 1 can be a Brack-
eted or a Boxed expression, reflecting the fact that terms representing open and
closed code are both considered acceptable results from a computation. Second,
values at level n + 1 can contain Applications such as {((Ay.y) (Az.xz)), reflecting
the fact that Brackets defer computations. Finally, there are no level 1 Escapes
in values, reflecting the fact that having such an Escape in a term would mean

that evaluating the term has not yet been completed. This is true, for example,
in terms like ("(f x)).

Lemma 5 (Orthogonality). Ifve VO and I' - v: [1]° then O+ v: [t]°.

Theorem 1 (Type Preservation). If I't! F e:t" and e Ly v then v € V7
and I'tY Fu:t?,

Note that in ATM (unlike ordinary programming languages) we cannot restrict
the evaluation rules to closed terms, because at levels above 0 evaluation is
symbolic and can go inside the body of binders. On the other hand, evaluation
of a variable at level 0 is an error! The above theorem strikes the right balance,
namely it allows open terms provided their free variables are at level above 0
(this is reflected by the use of I't! in the typing judgment).

Having no level 1 escapes ensures that demotion is the identity on V**! as shown
in following lemma. Thus, we don’t need to perform demotion in the evaluation
rule for Run when evaluating a well-formed term.

Lemma 6 (Value Demotion). If v € V"t! then v],=v.

A good property for multi-level languages is the existence of a bijection between
programs @ b e:¢° and program representations @) = (v): (¢)". This property holds
for AIM, in fact it is a consequence of the following result:

Proposition 1 (Reflection). If I' - e:t", then I't! F e:t"t! and e € V11,
Conversely, ifv € V*t and I'TH F vt then I' - vit™.

3.1 Call-by-Name

The difference between the call-by-name semantics and the call-by-value seman-
tics for AIM is only in the evaluation rule for Application at level 0. For call-by-
name, this rule becomes

el S aze e[x: = ea) Sy

0
€1 €9 — U



The Type Preservation proof must be changed for this case. However, this not
problematic, since the Substitution Lemma for the AIM’s type system has no
value restriction.

Theorem 2 (CBN Type Preservation). If I't! F e:t" and e <y v then
vE V™ and I't' F vit?.

3.2 Expressiveness

MetaML’s type system has one Code type constructor, which tries to combine
the features of the Box and Circle type constructors of Davies and Pfenning.
However, this combination leads to the typing problem discussed in the intro-
duction. In contrast, AIM’s type system incorporates both Box and Circle type
constructors, thereby providing correct semantics for the following functions:

1. unbox :[t] — t. This function executes closed code. AIM has no function of
type t — [t], thus we avoid the “collapse” of types in the recent work of
Wickline, Lee, and Pfenning [13]. Such a function does not exist in MetaML.

2. up :t = (¢). This function corresponds to cross-stage persistence [12],in fact it
embeds any value into an open fragment, including values of functional type.
Such a function does not exist in AC. At the same time, AIM has no function
of type (t) — t, reflecting the fact that open code cannot be executed. up is
expressible as Ax.(z).

3. weaken:[t] — (t). The composite of the two functions above. weaken reflects
the fact that closed code can always be viewed as open code. AIM has no
function of type (t) — [¢].

4. execute: [(t)] — t. This function executes closed code, and it can be defined in
AIM as Az.run z with © = =.

5. build: [{t)] — [(¢}] This function forces the building of an open fragment known
to be closed. build 1s not expressible in the language, but it can be added as a
new combinator with the following semantics:

e cg> box e/ ¢ ci> (v)

build e ci> box {(v)

Type Preservation is still valid with such an extension.

Now, the MetaML example presented in the Introduction can be expressed in
AIM as follows:

-| val rec exp = box (fn n => fn x =>
if n=0 then <1> else < “x * “((unbox exp) (n-1) x) >)
with {exp=expl};

val exp = [fn] : [int -> <int> -> <int>]

-| val exponent = box (fn n =>



<fn a => “((unbox exp) n <a>)>)
with {exp=exp};
val exponent = [fn] : [int -> <int -> int>]

-| val cube = build (box ((unbox exponent) 3)
with {exponent=exponent});
val cube = [<fn a => a * (a * (a * 1))>] : [<int -> int>]

-| val program = build (box <~ (unbox cube) 2>
with {cube=cubel})
val program = [<(fn a => a * (a * (a * 1))) 2>] : [<int>]

-| execute program;
val it = 8 : int

In ATM, asserting that a code fragment is closed (using Box) has become part of
the responsibilities of the programmer. Furthermore, Build is needed to explicitly
overcome the default lazy behavior of Box. If Build was not used in the above
examples, the (Boxed code) values returned for cube and program would contain
level 0 Escapes. In general, it appears that the lazy behavior of Box is not needed
when our primary concern is high-level program generation.

Unfortunately, the syntax is verbose compared to that of MetaML. In future
work, we hope to improve the syntax based on experience using AIM.

4 Embedding Results

This section shows that other languages for staging computations can be trans-
lated into AIM, and that the embedding respects the typing and evaluation. The
languages we consider are AO [3], MetaML [11], and A" [4].

4.1 Embedding of A©

The embedding of AC into AIM is straight forward. In essence, AQ corresponds
to the Open fragment of AIM:

tETOpenZZIb|t1 —>t2|<t>

eEEopen:::C|l‘|61 62|Al‘.6|<6>|~6

The translation (_©) between AQand AIM is as follows: (Ot)© = ((t©)),
(next €)© = (e©), and (prev €)© = ~ (¢©). With these identifications the
typing and evaluation rules for A© are those of AIM restricted to the relevant
fragment. The only exception is the typing rule for variables, which in AO is
simply I't :t" if I' ® = t" (this reflects the fact that MO has no cross-stage
persistence).

We write I' b e:tand e fgo v for the typing and evaluation judgments of A\©
so that they are not confused with the corresponding judgments of ATM.



I't e (te,r)” I'tao:(t,r)" fMe=(t,p)"and m+r <n-+p

Iz (b, r)" e (b2, r)" I'tep:(ty — t2,r)" I'kex:(t1,7)"
't Aze(ty = t2,r)" I'k ey exi(t2,r)"
Tk e (t, )™t I'te: ({(¢),r)" I'te((&),r+1)"
I'E (e):({t),r)" T e (t, )™t I'Frune:(t,r)"?

Fig. 3. MetaML Typing rules

Proposition 2 (Temporal Type Embedding). If I' b e: 1" is derivable in
MO, then I'O F eO: (tO)" is derivable in AIM.

Proposition 3 (Temporal Semantics Embedding). Ife fgo v 1s derwable
in AO, then O < O is derivable in AIM.

4.2 Embedding of MetaML

The difference between MetaML and AIM is in the type system. We show that
while AIM’s typing judgments are simpler, what is typable in MetaML remains
typable in AIM.

t € Tretaprr=b [t — 1o | ()
€ € Epfetapr:i=c | x| e ea | Aze|{e) | "e|rune
A MetaML’s typing judgment has the form A& e: (¢, r)”, wheret € T, n,r € N

and A is a type assignment, that is, a finite set {x;: (¢;,7;)"*|¢ € m} with the z;
distinct. Figure 3 recalls the MetaML [11].

Definition 3 (Acceptable Judgment). We say that a MetaML typing judg-
ment {x;: (t;, r)" i € m} bk e: (¢, 7)" is acceptable if and only if Vi € m. r; < r.

Remark 1. A careful analysis of MetaML’s typing rules shows that typing judg-
ments occurring in the derivation of a judgment @ F e: (¢, 7)™ are acceptable:
In MetaML typing rules are acceptable whenever its conclusion is acceptable,
simply because the index r never decreases when we go from the conclusion of
a type rule to its premise, thus, we never get an environment binding with an r
higher than that of the judgment.

Proposition 4 (MetaML Type Embedding). If {z;: (¢, )" i € m}
e: (t,r)" is acceptable, then it is derivable in MetaML if and only if {z;: ¢ """ |i €
m} b e:t" is derivable in AIM.

4.3 Embedding of AP

Figure 4 summarizes the language AP [4]. We translate AP into the Closed



Syntax

Types t € Tg::= b|t1 — &2 | O¢

Expressions e € Fq::

x| Az.e|er ez | boxe | let box = e in e2

Type assignments [, A:: = {z;:¢;|t € m}
Type System
Al bFg ot if Av =1t A lbgat if I'e =t
A (Dyz:t)yFgett (A;z:t), T Fgext AT bge:O¢
AT bg dvert =t A; T kg let box v =ep inea:t
Al Fgen:t =t AT bFgea:t A;D g et
A;l'Fgerex:t A; ' box e: Ot

Big-Step Semantics

e1 g Are ex =g efr=v]—=gu

Az.e =g Ax.e
€1, €2 Qg v

e1 g boxe exzi=¢] —=pgu

: box e < box e
let box x = €1 inex =g v

Fig. 4. Description of A"

fragment of AIM:

t € Tciosea::=b |t =12 | [t]

e € Ecioseq::=c | @ | e1 es | Ax.e | box e with 2; = ¢; | unbox ¢

Furthermore, we consider only typing judgments of the form {z;:t?|i € m} F e:¢°

and evaluation judgments of the form e ci> v. These restrictions are possible for
two reasons. If the conclusion of a typing rule is of the form {z;:¢|i € m} F e:¢"
with types and terms in the Closed fragment, then also the premises of the typing
rule enjoy such properties. When e is a closed term in the Closed fragment, the

. . . . 0
only judgments e’ <% o' that can occur in the derivation of e = v are such that
n =0 and ¢ and v’ are closed terms in the Closed fragment.

Definition 4 (Modal Type Translation). The translation of AP types is
given by

pH = (t1 —= )7 =17 =47 (@t)F = [t7]



The translation of A5 terms depends on a set X of variables, namely those
declared in the modal context A.

x—" = unbox z ife e X

BX = ifeg X

OX = box eB* with {x =2 |z € FV(e) N X}
OX _ (\g.eDXU{)) DX

(box e

(let box © =€ in e

)
)

(/\a:.e)DX = Az.eFX
)

ox _ ,O0x 0Ox
=e" eg

(61 €9
Proposition 5 (Modal Type Embedding). If A;I' bg e:t is derivable in
A5, then [AB], I'D F eBX 45 s derivable in AIM’s Closed fragment, where X
is the set of variables declared in A, {z;:t;|i € m}P is {z;:t5]i € m}, and
[{ai:t;|i € m}] is {a;: [t;]]i € m}.

The translation of AP into the AIM’s Closed fragment does not preserve eval-
uation on the nose (that is, up to syntactic equality). Therefore, we need to
consider an admanistrative reduction.

Definition 5 (Box-Reduction). The —4,, reduction is given by the rewrite
rules

unbox (box €¢) — ¢

box ¢’ with z; = ¢;, & = box e, z; = ¢; — box €'[x: = box ¢] with &; = ¢;,2; = ¢;
where e is a closed term of the Closed fragment.

Lemma 7 (Properties of Box-Reduction). The —4,, reduction on the Closed
fragment satisfies the following properties:

— Subject Reduction, that is, I' - e:t and e — ¢’ imply I' F €'t

— Confluence and Strong Normalization

— Compatibility with Evaluation on closed terms, that is, ¢1 — v1 and e —por
e imply that exists vy 8.t v —poe V2 and es — v,

Lemma 8 (Substitutivity). Given a closed term eq € Eg the following prop-
erties hold:

— e Xy = 60D®] = (e[y: = eo])BX, provided y ¢ X

— BXVE 2 = box 5?] 400 (e2: = eo])BX

Proposition 6 (Modal Semantics Embedding). If ¢ € Eg is closed and

, , , , 0 .
e <3g v is derivable in \B, then there exists v such that e3° < o' and v/ S0
oo
vHY,



5 Related Work

Multi-stage programming techniques have been used in a wide variety of settings
[12], including run-time specialization of C programs [10].

Nielson and Nielson present a seminal detailed study into a two-level functional
programming language [9]. This language was developed for studying code gen-
eration. Davies and Pfenning show that a generalization of this language to a
multi-level language called A gives rise to a type system related to a modal logic,
and that this type system is equivalent to the binding-time analysis of Nielson
and Nielson [4]. Intuitively, AP provides a natural framework where Scheme’s
back-quote and eval can be present in a language. The semantics of our Box and
Unbox correspond closely to those of back-quote and eval, respectively.

Gomard and Jones [6] use a statically-typed two-level language for partial evalu-
ation of the untyped A-calculus. This language is the basis for many binding-time
analyses.

Gluck and Jgrgensen study partial evaluation in the generalized context where
inputs can arrive at an arbitrary number of times rather than just two (namely,
specialization-time and run-time) [5], and demonstrate that binding-time anal-
ysis in a multi-level setting can be done with efficiency comparable to that of
two-level binding time analysis.

Davies extends the Curry-Howard isomorphism to a relation between temporal
logic and the type system for a multi-level language [3]. Intuitively, A© provides
a good framework for formalizing the presence of back-quote and comma in a
statically typed language. The semantics of our Bracket and Escape correspond
closely to those of back-quote and comma, respectively.

Moggi [8] advocates a categorical approach to two-level languages based on in-
dexed categories, and stresses formal analogies with a categorical account of
phase distinction and module languages.
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A Type preservation

Convention 6 (Notation for Proofs on Derivations) Whenever convenient,
proofs will be laid out in 2-dimensions to reflect that we are relating one deriva-
tion tree to another. Symbols such as =1}, <=, and =} will be used for (one- or
two-way) implications, where R is the list of rule(s) used to achieve this impli-
cation.

Proofs start from the left and proceed either up, down, or right. We go up or
down depending on the normal orientation of the particular rule that is being
used in an implication.

Horizontal implications are aligned with their precedents and antecedents.
Lemma 1 If[I,I5F e:t" then Fl,Fz‘H F e tntl,

Proof: By structural induction over the first derivation.

— Lambda abstraction:

4 Iy, (e ty™) Ferty™ 22 Fl,(Fz‘H,x:tln—i—l)I—e:t2”+1
" Fl,le—/\x.e:tl—>t2" Fl,FQ-I—l'_Al‘.eitl—)tzn-l—l

H

— Variables (T):

nne=(@n) = I e =(t,n)

4 n' <n =N n <n-+1 U
" Fl,le_l‘Ztn Fl,F2+1 "l‘:tn+1 "
— Variables (IT):
Fyo=(tn) =5 o= (u+1)
ﬂn’§n = n2'+1<n+1 U
" Iy, IsFxt? Fl,FQHI—J::t”‘H "
The rest of the cases are completely structural.
— Applications:
Fl,le—el:tl — 15" % Fl,F2+1|_611t1—>t2n+1
ﬂ Fl,le_ezitln % Fl,F2+1 "621t1n+1 U
= =
Fl,le—el 621t2n Fl,F2+1|_61 621t2n+1
— Run:
Fl,le—ei:[ti]n % Flapz-l—l '_ei:[ti]n-l—l

It I {eg ] Y F e ()" 25 rdt 12 Lo 6] E e ()
Iy, I's Frun e with x; = e;: 7 Fl,FZ‘H F run e with z; = e;: t*+?

i

W



— Escape:

Fl,le_61<t>n % Fl,F2+1|_61<t>n+1

gl Iy, Ty F "erttl Iy, [T R e t2 -
— Bracket:
" I,y etntt & Fl,F2+1|—e:t”+2 U
T e ) Iy, LT (e @ F T
— Box:
Fl,le—ei:[ti]n % Flap;ll_ei:[ti]n-l—l
0 {wi: [t:]°} F et = {wi: [t:]°} F et M
- — n - 7 -
Iy, Iy F box e with z; = e;:[t] I, Iyt F box e with ;= e: [t]" !
— Unbox:
A Iy, s kei]” LN Fl,FzHl—e:[t]n-H y
" Iy, I's F unbox e: t? Iy, 5 - unbox e: ¢+ "
|
Lemma 2 [f 't & e:it®t! then ' el t".
Proof: By structural induction over the first derivation.
— Lambda abstraction:
Ittt ettt 2B Tt ™ Felity”
"ﬂ +1 . n+1 . n ";lU
I I—/\x.e.t1—>t2 F"Al‘.e\l/.tl—>t2
— Variables:
Itlte=@tn"+1) == Tz=(n))
ﬂn’—|—1§n—|—1 = n'<n U
" Il gogntlt I'Eaxl:t? ot
— Applications:
F+1|_611t1 —)t2n+1 % F"@l\lﬁtlﬁtzn
Tt b eg:itynt! 5 I'Fegl:ity” U
" F+1 F €1 621t2n+1 Ik €1 €9 \I/thn o
— Run:
Itb e[t = TI'Fel, "
oy TR e @™ L T e beln ()"

It F run e with z; = e;: t?F! I'F (run e with 2; = ¢;) }n: 8"



— Escape (I): Note that here e = run e.

I e:<t>0 = ['*tlE e:<t>0

TR et I'F"el:tY el
— Escape (IT):
I'tlie: <t>”+1 L TRel: ()"
- T~ 7 = nF1 Fad)
It R et I'kE"el:t
— Bracket:
I'tlEent? B pPRel:gnt!
TR (o) ()T TFleyl @ ™
— Box:
R == I'Eeiln:[t:]"
" {zi: [t:]°} F et = {zi: [t:]°} F et M
L - -+,
It box e with z; = ¢;: [t]”"'l I' = (box e with 2; = €;) ln: [f] ¢
— Unbox:
0 ItlEe: [t]n-H ELLN I'teln: [t]" U
" TFTE unbox e: 7! I'F (unbox ¢) [, 1" ™*
|

Lemma4 IfI)+ elzt’fl and Fl,x:tlnl,Fz Foeq:th then I'y, Is b eg[a: = eq]: 3.

Proof: By structural induction over the second derivation.

Lambda abstraction: By Barendregt’s convention, y # x.

Fl,l‘Ztlnl,Fz,yitgn Fety® 2B I, Do yits™ Felri=eg]: 84"

" Fl,x:tlnl,le—/\y.e:tg—>t4" Fl,le—/\y.e[x::el]:tg—>t4” '_)::U

— Variables (I): If es = x, we already know I F el:t’fl. By weakening we
have I, 15 F el:t’fl, and by n — n’ uses of the promotion lemma we have
Fl,Fz F 61115711.

— Variables (IT): If e; = 2z # z, we already know Fl,x:tlnl,Fz F oes:1% and
by weakening we have I}, I's F es:t5. The rest of the cases are completely
structural.

— Applications:
Fl,l‘Ztlnl,Fz'_@litl —)tzn % Fl,le—el[x::el]:tlﬁtQ”
Fl,l‘Ztlnl,le_ezitln % Fl,le—ez[x::el]:tln
) Fe=)

Fl,l‘Ztlnl,Fz'_@l 621t2n FlaF2'_61 62[l‘1:61]:t2n



— Run: By applying promotion lemma to the premise I el:t’fl, we get F{H F
elztrfl‘l'l. Now, we use these two judgement to apply induction hypothesis.

Iyt o kel [t]" £ nhykele=el )"
Ff'l,x:t1”1+1,F;'1,{xi:[ti]n}I—e:<t>n ELLY Ff'l,Fg'l,{xi:[ti]n}I—e[x::el]:<t>n y
T - =
Iy, z:t0™  To b orun e with z; = el " Iy, o F (run e with z; = ¢ )[z: = e1]: "
— Escape:
Fl,x:tlnl,le—e:<t>n £ I befzi=e]: @) y
" Fl,x:tlnl,le—"e:t”+1 F1,F2|_N6[l‘3:61]3tn+1 o
— Bracket:
4 Fl,x:tlnl,le—e:t”+1 2B Iy, Iy b efei= ettt y
= T ) T F=
Iy eoty™  Ta b {e): {t) I, Iy E{e)[zi=e1]: ()
— Box:
Tyaity™, To b el ] L2 Iy, Dok effo: = eq]: 1]
0 {zi: [t:]°} F et = {zi: ;)" F et U
- . : T k=
Iy, z:ty™ T+ box e with z; = el [t]" I't, Iy = (box e with @; = ej)[z: = eq]: [t]
— Unbox:
ﬂ Fl,l‘Ztlnl,Fz'_ei[t]n % Fl,le—e[x::el]:[t]n U
= 7 =
I'i,z: 11", I's b unbox e: t" Iy, I's b (unbox e)[z: = eq]: "

O
Lemma 5 Ifve VO and I'F v:[1]° then O F v:[t]".

Proof. Since v € VY and I' F v: [t]o, then v = box e for some e. By box rule, the
expression e must have type @ F e:¢°. Thus

DEe:t°
B+ box e:[t]°

Proposition 1 If I't' Fe:t" and e Ly v then v € VP and I'TL F v:t™.

Proof: By structural induction over the derivation of &y

— Bottom: L nfi>1 Land L e V™t and I'tHF L7t
— Lambda-abstraction I: Interestingly, no induction is needed here. In particular,

Az.e ci> Az.e. By definition, Az.e € VY, and from the premise I't! F Az.e:¢0.



Lambda-abstraction II: Straight forward induction.

n+1 ’ TH

4 rt+ t”"’l Foe:gnt! € < e L5 e yntl F"’l,x:t’f"'l F el gnt!
" F+1 (v 1, — T " Aeel e VAT VY TR Npelit, = 0t

n+1
Ax.e = dx.e

Variables I: n = 0 is vacuous, because we can only derive err

. 1
Variables II: z nfi> zand z € VL and 't F g2t
Applications I: First, we use (twice) the induction hypothesis, which gives us
a result that we can use with the substitution lemma (: =):

Itz e:t?

0
LR RS E R S & S vy ey L
Itk eq:t? es > €h ELLY Itk eh:t?

Il egeq:t? F"’ll—e[aj—e]to =4

ﬂe[aj_e]f—ﬂa

6162%6

Note that we also use the judgment I't1 z:1{ F e:¢° when we apply the
substitution lemma. Then, based on this information about e[z: = e3] we apply
the induction hypothesis for the third time to get ¢/ € V°? and I't! I e’: 0.
Applications II:

n+1
I'tlb ety —¢ntl el = e} LB ¢ e yntl I'ttEelity —¢ntt
o LT E ettt 4 e W, & eevrtt TR ehpt o
TTTF e) eq: "t 7 n+tl , eh e, e yntt It E el elgntt
€1 €3 = € €5

Run I: First, we apply the induction hypothesis once, then reconstruct the
type judgment of the result:

0 0
I+ie e [t]° e; — box €} LN 't box el: [t;]

I+2 i [t]°} F e (1)° e[z;: = box €!] & (e"

= .
It run e with o; = e;:t0 7 6/¢0‘i> e

H 0 1
run e with z; = ¢; — ¢

By Orthogonality lemma applied to I't! - box €/: [ti]o, we get I't? + box e/: [ti]o.
By Substitution lemmaapplied to I'+2  box ¢}: [t;]” and I't2 {2;:[t;]°} F e: (1),
we get Itk ea;: = box el]: (1)°.

By IH applied to I't2 - e[x;: = box €f]: (t)° and e[z;: = box €!] < (e"y, we get
T2 (e): (t)°.

By Bracket rule applied to I't? = (e/): (£)°, we get I'T? F e’:¢1.

By Demotion lemma applied to I't? - e’: ¢!, we get I't! - /10,



Run II: For space reason, we assume R = run e with z; = ¢; and R’ =
run ¢’ with z; = ¢f.

e () e el AL gy I el
g L e [t e ()t ot £ (ar T O e TR At C2 T (2] M AR O i
IFTF R4 Y R e vt TFTR R
Escape I:
o e eVt I+l et 4
i Itk e (t)° peole) B ) eVt TR T
PETFTE et 7 ~ei>e//
Escape II:
Itk e @)ntt e e LA e g yntl Itk yntt
-1 [T = qnt2 =1 ~ ni)QN , ~el € T2 v [T =l qnt2 Pl
: e e :
Bracket:
4 Itlpegnt! 4 e 2 e c yrt! y It egnt! y
TR0 T o Sy (yevr "V TEE Ny "

Box I. First, we apply the induction hypothesis once, then reconstruct the
type judgment of the result:

+1 1.74.10
It Eep:[t]° eifgboxeg LN Ik box e L]
x;: tio Fe:t?
gz e
It F B B < box e[z;: = box €]

By Orthogonality lemma applied to I'+! F box €/: [t;]°, we get {} F box €}: [t;]".
By Substitution lemma applied to {} & box e/: [t;]” and {a;: [t;]"} F e:4°, we
get {} b e[z;: = box ef]: .

By Box rule applied to {} F e[z;:= box €/]:t° we get I't! F box e[zx;:=
box €/]: ¢°.

Box II: For space reason, we assume B = box e¢ with z; = ¢; and B’ =
box e with z; = €}.

R R e s el A el g yntt A A
o {a;: [ti]o} Fe:t? 0 — ol {a;: [ti]o} Fe:tY
It B: [t]”‘l'l - B ”i; B! B’ € v+l [T E B Fl

W

W



— Unbox I:

{IEe:t?
It Ebox e: [1]°

5, box ¢/ € VO 0

I+ e e [t]o e ci> box e’

/1 1
‘—>ﬂe — €

i

+1 .40 0
'™ F unbox e:t unbox € < ¢

By Weakening lemma applied to {} - ¢’:t°, we get I't  ¢’:t°. By IH applied
to I'*1 Fe:t% and ¢ fi>e”, we get [t e: 40,

— Unbox II:
T+ e [t]”“ e EELN ¢ e yrtl IthEe [t]n+1
gl I'tt F unbox e: " +! =M unbox ¢ "5 unbox ¢’ unbox ¢ € VT "V TFIE ynbox /- 171
O

Lemma 4 The judgment I' -, e:t,r is derivable if and only if the judgment
(7" F e:t™ 4s also derivable.

Remark 2 (Environment Restriction). Technically, we also assume I = (¢, n', ')
imply 7’ < r. The restriction “I" = (¢,n’,r’) implies 7' < #” is implicit in the

original type system. In particular, r never decreases when we go from the con-

clusion of a type rule to it’s premise, thus, we never add a binding with an »

higher than that of the judgement.

Proof: By structural induction over the first and the second derivations (to
prove the implications in both directions). The different cases for each of the
two derivations are one-to-one, and so we combine corresponding pairs and do
the proof in both directions for each pair.

— Lambda abstraction:

n
Iz (ty,n,r) by eta,r &S ()T 2t Foerty”

) I '_no Az.eity —ta, 7 (7)Y F Azety — t5" =3
— Variables:
Fe=(tn,r) & (D) @ = (1,0 = +7)
mArsntr & o' —r+r<n
w0 pl—no wit,r (ﬂv)-ﬂ E— )
— Applications:

n
F'_o 611t1—>t2,7° & (FF)-I—T'_elitl—)tzn
IH,

TE, ety r L (nD)TTEegity”
-0 n (7))t F ey en:ty” -0

', ey eq:ta,r

W



— Run:

I I—no e{th,r+1 & (et Ee ()"

T r |_n run et r (7)™ F run e: " -0
— Escape:
¢ I'ipe(t)y,r & (a7 F e ()" 0
U TR T~ L. 4n -
I I—-I;l “e:t,r (FF)-I— et
— Bracket:
n+1
'k, ext,r & ()T Fegnt!
Fo _—

I'Fy (e): (1), r @) (e (0" "

B Proofs of the Embedding of A"

B.1 Strong Normalisation

The proof follows Harper, Honsell, and Plotkin [7]. We present a translation into
the simply-typed A-calculus. This translation essentially ignores all details of the
original expression, except for the cases when there is a Box-redex, in which case
the translation produces a term with a g-redex. We translate raw terms of the
closed fragment into terms of the simply typed A-calculus with one base type o
and additional constants

app:o0— (0 —=o0)
abs : (0 > 0) =0

The mapping for types is simply: t* = 0. The mapping for terms is

rf ==z
) =app €] €;
)* = abs (Az:o0.e¥)
(unbox e)* = (Az:0.2) e*
)
)

* ¥

*=(Azpio....(Azpioef) el ) el

Next, we show that e1 —pop €2 Implies €] —rperq €5.
First, we make sure that the terms produced by the translation are indeed in
the simply typed A-calculus, in particular, that they are well-typed.

Lemma 9 (Star Well-Typedness). If e € Ecioseqa and FV(e) C {x;}, then
{z;i0} Fe*:o.

Proof. By induction over the typing derivation. a



Then, we prove the following distributivity property that will be needed to prove
strong normalization.

Lemma 10 (Star Substitution). e*[z: = ¢'"] = (e[z: = ¢/])*.

Proof. By induction on the structure of e. One issue arising in this proof is the
need for substitution to propagate into the body of Box expressions, which is
not needed when we are dealing only with well-typed terms. a

Lemma 11 (Lockstep). If e1 —por €2 then e] —5 €5.

Proof. By induction on the derivation of —,,. Most cases are treated by an
application of the induction hypothesis, with the exception of the two cases
when a Box reduction takes place explicitly. The interesting case is when

e1 = box e with z; = ¢;,2 = box e, z; =¢;
and then
— / -
ey = box e'[x:=box €] with z; = e;, z; = ¢;

we proceed as follows:

o
= (Azj,0....(Azio.. .. (/\xil:o.e’*) e ...) (boxe) ...) €]
=g (Azj,c0.... ... (Amj 0. [x:= (box €)*]) ef [#:= (box e)]... ... ) €.
By Barendregt’s convention for variable names z € FV(e;)
= (Azj,i0.... ... (Azi,:0.€" [w:= (box €)*]) e, ... ... ) €5,
By Star Distribution lemma
= (Azj,i0.... ... (Azj,o.(e'[z:=boxe])*) ef ... ... ) €5,
= box ¢/[z: = box e] with z; = e;,2; = ¢;
O

Finally, we can prove our main lemma

Lemma 12 (Strong Normalization). —., is strongly normalizing.

Proof. From Lockstep, and because the simply-typed A-calculus is strongly nor-
malizing, it follows that Box-reduction is likewise. a
B.2 Confluence

Lemma 13. The —p,, relation is sub-commutative.

Proof. The only critical pair i1s the second rule with it self. It easy to check 1t 1s
convergent and close in one step.

Corollary 1. The —po, relation is confluent.

Proof. Direct consequence of the previous lemma.



B.3 Compatibility w.r.t the semantics of AIM box fragment

We use the notion of parallel reduction to deal with duplication of redices caused
by substitution. Roughly speaking, parallel reduction is defined by the simulta-
neous reduction of a set of redices in a term.

Definition 7 (Parallel Reduction). 434, is formally defined as follows:

€ Hpog €

unbox box € #3pop €
! ! !
@ Hrpoy @ b by V€ Hrpoy €

box a with #; = ¢;, = box b H3poy box a'[x: = box b'] with z; = ¢}

and the usual distribution rules for all constructs including the unbox and box
constructs. Constants and variables are arioms.

Lemma 14 (Parallel Reduction and Substitution). If a tpe @’ and b
—boz U then alz: = b] Hpor a’[x:= V).

Proof. Induction on the structure of a.

0 .
Lemma 15 (Soundness of —,;). If €1 trpor €2 and eq < vy then there exists

0
v1 such that e — v1 and v #poe Va.

Proof. Induction on the lexicographic composition of the derivation of e < v,
and the derivation of €1 H3poe €9.

If one of the redices of ey 1s at the root then two cases are possible:

1. If e; = unbox box e then eq t3por € and e t3pop €5.

. 0 . 0
By applying IH to e3 < vs and e #+pop €2, We derive e < vy and vy #3peg V2.
Thus, we have

0 0
box e — boxe e v

0
unbox box e — vy

2. If e; = box a with z; = ¢;, # = box b then es = box a'[x: = box b'] with #; = ¢},
where a tpop @', b Hrpor U,and ¢; tpop b By the semantics of box | we know
that:

0
ek v

k3

box a'[x: = box b'] with x; = ¢/ < box a'[z: = box b'][x;: = vf]

. 0 i 0
By applying the TH to ¢} < v} and ¢; #pop ¢}, we derive ¢; = v; and v; 4oy
v}. Thus



0 0
box b < box b  ¢; < v;

box a with #; = ¢;, = box b < box afz: = box b][x;: = v;]

and by lemma 14, we drive box afx:= box b][x;:= v;] H3pep box a'[z:=
box b'][x;: = v}] since a #pop @', b rpor O, and v; Hpoy V).

If all redices are subterms of e;.

If e; = Az.c and e; = Az.¢’ such that e #34,, €. It is easy the check that
v1 = Az.e and vy = Az.¢’. hence, v H3pop V2.
If e1 = ab and ey = a’ b’ such that a #3por @ and b #3per O. we know that

0 0
a = xxe Vov de=v]ou

0
a’ b’ — vy

) 0 0
By applying IH to @’ < Az.¢’ and a’ #+p,, @ and then to b’ < v' and b #opoy b,

. 0 0
we derive @ < Ax.e and Ax.e 43pop Az.€’, and b < v and v #3p,y .
By lemma 14, e[x:= v] #por €'[#:= v’]. Thus, we can apply the induc-

tion hypothesis to e'[z: = ¢'] < va and e[x:= v] by €/ [x:= ¥'] to derive

0 .
ele: = v] <> v1 and vy ——per V2. Hence,

a S Aee b elr:=v] < v

0
ab— v

If 1 = box a with z; = b; and e; = box a’ with #; = b/ such that a #opey a
and b; Hrpop b}, We know that;

0
/ /
b — v;

es < box a'le;: = o]

Notice that vy = box a'[x;: = v}]. By applying TH to b} cg> vl and b; tpop ), we

i 0
derive b; = v; and v; W3por vi. By Lemma 14, we have a[@;: = v;] tpor @' [0 =
vl] since a t3poy @’ and v; Hrpoy 5. Thus, box a[z;: = v;] Hper box a'[z;: = v]
and

bZ’ — Uy

box a with z; = b; ci> box af[z;: = v;]

— e1 = unbox ¢ and e3 = unbox €’ such that e #3po €. we have

0 0
e < boxa a < v

0
unbox e’ < vy



. 0 . 0
by applying IH to ¢/ < box @’ and € #>p., €', we derive e < box @ and box a i
) 0
—pos box a’. Hence, a tpop @’. Thus IH applies to a’ < vs and a #34, a’, to

. 0
derive @ < vy and vy H>poe V2. We conclude by

0 0
e~ boxa a< vy

0
unbox e < vs

0 ) 0
Corollary 2. Ife; —por €2 and es <> vy then there exists vy such that e; — vy
and V] ——pogp Ua.

Proof. Use the precedent lemma, and the facts that —p0, CH>por for the hypoth-
esis and W3pop C — for the conclusion of this corollary.

B.4 Substitutivity

Lemma 16 (Weakening). IfFV(e) NS =0 then BT = DTV,

Proof. By induction on the structure of e. Box case requires some simple set
logic. a

Lemma 8 (liven a closed term ey € B the following properties hold:

— e Xy = 60D®] = (e[y: = eo])BX, provided y ¢ X
_ eDXU{x}[gg; — box eOD(D] S bor (e[x: — eo])DX

Proof. By induction over the structure of e, for both properties. The interesting
case—in both proofs—is Box, which requires explicit reasoning about sets of free
variables. Some Variable sub-cases require Weakening (Lemma 16). ad

B.5 Main Result: Embedding of A"

Proposition 6 Ife € Eg is closed and e <> v is derivable in AU, then there

} 0 N
exists v/ such that e3? < v and v/ —3ppp v7?.

Proof. Induction on the derivation of e < v.

— If e = x, vacuous
— If e = box e then we have: box e; <> box e; and box eF? = box e‘j@, hence

0
box eF? — box ¢1?

— If e = e €5, we have
e1 =g Azx.e’ (1)
€9 —nO v (2)
dle:=v]=gv (3)

€1 €3 —Q U



By applying respectively (I ) to (1), (2) and (3), we derive e‘f‘m & Ar.e”,
Dm Sy ,and ¢'[z:= v ]D(Z) < vy such that Az.e” —p0p (Aa.e)P? 0" 54,
ae

( )D(Z)’ and V] —Spo U

By lemma 8, we have ¢’[z: = v/]7? = (&/)7?[2: = (¢/)7?]. Since " 54,5 (¢')?

and v 400 (v’)‘:‘@, we have e/'[x: = v""] —pop (e’)‘:‘@[a:: = (e’)‘:‘@].

Hence, we apply the compatibility lemma to derive: e”[z: = v"] & v} and
..

Chl —box V1

Thus, v} s pa?

and

D(Zl 0

D(D f—)v 'e:=e"] = v

‘%/\xe

(e1 62)‘:‘@ — v}

If e = let box @ = e in e3, we have

€1 —pg boxes (1)
eslr:=e3] =g v (2)

let box x = €1 in ey g v

ag O

ao [N

By applying respectively (IH to (1) and (2), we derive: 7 =N vy and eg[2: = e3]
v such that vq7 —>pey box e?m and v/ —ppp v8

Since v; € V° rewrite to box e?m then v; = box ey4.

By hypothesis and typing rule we know {z:00 '}, 0 Fg es:t. Hence, we can

apply property 2 of Lemma 8, we have:

ezm{x}[x: = box €4] o ezm{x}[x: = box 63‘?@] ~Spor €2[:= 63]‘:‘@
e 0 N
By compatibility of — 4., we have: ezm{x}[x: = box e‘f‘m] — v and v —por V.

thus, v —=p,e v and

Dm ‘—> box e4
0
ezm{x}[x: = box e4] = v
let box x = €7 in 62(3 !



