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Abstract 

This paper addresses some of the problems involved in implementing a connection 
network consisting of a million nodes with a billion connections between them. I t  is organ- 
ized into three general parts. The first explains what  connection networks are, how they 
work and what some of the proposed implementations are. The second portion is a prelim- 
inary comparison of some of the interconnect strategies tha t  have been suggested for paral- 
lel systems and how the connectionist model maps onto them. A set of metrics for analyzing 
different interconnection topologies are defined. They include speed of communication, inter- 
connect cost, locality of communication and degree of fault tolerance. Several potential inter- 
connect architectures are compared using the given metrics. The candidates studied fall 
into one of five general classifications: direct implementation of the connection network in 
silicon, a simplistic model such as a grid, a message routing model such as the hypercube, a 
shared memory model and a new proposed solution - the broadcast hierarchy. Preliminary 
results show tha t  some interconnection structures are incompatible with most existing con- 
nection network models. 





1. Introduction 

Recently, the use of a connectionist model has gained popularity as  an  alternative 
computational paradigm for Artificial Intelligence systems tha t  display cognitive behavior. 
Connectionist models are based on the structure of the brain's neural networks [2,35]. They 
consist of many simple processors tha t  modify the strength of their interconnections t o  store 
da ta .  Because of the origin of these models, they are expected t o  exhibit computational 
behavior similar t o  tha t  of the brain. The most important of these behaviors is the ability 
t o  process a n  input and reach a conclusion in a few steps instead of the thousands of 
instructions of a typical sequential computer program. A human being, for example, can 
recognize a n  image flashed on a screen and respond in less than one second, using neurons 
t ha t  have firing times on the order of milliseconds [12]. 

The processing elements in a connectionist network do not individually solve the 
problem, i t  is by communication between them tha t  the solution is generated. To  quote 
Feldman [12], "The fundamental premise of connectionism is t ha t  individual neurons do not 
transmit large amounts of symbolic information. Instead they compute by being appropri- 
ately connected t o  large numbers of similar units." This is done by generating, in parallel, 
multiple competing hypothesis and then relazing t o  a single best-match interpretation. 

In addition t o  the interest of A1 researchers and computer architects in these 
models, some researchers in neuroscience are now using them t o  analyze brain functions. 
One pertinent quote from Braitenberg's paper on Cortical Architectonics [4] reads: "The 
most significant development since the time of von Economo is the shift of emphasis from 
the brain considered as a collection of cells t o  the brain considered as a network of fibers, 
from the neuropathologist's view of the brain t o  t ha t  of the computer engineer; in short, 
from Nissl pictures t o  wiring diagrams." Another supporting comment is from Creutzfeldt 
[6], "In more general terms, the neocortex can be considered as  a cooperative network, in 
which the activities of the individual elements interact with each other through inhibition." 

Connection models are well suited t o  solving problems requiring differentiation 
between alternatives, such a s  context association. An interesting use has been the work by 
Hopfield and associates [26,27], where they have created a connection network tha t  solves 
the traveling salesman problem, i.e., determines the shortest route t h a t  visits each of a 
group of cities. Problems with soft constraints, or where limits can be bent, are  also ideal 
for the connectionist paradigm. 

The initial design for computational elements of this nature, the perceptron, was 
suggested by Rosenblatt [33] and was based on the neural learning model conceived by Hebb 
[19]. Perceptron research generated a learning algorithm, the Perceptron Learning Rule, for 
single layers of processors. I t  was not possible t o  generalize this learning rule t o  systems 
with multiple layers of perceptrons, because in modifying weights on paths t ha t  consist of 
several perceptrons, one could not easily determine which contributed the most t o  the error 
response and thus how to  change its input weights. The resulting limitations of single level 
perceptrons were well proven by Minsky and Papert [31], and further progress on computa- 
tional systems based on neural networks waited for the development of models with learning 
methods for multiple layers. 

The realization by Hopfield tha t  i t  was possible t o  use a model based on the energy 
minimizing behavior of physical networks t o  determine the appropriate modifications of con- 
nections [25] has lead t o  much of the current interest in connectionist architectures. Hinton, 
Sejnowski and Ackley carried the energy model further with the Boltzman machine, a system 
tha t  uses statistical probabilities from Boltzman mechanics t o  determine the connection 
weight adjustments [23]. The problem with this work is t ha t  the Boltzman machine, while 
able t o  demonstrate multi-level, recursive learning, is slow [7,13]. 
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A major new development is the work by Rumelhart and Hinton a t  UCSD [34]. 
They have multiple-level parallel learning networks that  learn by the back propagation of 
errors, in other words, back propagation provides a means to  program systems containing 
multiple levels of perceptrons. Discrepancy a t  the highest level causes a modification of the 
input weight for that  node. The error, modified by the previous weight, is passed back to 
the prior level. Weights are allocated by a process of taking derivatives of the continuous 
output functions. The advantage of this model is that  it  is deterministic and converges 
quickly. The back propagation algorithm was used in the NETtalk speech synthesis system 
developed by Sejnowski and Rosenberg [38]. 

Several researchers have developed other computing models, based on the general 
connectionist scheme, that  are able to  recognize patterns [3] and parse natural language 
input [5,32,39]. Grossberg has shown that much of the research results from human cogni- 
tion studies can be explained by the use of analytic models based on formal models of neural 
networks. He has contributed several major insights to  connectionist research, such as com- 
petitive learning via noise suppression, the use of on-centerloff-surround neural models and 
STM (Short Term Memory) by adaptive resonance [17,21]. 

Most connectionist models share common characteristics [35]. Each model contains 
a set of processing units that  calculate a function of their inputs; an activation rule that 
determines the output of each processing element based on a threshold comparison function; 
a relaxation rule that allows the network to  resolve the competing hypotheses; a pattern of 
connectivity between the processing elements; and some method to  modify the strengths, or 
weights, of the connections to  allow the system to  learn dynamically. The factors that 
differentiate the models are the choice between a continuous output function, as in 
Grossberg's work [17], and a discrete function, as used by Hopfield [25]; the degree of inter- 
connect, from Hopfield's full crossbar to Hammerstrom's sparse networks [18]; the specific 
function computed; the choice between a sigmoid (and the degree of linearity of the sigmoid) 
or a threshold function for activation; and the knowledge representation paradigm, whether 
localized, as Feldman would have it  [12] or distributed, as proposed by Hinton [24]. 

Our research is directed towards solving the problems inherent in building a system 
capable of emulating very large connectionist networks. It is apparent that  the problems 
researchers are beginning to address, such as speech and vision, will require systems with 
many interconnections between the nodes. Preliminary results indicate that  a system of log 
connections is close to the maximum that can be attained using a reasonable technology, so 
our target system is 1 0 h o d e s  with 10' connections between them. Incidentally, it is not 
known how much inteNigence a system with log connections will exhibit1, or if it  will be able 
to  compete favorably with current AT systems. 

A connection network containing 10' connections is significantly beyond the capabil- 
ities of any existing computer. Currently, the largest running simulator on a general pur- 
pose computer, a t  the University of Rochester [ll], is able to  support less than 4x10' con- 
nections and nodes using a 128-node BBN Butterfly. Thus, it is apparent that  specialized 
processors, such as the one being developed a t  OGC, are necessary to  support 
connectionist/neural network modeling research that  requires systems with large numbers of 
connections. One such project is the ADAPT Mark IV system being developed by Hecht- 
Nielsen a t  TRW which will support networks with up to 5 .5~10 '  connections [20]. 

The architectural issues being addressed by our project include trade-offs between 
non-local communication and local computation, the design of a VLSI processing element, 
the degree of fault tolerance of such a system, and an  efficient interconnect topology, with 

'A snail, for example, has roughly 10' neurons with 10' connections between them. 
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our ultimate goal being a wafer scale implementation. The purpose of this paper is t o  pro- 
vide a preliminary answer to the question, "what is the best interconnect topology for emu- 
lating connectionist networks?" 

In mapping a connectionist model t o  silicon2, one obvious disparity is the difference 
in interconnect characteristics. Connection networks are characterized by large numbers of 
low bandwidth connections and VLSI systems by a few, high bandwidth connections. The 
only solution is t o  multiplex the physical communication channels. As shown later, the con- 
nectivity requirements of the connectionist model greatly influence implementation cost and 
speed, along with determining how best to multiplex the physical channels and how they 
should be structured. No matter what the computational paradigm of the connectionist 
network, there is the need for large quantities of short internode messages. As as result, it 
is critical tha t  the interconnection topology be chosen carefully. 

The communication requirements are critical t o  VLSI design since they greatly 
affect speed, reliability and cost. Speed is influenced by the time required to  traverse long 
runs of conductors and pass through intermediate nodes tha t  must buffer or otherwise pro- 
cess the message. Reliability is the resistance of the design to  failures caused by faults in 
the system. Increasing the chip area causes an  increase in the likelihood of faults. Increas- 
ing the fault tolerance of the system reduces the redundancy tha t  must be built in t o  
guarantee a given level of functionality. Since the cost of a wafer is essentially fixed, 
decreasing the amount of redundancy and interconnect area reduces the cost per unit of 
useful area. 

The remainder of this paper addresses these problems and suggests a family of inter- 
connection architectures tha t  may be used to  build a connectionist/neural network emula- 
tor. The approach taken is t o  define a set of metrics to use in comparing interconnection 
architectures and apply them t o  several potential candidates. First, i t  is necessary to  pro- 
vide some basic definitions and assumptions. These can be found in Section 2. They are fol- 
lowed, in Section 3, by the definitions of the metrics and, in Section 4, by the comparisons 
themselves. The paper concludes by presenting a summary of the results and suggesting the 
best interconnection architecture. 

2. Definitions and Assumptions 
A connection network is defined as a set of processing nodes together with the inter- 

connections between them. The network that  is perceived by the user is emulated, rather 
than physically implemented, in all the following models (except direct connect). This is 
much like a virtual memory system where the memory architecture the user sees is not 
necessarily the same as that  of the underlying physical system. The virtual connectionist 
network is asynchronous in operation with each node functioning independently. By 
definition, its size is 10' nodes with 10' total connections, or lo3 connections per node. The 
number of nodes is not as  important t o  the analysis as  the number of connections, since it is 
the connections and the associated weight and address tables tha t  contribute the most t o  
the required chip area and determine system functionality. Although the goal is t o  have a 
system tha t  can emulate most models from the connectionist literature, a simpler target has 
been used in this preliminary study. Since the purpose of this paper is t o  consider the rela- 
tive performance of different interconnection architectures, the functionality of the network 
is not critical. It is necessary tha t  the network be able t o  function with a relatively sparse 

%!-dimensional silicon has been chosen a s  a target  medium because of i t s  density, reliability, and ease of use. 
Our  project can obviously benefit from advances in connectivity by 3D VLSI and optical communication develop- 
ments, but  such technologies a re  not considered here since our intent  was t o  consider technology t h a t  will be 
readily available in the  next few years. 
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interconnect. 

Although the analyses presented here do not require the specification of the network 
functionality, understanding what a node is and how i t  functions will help in following the 
discussion. It is not intended that  the computing model mirror the brain, therefore, a pro- 
cessing node can be considered the equivalent of either a single neuron or a large group of 
closely correlated neurons. Figure 1 illustrates one possible type of node, the Sigma-Pi. A 
Sigma-Pi node calculates the sum of the products of the weighted inputs and outputs a 
result based on a sigmoid function. 

More precisely, a CN, or Connection Node, is a simple computing element with 
inputs ZI . . I,. What function is computed by the CN is dependant on the particular con- 
nectionist model being emulated. An input may be the output of a CN or i t  may come from 
the external environment. Each input, Zj, has a weight, Wj, associated with it .  The func- 
tion of a weight is similar t o  the facilation of the synapse. If two neurons correlate in their 
firings, the strength is increased, otherwise i t  is decreased. The weights may be statically 
programmed or modified dynamically by a learning algorithm. Since this paper deals with 
architectural issues and not with learning models, the meaning and derivation of the 
weights will not be considered further. The Iis, and in some models the Wis, are time vary- 
ing. In addition, the computed funtion may be state dependent. 

There are four different types of distance used in this paper. The first is Hamming 
distance and will be referred to  as distance*. The Hamming distance between two vectors is 
the number of positions in which they differ. The second type of distance, is the distance 

Figure 1. Sigma P i  Node 
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between two nodes in the connection network, distance,. The connection network can be 
considered as a directed graph, where there is an  edge from node i to node j when the out- 
put of CN;. is an  input t o  CNj. The distancec from a given CN to any other CN is the 
length of the shortest path starting a t  the source node and leading to  the destination node, 
and determines the influence the source node has on the destination node. If there is no 
such path the distance is defined to  be infinite. The distancee from CN, t o  CNb is not 
necessarily the same a s  the distancee from CNb t o  CN,. 

The remaining two distances are related to  the implementation and are distance,, 
the distance in the interconnection graph and distance,, the physical distance. It  is neces- 
sary to  map the connection network to  a physical network. This is a two stage graph 
embedding problem where first the connection network must be embedded into some inter- 
connection graph. While the connection network can be considered a s  a directed graph, the 
interconnection topology is defined to be a non-directed graph, since communication paths 
are assumed to  be bi-directional. The second portion of the embedding problem is mapping 
the interconnection graph to  silicon. 

Each PN, or Physical Node, is an independent processor capable of standard arith- 
metical and logical computations together with sufficient memory to  hold all required con- 
nection network state information. The state data includes the most recent value for each 
input, the weight assigned to  each incoming link and the addresses of the CNs where out- 
puts are sent. Some connectionist/neural network models require additional s tate  bits, 
these are not allowed for here. A P N  always accepts an  update t o  the stored state. A phy- 
sical model for this latter capability is a set of I/O-processors tha t  listen to  the communica- 
tion lines and update a multi-ported associative memory. Weights are always assigned and 
stored on the incoming side, because i t  is the destination node tha t  is able t o  correlate its 
firing with a given input to determine the correct value for a particular weight in most 
dynamic weight modification algorithms. 

Locality is an  important characteristic of neural networks. Since connections are 
expensive in terms of energy and space requirements, and in the genetic material required to 
describe differentiated wiring patterns, nature only uses the minimum number of connections 
required to perform the necessary functions with the necessary reliability. Braitenberg [4], 
when discussing his research on mouse brains, stated: "A set of 10 million neurons of various 
types are connected together by two sorts of fibers: intercortical, short-range (= a few hun- 
dred microns) and corticocortical, long-range connections." He later showed tha t  most of the 
connections are short range. One common characterization of the brain [3,4,6] suggests 
tha t  the probability of a connection is a function of the physical separation between two 
neurons. 

Though hypothetical, it is our belief that  the sparse connectivity of real neural sys- 
tems results from: 

(I) Redundancy of input data.  Sensory input data (in particular auditory and visual) is 
both spatially and temporally redundant. Since neural systems reflect the environ- 
ment in which they operate, we expect tha t  significant connectivity reduction results 
from the influence of such correlations (see Hammerstrom [18]). 

(2) Selective attention and limited short-term memory. Biological systems can only 
attend to  a few simultaneous stimuli, thus limiting the degree of simultaneous inter- 
connectivity. 

(3) Abstraction. Higher order nervous systems, e.g. primates, have the ability t o  abstract 
or "chunk" groups of concepts into a new concept; this convergance of information per- 
forms an  encoding that  reduces inter-module bandwidth requirements [41]. 
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(4) Functional decomposition. Despite the regularity and distribution of processing in 
neural systems, research has shown distinct functional areas within the human brain. 
The best example of this has been in the decomposition of the visual and auditory pro- 
cessing areas in primates. 

In the interconnection network the distanceg between two PNs can be represented 

as the number of communications links between them. In graph theoretic terms, it  is the 
length of the shortest path between the two nodes. In assigning CNs to PNs, it is critical 
for performance that  the CNs near each other in distancec are placed on PNs near in 
distanceg. To measure the average distanceg between two CNs, it is necessary to define the 
locality of communication in both the coniection and physical networks. Communication 
locality intuitively means the distance a typical message must travel, with a network exhi- 
biting high locality having a lower typical distance than one with low locality. Since this 
intuitive definition is not precise enough to  use in selecting an interconnect topology, a for- 
mal definition is now presented. 

Definition: R(n).  Let rq(n) be the number of nodes in a graph reachable by paths 
of length n from some starting node q. Then R,(n) is the total number of nodes reachable 

in n steps, Rq(n)=xr , ( i ) .  R ( n )  is the average such Rq(n)  for all nodes g .  For regular 
i=l 

graphs, such as those considered in this paper, and ignoring boundary conditions, 
R(n)=R,(n) for all nodes p. 

R 

Definition: C(n). ~ ( n ) = C a + r ( i ) ,  for some azl. 
i-1 

Definition: L(k). L=R-I, that is L(R(n))=n. In the following analyses, the 
definition of L has been modified such that  L=C-'. 

The reachability of a connection network is R ( n )  for the equivalent graph. Any con- 
nected graph, with N nodes, has a reachability of N in nN steps for some nN < N. For a 
fully connected graph, i.e., one with a connection between every two nodes, nN = 1. For 
any infinite graph of regular degree, it  is possible to specify a function for the number of 
nodes reachable in n steps. For example, a rectangular grid has a reachability function of .. 
x 4 i .  The connectivity function, C(n), shows the number of nodes that  can be expected to  
i=l 
be connected to the starting node after n steps using an exponential function for the proba- 
bility of each connection. The locality of a connection network is L(n )  for the equivalent 
graph, or the number of steps in the connection graph that are required to  reach a specified 
number of nodes. Locality, connectivity and reachability can be defined for both physical 
and connection networks, in fact it  is the relationship between localityg and localitye that 
determines the effectiveness of a particular interconnection architecture. 

In the target connection network of log connections and 10' nodes, each CN is con- 
nected to lo3 others, so, for each interconnection topology, it is necessary to calculate the 
number of steps required to  reach lo3 CNs or L(103). Thus, once the reachability function is 
known the required number of interprocessor hops can be readily determined. 

Although the characterization of the connectivity function with an exponential 
decay, is simplistic, especially in light of the fact that neural networks appear to  exhi- 
bit multi-modal connectivity distributions [6] ,  it  is suitable for the preliminary analyses 
presented here. Later research will require a more complex characterization of locality. 
Performing the following analyses while varying a,, from 1 to  2, and keeping the total 
number of connections per CN constant a t  lo3, has shown that  the relative rankings are not 
affected, although the architectures with increased reachability, Hyper-Cube and the 
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Broadcast Hierarchy, perform significantly better than grid for larger values of a,. To pro- 
vide one set of numbers for comparative purposes, a value of a, of 1.25 has been chosen. 

The effect of varying a, is to  vary the quality of the mapping from the idealized 
connection network to  the interconnect graph. A value of 1 for a, indicates a n  optimal 
mapping, one where the sum of distancesg from each CN to  all the CNs which i t  is con- 
nected to  is minimal, since each CN is connected to  the nearestg lo3 CNs. A system with a 
larger value for a, is less good i.e. the total distance is non-minimal. Obviously, determin- 

g 
ing the optimum mapping is an  NP-complete problem and for large networks less satisfac- 
tory mappings will be used. One area for future research is determining a value for a, tha t  
reflects the typical mappings quality. 

A formal restatement of these definitions is as  follows. 

Connection node - A node in the connection network, abbreviated CN 

Physical node - A node in the physical network, abbreviated PN 

Distance,, - Hamming distance or the difference between two bit vectors. It  is 
equal t o  the number of bit positions tha t  differ. For example, 0010001 
and 1010000 are Hamming distance two apart  because the first and last 
bits are different. 

Distancee - The length of the minimal path between two CNs in a connection 
network. 

Distanceg - The length of the minimal path between two nodes in a intercon- 
nection graph. Alternately, the least number of edges a message must 
traverse in traveling from one P N  to  another. 

Distancep - The distance between two PNs in the physical network. 

Locality - The number of steps required to  reach a specified number of nodes. 

Reachability - The number of nodes tha t  can be reached from a given node 
within a specified number of steps. 

Connectivity - The expected number of nodes reached within a specified 
number of steps using some probability function to  calculate the odds of 
a given connection. 

a - A constant for the reachability calculations in the interconnection graph 
g 

and a measure of the effectiveness of the graph embedding of the con- 
nection network into the interconnection graph. 

To reduce the analysis t o  one tha t  can be adequately addressed within the scope of 
this paper, several simplifying assumptions have been made. Further research on intercon- 
nection problems will consist of relaxing these limitations and using statistical simulations 
to  generate more precise values to replace the approximations used here. 
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The first set of premises relate t o  current VLSI technology. First, the available sili- 
con area is infinite, so there is no need to  worry about partitioning problems and the delays 
due to  off-chip routing. Second, there are three levels of metal interconnect, this provides 
two levels for interprocessor routing and one level for the processor nodes themselves. 
Third, the minimal feature width is one micron with a pitch of one micron. Fourth, the 
clock speed of the chip is 20 MHz. Since all topologies will be considered using the same 
assumptions, the comparisons will be consistent; consequently, the precise details of these 
assumptions are not critical. The values used have been chosen to  reflect the s tate  of the 
ar t .  

Even though connection networks are essentially asynchronous in operation, all phy- 
sical systems described in this paper are assumed to be synchronous, though we suspect that  
a real implementation will consist of synchronous PNs operating asynchronously to  one 
another, and tha t  the connection networks themselves will have not inter-CN synchroniza- 
tion. Assuming synchronous networks simplifies the calculations of communication delays. 
In creating a physical system of this size, the problem of clock skew would be considerable. 
For the purposes of this paper, i t  is ignored. 

The length of each message is assumed to  be one bit to  transmit a s tate  change plus 
any bits required for source or destination addresses by the interconnect strategy. All data 
are sent serially, so the number of bits in a message impacts the time required for its 
transmission. The weights are small enough that  they can be represented as four-bit quan- 
tities. Although a real system will require the ability t o  vary the size of the weights and 
outputs, t o  allow emulating different models, they are fixed here. A source address is neces- 
sary, except in the direct connection architecture, so that  weights may be properly assigned 
to incoming signals. It  is not necessary for this address t o  be global, i t  simply needs to  be 
unique within a given PN. 

For calculating the P N  area, the memory required for connection tables and state 
preservation is used. All models have the same computation needs, so the area required for 
the processor arithmetic unit and state machine control is ignored; in any case, this area is 
much smaller than tha t  required for connection memory and interconnect. There is no con- 
sideration of the amount of area required for line drivers. 

Each P N  is assumed to  contain 16 CNs. Further research will be needed to  estab- 
lish the optimal value since it is dependent on the capabilities of the P N  as well as  the 
amount of contention in the network. Preliminary results indicate that  varying the CN per 
P N  value from 10 to 100 does not effect the relative rankings for this paper. One 
justification for choosing a number of this magnitude is tha t  the network is resolving an  
input vector to the Hamming nearest learned vector. Since the two vectors are near, few of 
the nodes need to  change; with a system that  contains many learned vectors, the difference 
between any two is less than 20% [28]. In addition, the number of CNs per P N  is limited on 
the low end by the increased interconnect required for more processors. The primary reason 
for decreasing this number is the desire for the maximum degree of parallelism in the 
network's execution, since a connectionist/neural network model is able to effectively use all 
available processors as noted by Fanty in his work on the Butterfly [ll]. The absolute 
minimum of one CN per P N  is infeasible as  the direct implementation analysis shows. 

The more PNs in the system, the more fault tolerant i t  is. We believe tha t  VLSI 
connection networks will require no explicit fault correction capabilities. That  is, the 
inherent fault tolerance of the connection network will be sufficient without the need to  add 
extra fault correction hardware. This has yet to be proven and will be examined in later 
research. 
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In addition to  saving silicon real-estate and increasing the degree of parallelism, the 
assignment of multiple CNs to each P N  has a neurological basis. Many researchers have 
been struck by the organization of the brain into groups of tightly cooperating neurons. As 
expressed in Ballard7s paper [3]: "To a coarse approximation, the cortex can be regarded as 
a two-dimensional sheet, a few millimeters in thickness. Within this sheet the anatomy can 
be usefully thought of as being organized into functional, overlapping columns of about 800 
pm in diameter." Another researcher's statement of a similar observation is that  "the 
columns represent a mode of intracortical fiber distribution that  is encountered in all of the 
conventionally distinguished categories of cortex." [15] 

The physical layout of the processors is assumed to  be a tightly packed hexagonal 
array, unless stated otherwise. The hexagon grid is used because it  allows the maximum 
number of direct connections between processors. Processors will be assumed to  be adjacent 
unless the required interconnect consumes more space than the processors do. In that case, 
the distance between adjoining processors will be increased uniformly. 

Accurate performance estimation must consider the effect of contention or arbitra- 
tion of shared communication resources. To attempt to model the affect of contention on 
message delay, two additional factors are included in the calculations. The first is a con ten-  
t i o n  fac tor  and is the total number of messages in the system, or the number of CNs times 
the number of messages transmitted per CN times the percentage of CNs that  are assumed 
to  be firing a t  any given time (in the following calculations the number firing is set to  10% 
of the total number of CNs since our simulations show that  10% is a typical value for net- 
works of this nature), divided by the number of potential paths, which is the number of PNs 
times the fanout degree of the interconnection graph divided by 2. The effect of the conten- 
tion factor is to assume a random distribution of messages and determine the amount of 
delay encountered by each message on each physical link it  has to  travel. The second factor 
is a ser ial izat ion factor  and is the number of messages sent out of the P N  divided by the 
fanout degree. This serialization factor presumes that  a P N  can simultaneously transmit on 
all outgoing wires and penalizes systems with fewer wires available or more messages to 
send. 

3. Proposed Metrics 

Speed and cost are the obvious choices for the quantities to  be evaluated in compar- 
ing two different interconnection strategies. In any given design, there is a trade-off 
between the two. Designs with a greater degree of interconnect exhibit less communication 
latency, but a t  the price of increased area for the interconnect paths. The other factor used 
in these comparisons is the degree of fault tolerance. This set of metrics compares well with 
the characteristics chosen by Agrawal and his fellow researchers in defining a system for 
evaluating different multiprocessor configurations [I]; they chose to  use communication 
latency, the required link count, the degree of fault tolerance and expandability. 

There are other system constraints related to  neural network emulation that  are 
beyond the scope of this paper and are not considered here. An example of such a con- 
straint is the required degree of temporal correlation of signals originating in divergent 
parts of the system. 

3.1. Speed 

Since the problem being addressed is how well a particular interconnect architecture 
allows the execution of a connectionist model, the measure to  be used for emulation speed is 
the delay involved in making one update of the connection network. That is, the connection 
network requires T cycles to  settle to a solution when given an  input, where T is 
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proportional to  the distanceh between the input vector and the nearest stored vector. A 
cycle is defined as the length of time it takes from the moment a CN transmits a change of 
state until it  receives an update from a destination CN. In other words, the value deter- 
mined is twice the length of time it would take a message to  travel from a given node to  one 
of its destination nodes. The two destination nodes considered are the one furthest away 
and one that  is placed a t  a distanceg equal to the weighted average of all connection 
lengths. 

The communica t ion  la tency  reported consists of two numbers - the average delay 
and the worst case delay. The worst case is not critical because of the asynchronous nature 
of the underlying model. In most of the architectures, there are two types of connections, 
those to  CNs on the same P N  and those to non-local CNs. The distanceg between two CNs 
sharing the same P N  is defined to be zero and there is assumed to  be no delay for an 
update. The time required to  compute the output function on the source and destination 
PNs is assumed to  be constant across different architectures and is ignored in the analyses. 

Communication delay has several components. First, and simplest to  compute, is 
the time it takes the signal to travel the length of any physical links between two PNs. All 
messages are assumed to  travel from center of P N  to  center of PN, and the time to  transit 
a P N  is taken to  be equivalent to  the time required to transit a wire equal to  the P N  diam- 
eter. The time required is due to the capacitance and resistance of the wire and is propor- 
tional to  the distance between the nodes. The physical delay time for a 1p wide metal wire 
of length 1p is about nsec [30]. This value was calculated by using current VLSI 
design rules and considering that resistance increases by the square of the decrease in width 
while capacitance remains constant. 

The other factors that  contribute to  signal delay are the number of intermediate 
nodes that  must process the signal, the degree of contention for the wires, the required mes- 
sage length and possible synchronization delays. The delay from buffering a message is 
assumed to  be two clocks per bit, one to  write to  memory and one to read. With a system 
clock of 20Mhz, this translates into lo2 n s e c .  Since pipelining is assumed, this is a one-time 
per P N  delay. 

3.2. Cost 

The coat of implementing a particular architecture in silicon is represented by the 
required area. The area for a given architecture is the sum of the interconnect area, the 
processor memory area and the area of any nodes used only for communication. To simplify 
the calculations, there is no consideration of the cost of moving from one layer of metal to  
another or other routing problems. 

A metal width of 1p and a pitch of 1p yields an  area of 2p2 per micron of length. 
The area of a memory cell is taken to  be 25 times the area of a minimal square of metal 
[14], or 50p2 per bit. To provide additional generality of the results, i.e. t o  provide easy 
scaling for new memory technologies, the variable M (for memory) will be used to  represent 
this value in most calculations. 

3.3. Fault Tolerance 

VLSI is a faulty medium, so a design strategy that  allows the proper functioning of 
a chip containing multiple defects is obviously better than one that  is more vulnerable, 
therefore, the relative fault tolerance of each architecture will be described. It is difficult to  
determine precisely the degree of tolerance, since the connection model itself exhibits resis- 
tance to failure from isolated flaws. Connectionist/neural network models exhibit differing 
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degrees of fault tolerance. For wafer scale integration, a distributed da ta  representation 
[24] will probably be required to  provide the needed fault tolerance. For each design, the 
relative advantages and disadvantages are discussed. A more precise determination would 
include a probabilistic analysis, where the network is analyzed with varying fault parame- 
ters t o  determine the maximum allowable defect density for a given level of performance. 
Such analysis is expected to  be part of further research in this area. 

4. Analyses 

The previously defined set of metrics is now applied to  several candidate intercon- 
nect topologies. 

4.1. Direct Implementation 

The direct implementation strategy assigns one CN to  each P N  and creates physical 
links between the PNs to  match the connection network's interconnections, i.e. the connec- 
tion network and interconnection graphs are isomorphic. The physical model used here 
differs from the physical realizations of connection networks being researched by Hopfield et 
al. [26,27], who are also creating direct implementations, because their systems are analog 
and this one is digital and because they are assuming full interconnect. 

As we show, a direct mapping of connection networks to  silicon is infeasible. Also, 
since all connections are hard-wired, the system cannot be reconfigured for a new problem, 
making i t  impractical for most applications; not to mention the problems with CAD tools 
for developing such a system. Finally, with a direct connect system, the preloading of static 
weights into the system is difficult, leaving in situ learning as the only alternative. The 
analysis of such a scheme is thus provided as a standard to  compare the multiplexed sys- 
tems against, and because of the number of researchers who still feel that  it is the best way 
to  build connection networks. 

The communication delays in a direct connect system are due only t o  the length of 
the interconnect lines, since there is no communication channel multiplexing or message 
routing through intermediate nodes. Message length is minimal, since each node can readily 
identify the source of a given message for weight assignment and no destination addresses 
are needed for routing purposes. The delay in transmitting a one bit message is therefore 
equal t o  the time it takes for the signal t o  transit the wire. 

Fault tolerance is equivalent t o  that  of the connection model, the only possible 
points of failure are the nodes themselves and the connections between them. With the 
number of nodes in the system, and the ability of the connectionist model t o  change the 
weights of other connections to adjust for invalid inputs, such a system should be quite 
tolerant of defects. 

Since i t  is impossible to build a system with an  a,=1.25, because Ldirect(n), 
R 

Cbia,' 2 999, has no solutions for a > 1.1, and the rest of the comparisons use 1.25 for a,;  
i -1 
consider the best case from an implementation viewpoint, a system with every node con- 
nected t o  the nearest, lo3 nodes, or a, = 1.0. With a, set equal t o  1.0, LdireCt(999)=18. 

The total processor area is r r 2  x lo6, for a processor radius r ;  the total intercon- 
nect area is 213 X 1 X log, where 1 is the average length of an  interprocessor connection; 
and I = %/2 X 18 x 2r ,  since I is the length of an  average connection spanning a circular 
region of radius 18 P N  diameters (2r). Solving this set of equations yields r = 5.4 X 103p, 
P N  area of 9.2 X 1 0 ~ ~ ~  and a total chip area of 9.2 X 1013p2 or 92 square meters. The area 
required for total P N  memory is only 4 bits per weight x M p2 per bit X lo3 weights X 10' 
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PNs or 2 X 1011p2, showing how the interconnect requirements dwarf the processor require- 
ments. 

The worst case delay is over a wire 18 X 2r p long with a delay of nsec per p, 
or 1.9 x lo3 nsec, and the average delay is 1.4 x lo3 nsec. 

This analysis is limited in accuracy because the node of origin is assumed to be in 
the center of the system and there will be some nodes on the periphery. Also, i t  is impossi- 
ble tha t  three metal layers can be routed as closely as the calculations assume or t o  have 
this optimal of a mapping of CNs to PNs. For these reasons, and because of the use of 
approximate values in all computations, the results are only lower bounds of roughly the 
correct magnitude. 

4.2. Grid or Nearest Neighbor 

The consideration of this interconnection topology is similar t o  the direct connect, 
because the main purpose of the analysis is to provide a basis for comparison. Because of 
the lack of non-local connections, the grid should exhibit minimum interconnect cost and 
maximum communication delays. 

One potential problem with having multiple CNs per PN is the required interproces- 
sor communication bandwidth. When the definition of locality was first stated, there was 
some concern tha t  the required bandwidth between two nodes was not bounded. The fol- 
lowing theorem shows that  the bandwidth is bounded and gives an  upper bound. 

Theorem: The bandwidth, Bgrid, between any two adjacent nodes of an  infinite two- 
dimensional grid, given tha t  all messages travel the shortest path between any two points 
and are equally likely to  take either of two paths of the same length, is bounded by 

where p is the length of a message and a is the previously defined measure of connection 
locality. 

Proof: First consider how many paths a message might travel. The number of 

possible equal length paths from node (xl,yl) t o  node (x2,y2) is where x=lxl-x21 and 
x!y! 

y=IYI-y21 A combinatorial argument for this result is, if the length of a path is x+y and a 
path is exactly specified by the choice of which are vertical (alternatively, which are 

horizontal), then the number of paths would be 

To determine the required bandwidth between any two nodes, pick an arbitrary 
node and label i t  (0,O) and assign the standard Cartesian coordinate system to  the grid cen- 
tered on tha t  point. Then calculate the bandwidth over the interval [(0,0),(0,1)]. This 
bandwidth is equal t o  the sum of several component parts. There is the contribution from 
connections between nodes in the quarter plane x,y>O and nodes in the quarter plane x,y<O; 
plus connections between nodes in the quarter plane x>O,y<O and nodes in the quarter 
plane x<O,y>O; plus connections between nodes on the line x>O,y=O and nodes in the half- 
plane x<O. 

Formalizing the above statements about the number of paths and the sources of the 
messages (combining symmetrical terms) produces the following equation for the bandwidth 
Bg"d. 
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Simplifying terms and realizing that  the later factorial values are smaller than the 
first yields the following absolute limit. 

This summation reduces to 

Corallary: Bh,, , the bandwidth in an infinite hexagonal layout, is finite. 

All PNs are placed on the silicon surface in a hexagonal pattern. Each P N  both 
transmits to  and receives from its six neighbors. Any messages that  need to  be routed to a 
non-local P N  are relayed by the intermediate nodes using a routing algorithm based on the 
destination address of the message. Hillis, in his paper on the Connection Machine [22],  has 
described such a routing algorithm. The probability of a connection between two CNs is 
ayd  where d is the number of links between the PNs on which they reside. For example, all 
CNs on the same P N  are a t  a distanceg of zero and thus connected. 

There are sixteen CNs on a PN. Each CN requires lo3 weights, 16 local addresses 
and 984 global addresses. A global address is 28 bits, eight hops with 3 bits per hop plus 
four for the destination PN, and a local address is 4 bits. A connection is addressed by the 
source address contained in the incoming update message so there are two sets of addresses 
required, one for the destinations and one to indicate which weight is being updated by an 
incoming message. The total memory required is thus 4 x lo3 + 2 x ( 4  X 16 + 984 X 28)  or 
59232 bits per C N .  This predicts a PN area of 9.5 X lo5 X M or 4.7 X 107p2. The com- 
plete system would require 2.9 x 1012p2, or one thirtieth the area of the direct implementa- 
tion. 

A message sent between two PNs consists of the routing information, which func- 
tions as both source and destination address, and one bit of state, for a total of 29 bits. 
The expected path length can be calculated by finding Lg?id(984) or by solving the equation 

n 

C 6 i a - '  2 (1000 - 16) / 16 for n. The smallest integer n that is a solution is 8 ,  so the 
i-1 
maximum number of intervening links expected is 8 and the average is fi / 2 times 8 or 
5.6, assuming the PNs are randomly distributed within the area of the circle with radius 8 .  
All connections are to nearest neighbors, so the communication latency is the time required 
to  relay the message through intermediate nodes. With a delay per node of 102nsec plus a 

?==-' gth of 29 bits times the distance travel time of 6 9  nsec per node per bit, 
4.7 X lo7 p X nsee per p per bit, times the contention factor of 525 

(984 messages per CN x 16 CNs per PN X 10% firing rate X 62500 PNs / ( 6  wires per PN 
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x 62500 PNs / 2)) and the serialization factor of 164 (984 wires / fanout of 6), there is an 
average cycle time of 9.6 x lo8 nsec, 2 x 29 x 69 x 5.6 x 525 x 164 / 2, and a worst case 
time of 2.7 X 10' nsec (2 X 29 X 69 X 8 X 525 X 164). This delay is five to  six orders of 
magnitude greater than in the direct implementation and two to three orders of magnitude 
greater than neural systems. 

4.3. Hypercube 

The hypercube is an interconnection network in which, given N nodes in the system, 
a node can reach any other node in a t  most O(1nN) steps. It has been shown to  be optimal 
for a number of physical models [36,37] and is the basis of the Caltech Cosmic Cube, Intel 
iPSC, N-cube Hypercube and FPS T-series computers, since it provides an excellent trade-off 
between interprocessor communication and implementation cost. The standard implementa- 
tion is a store and forward network with all the delays inherent in such a system. Charles 
Seitz and Bill Daly of Caltech have created a new model that  uses virtual circuits; the 
details are not yet available. 

The routing algorithm is best shown by an example. Consider a 3D hypercube with 
8 nodes. The nodes can be numbered (in binary) as 000 001 010 011 100 101 110 111. Each 
node is connected to  all nodes that  have an address that differs in one bit position. Figure 2 
graphically shows the connections of a 3D hypercube. A simple inductive argument shows 

that  the number of nodes that  can be reached in n steps in a cube of dimension m is 

The physical implementation of a hypercube-based architecture is similar to  the 
grid structure. There are sixteen CNs per P N  and the probability of a connection is calcu- 
lated in the same manner. The area of each P N  is also determined in a similar way. To 
simplify the analysis, the P N  layout is assumed to  be a rectangular grid. This configuration 
is used so that the physical placement directly maps to the interconnect topology. 

To provide full interconnect in a system of 6.25 X lo4 PNs, a cube of order 16 is 
required. The interconnection graph has a branching factor of 16, therefore each node 
requires 16 output paths. LcSb,(984), the expected number of hops needed to  reach a t  least 

10' CNs is derived via the formula 5 [l!)a; 2 984 / 16. The minimum integral value for 
i =l 

Figure 2. 3D Hypercube 
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A simple construction argument shows tha t  each P N  has the following set of 16 con- 
nections: 1,1,2,2,4,4,8,8,16,16,32,32,64,64,128,128 where each number is the lengthp in proces- 
sor widths. In other words, each P N  is connected to  two immediate neighbors, two PNs 
tha t  are two diameters away, etc. Because of the definition of localityp and the graph 
mapping assumptions, a CN on the P N  a t  the end of each of these lines is equally likely to  
be connected to  the given CN. 

However, i t  is not necessary to  use the entire 16-D hypercube to  provide the needed 
reachabilitys for any given CN. Using a 14-D subcube eliminates some of the extremely long 
wires tha t  skew the results. A 14-D cube has a longest physical connection of 64 P N  diame- 
ters and an  average length connection of 18, using the list of physical connection lengths in 
the preceding paragraph. Non-local addresses need to  be 12 bits long, two hops a t  4 bits 
each plus 4 bits for specifying the correct CN on the destination PN,  and local addresses are 
4 bits. The total CN area is memory plus two times the address space, one for incoming 
and one for outgoing messages, or 4 X lo3 + 2 X (16 X 4 + 984 X 12) = 27744 bits, multi- 
plying by M yields 1.4 x 10'p2. The per P N  area is 16 times this, or 2.2 x 107p2, and total 
chip area is 1.4 X 1012p2. 

The worst case delay is on a connection two hops long where each hop is 64 P N  
diameters in length with a contention factor of 225 (984 messages x 16 CN6/PN 
X % firing / (14/2)) and a serial factor of 70 (984 messages / 14 wires), or 2 x 64 x 
3 2  x lo7 x nscc per bit x 13 bits per message X 225 X 70 = 1.2 x loQnsec. This 
gives a worst case cycle time of 2.5 x 10~nsec. Similarly, the average cycle time is 
3.5 x 108nsec. 

The hypercube exhibits results a factor of two better, in both cost and speed, than 
the grid, since with its greater interconnect it is possible t o  reach more nodes directly 
instead of needing intermediate relays, requiring shorter addresses and thus less area and 
time. There is also less congestion with the hypercube since there are more potential paths. 
These benefits are offset to some degree by the cost of the longer paths required when map- 
ping the interconnection graph to a planar surface. 

4.4. Switching Networks 

Several switching networks have been proposed for linking large numbers of proces- 
sors together. They all provide global interconnect and have more capability than required 
for implementing our connectionist networks. The main drawbacks to  the use of switching 
networks are the delay in transitioning the switches and the area required for them. The 
next three sections discuss how architectures based on the models of F a t  Trees and Hashnet, 
two example switching networks, would perform as connectionist emulators. 

4.4.1. Fat Trees 

F a t  Trees are an  interconnection topology that  exhibits good theoretical behavior 
1291. The original work was done as part of the effort in designing a communication net- 
work for the Connection Machine a t  MIT. The essential idea is tha t  the PNs are the leaves 
of a complete binary tree and tha t  the internal nodes of the tree are routing processors. 
Available bandwidth between routing nodes increases as you move up the tree from leaves 
to root. In the optimal system, the bandwidth increases appropriately as  one ascends the 
tree, so tha t  no messages are ever lost and there is no resulting bottleneck a t  the root. 

A fat  tree is a synchronous system with all messages moving one bit a t  a time up 
the trunk until they reach the first common ancestor of the source and destination PNs. 
The time i t  takes for a message transmission is equal t o  the number of inner nodes 
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encountered plus the length of the message. All messages must be sent during the same 
period of time, so the best case delay is equal t o  the worst case delay. 

The formula for calculating the expected number of links required, Lfat trce(984), is 
n 

x2'-' a;" 2 984116. This yields a value for n of 9. A link count of n implies 2%-' internal 
i=l 
nodes, so the time required to  transit the switching network, ignoring all wire transit times, 
is 28 nodes x 14bits X 50nsec per node or 1.8 x 105nsec, for a cycle time of 3.6 X 105nsec. 
To make this result comparable to the other results, the cycle time should be multiplied by 
a serialization factor of 984, the number of non-local messages, and a contention factor of 1. 
With this adjustment, the time for a complete cycle is 3.6 X lo8nsec. Although this delay 
appears t o  be an  order of magnitude better than the other models, i t  should be remembered 
tha t  i t  does not involve wire transit times. The time per node was reduced to  one clock 
owing to  the pipelining specified in the Fa t  Tree design. 

The area required for a system based on a F a t  Tree is 
4 X lo3 + 2 X (16 X 4 + 984 X 13) bits per CN or 1.5 X 1012p2 total P N  area together with 
the area of the switching network. For a system with 6.25 X lo4 PNs, 216-1 switching nodes 
are required together with an  equivalent number of wires. Without designing a switching 
node i t  is not possible t o  estimate the area in square microns. 

In conclusion, using an  implementation that  closely follows the one proposed by 
Lieserson, F a t  Trees are not good candidates for emulating connectionist/neural networks, 
because there are as  many routing nodes a s  processing nodes, much interconnect is required, 
the synchronous operation requires tha t  clocks be transmitted across the entire system, and 
each message is delayed as long as the worst case. An asynchronous F a t  Tree is possible, 
but i t  would require increased bandwidth or conflict resolution techniques. I t  may be possi- 
ble t o  generalize the F a t  Tree model t o  better support connectionist/neural network emula- 
tions, but that  would be a digression from the topic of this paper and has not been done. 

4.4.2. Hashnet 

Fahlman of CMU developed what he called the Hashnet as  part of the design of the 
NETL system [8,10]. The principle behind the Hashnet as  a connection topology is that ,  if 
you have a interconnection network with a sufficient number of layers, i t  is not necessary 
for all possible paths to  be physically present. He states the requirements for a million node 
system communicating via a hashnet[9]. It  would need a 960 x 960 switching network that  
was time-shared 1024 ways. The time sharing of the switching network was proposed as an 
alternative t o  increased area in interconnect and switching nodes. Unfortunately, communi- 
cation intensive connectionist models do not map well t o  this alternative. 

The time required for a cycle is at least 2 x 41 bite X 50 nsec per node X 2'nodes 
or 2.6 X lo6nsec. Only 2' layers need be traversed since each P N  contains Z4 CNs. This 
value for the length of a cycle ignores all wire delay times getting from each node to  the 
switch, going through the switch and going on to  the destination node. Thus, the draw- 
backs to the use of hashnet are the time required to  pass messages through lo3 node transi- 
tions and the space required for the switching circuit. 

4.5. Shared Memory 

There are three approaches to designing a system that  communicates via shared 
memory. The first uses a bus between processors and memory, the second uses a switching 
network a s  described above and the third is a compromise such as used in the NYU Ultra 
computer. The limitations on bus bandwidth rule out the first option and the second has 
been covered in section 4.4. 
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The NYU Ultra is designed a s  a system tha t  provides each processing element with 
a virtual circuit t o  memory [16]. It has an add-and-store primitive tha t  provides an efficient 
mechanism for implementing shared data structures, but is unfortunately of no help in emu- 
lating a connection network. For a system with N processors, the switching network has a 
bandwidth tha t  is O(N) and a latency tha t  is O(ln(N)). Any conflicts within the switching 
network cause requests t o  be queued a t  the intermediate nodes and a serious degradation of 
the response time. 

In emulating connectionist networks, a P N  must check memory regularly t o  make 
sure tha t  there have not been any changes tha t  require the recalculation of the output func- 
tion of one of its CNs. A system with 10' CNs, each one requiring the checking of lo3 loca- 
tions in memory, over a network with a limited bandwidth, will not provide acceptable 
response times. 

4.6. Connection Machine 
With the recent announcement of the Connection Machine (CM) as a commercial 

product, together with its name, the obvious question is why not use i t  t o  emulate connec- 
tion networks. The answer is tha t  i t  is a SIMD machine and does not map well t o  the data 
dependent routing required in connectionist systems. While i t  is trivial t o  imagine an  emu- 
lation of a neural network on the CM, with each CN's output being recalculated a t  the 
same time using a common formula, which, incidently, eliminates any connection models 
tha t  require different functions on different nodes, the transmission of updated outputs from 
each CN to many locations simultaneously is difficult. If the execution model where each 
CN with new output sequentially updates its destinations is used, the emulation becomes 
serial, not parallel, and much slower. Connection networks spend most of their time com- 
municating, not computing. 

The CM only provides for 4k bits of storage per PN. This is insufficient t o  support 
a network with a large number of connections. It is possible t o  imagine a CM tha t  would 
have more local memory, but tha t  does not solve the connection problem. 

The final problem with the CM is tha t  the communication strategy is for each chip 
containing 16 nodes to  be fully connected, while all non-local messages transit a hypercube. 
In the above analysis of the hypercube, some problems with its use for long distance updates 
were presented. For these reasons, we believe tha t  the current CM architecture will not 
scale well t o  emulate connection/neural networks with 10' connections. 

4.7. The Broadcast ~ i e r a r c h ~ ~  

The Broadcast Hierarchy (TBH) is an interconnection topology we have developed 
specifically for the communication requirements of connectionist networks. In its simplest 
configuration, i t  is a hierarchy of broadcast regions with each region a t  level n + l  including 
a t  least two level n regions. Two nodes communicate via the lowest common level. A one 
dimensional example is shown in Figure 3. The following are some characteristics of TBH 
that  make i t  attractive for VLSI implementation: 

(1) The interconnect architecture allows the use of a variable length encoding of addresses 
with a resultant decrease in memory area requirements. 

(2) TBH efficiently emulates connection networks which exhibit locality of communication. 
Furthermore, the hierarchical structure can be adjusted to match localitye and 
localityg. 

Faten t  pending. 
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(3) There is no routing, this simplifies the design and fit of the layout and increases fault 
tolerance. 

(4) No destination address is needed in messages. Each message consists of the source CN 
and the update value, all listening PNs accept a message if they have a connection to  
the source. 

(5) The upper communication levels can function asynchronously. This allows the use of 
multi-access communication protocols. 

(6 )  The use of overlapping regions provides a neural-like interconnect. For example, the 
broadcast of non-specific excitatory or inhibitory signals is common in neural net- 
works. 

(7) All nodes within a region are updated in parallel, leading to  significant communication 
concurrency. 

(8) Nodes may be loaded or examined by an external system via the top broadcast level. 

(9) The use of wide planes of metal for buses allows for a simple layout, yet is within 
current technology. It also allows more levels of metal than the use of narrow wire 
runs and is less susceptible to  defects and manufacturing faults. 

A TBH system can be visualize as follows. Imagine a group of four PNs each of 
which is emulating 16 CNs. These four PNs are tied to  a single bus; when a CN changes 
state, the new state is broadcast on the bus to  all listening PNs. Now, assume that  four 
groups of four PNs (16 PNs and 256 CNs) are connected to  another bus. This interconnec- 
tion structure can be repeated recursively for as many levels as desired. A processor broad- 
casts a particular CN state change on the bus that reaches all PNs containing the CNs that 
are connected to  the CN whose state changed; no state change need be broadcast more than 
once. Locality guarantees that  most CNs require only local broadcast, so consequently, 
though more PNs share the higher level buses, each P N  requires relatively less global 
bandwidth on those buses, with most broadcasts being a t  the lower levels. 

The performance and area analyses are similar to  those of other architectures 
because they assume that  questions such as communication protocols and physical layout 
are solved. Though a regular topology is not required, one is assumed to  simplify the 
analysis. In calculating the performance of TBH, there are several parameters that  need to  
be specified. These include the number of nodes that  can communicate via the lowest level 
and the multiplier factor for each higher level. Table 1 shows some results for different 
values of these two parameters. They are held equal to each other in these calculations, but 
that  is not necessary. The expected values refer to how many of the lo3 target CNs would 

I I I I I I I , level three 
1 I I I I I I I 
I I I I I I I I 
I I I I level two 
I I I I I I I I 
I I I I I I I I 
W - - - level one 

Figure 3. One-Dimensional Broadcast Hierarchy 
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be connected for the first time, a t  that  level, using the same erg approach as with the other 
topologies. The bottom line in the table, max levels, is the number of broadcast levels 
required to  provide 100% reachability. 

For the following calculations, a multiplier of four is used. Initial calculations indi- 
cate that  four is a reasonable value for the multiplier, a t  least as far as these preliminary 
analyses are concerned, but further research is needed here also. The length of the address 
required is a function of the level on which the message is transmitted - a very important 
characteristic of TBH, since it  reduces P N  memory needs and leads to  a variable length 
address encoding. The maximum length required is 8 bits for P N  designation and 4 bits for 
naming the CN within the PN. Connections on level 0 do not require any interconnect. 
Levels 1, 2, 3 and 4 can be spanned with runs 2, 6, 14 and 30 times the width of an average 
PN. For a multiplier of 4, worst case communication takes place on level 4 and the time for 
a circuit is 2 X 13 bits X 30 X L p X 10-~nsec per p or 7.8 X L nsec, where L represents 
the width of a PN. The average delay takes place on level three and the time is 
1.6 X L nsec. Only one address is needed since there is no routing and its length is related 
to  the number of CNs reachable on the level being used. 

Even though there is no need to keep the destination addresses, it  is necessary to  
keep the addresses of the incoming data for connection weight assignment. Even so, the 
reduction in the area required for address bits significantly shrinks P N  size. The area 
required for each CN is 4 x lo3 + 16 X 4 + 32 x 6 + 112 x 8 + 384 X 10 + 456 x 12 or 
14464 M. With 16 CNs per PN, this is equivalent to  1.2 X 1 0 ~ ~ ~  for a P N  or 7.2 X 10"p2 
for the entire system. 

This value for P N  size yields a worst case circuit time of 1.1 X lo7 nsec and an 
average circuit time of 5.5 x 10' nsec after contention has been taken into account. The 
serialization factor is 1 since each message is only broadcast once on a level and the conten- 
tion factor is the number of CNs on the level times the percent firing or worst case of 409.6 
and average case of 102.4. Using multiple buses on each level would decrease the contention 
but increase the serialization factor, since contention would drop faster it  would be worth 
doing. 

multiplier 4 9 

level expected connections 

max levels 8 6 

Table 1. TBH branching behavior. 
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Although loss of bandwidth due t o  arbitration is not considered here, i t  will be a 
concern in the design of a real system. Our preliminary plan is tha t  arbitration will be syn- 
chronous a t  the lowest levels and will be asynchronous, requiring a multi-access collision 
detect mechanism, as  in Ethernet, a t  the upper levels. Theoretical results have shown that  
the effective bandwidth using a multi-access collision detect protocol with an  infinite number 
of processors is better than l / e  times the available bandwidth [40]. If the network exhibits 
enough locality, this should be sufficient for emulating connection/neural networks. A 
secondary use of the highest levels is to provide a means of supplying global inputs t o  the 
PNs, TBH is significantly better in this regard than all the other architectures considered. 

There are several possible methods of implementing the interconnection buses. The 
first is to use a grid of horizontal and vertical buses for each region with forwarding drivers 
a t  each intersection. Different communication levels would use parallel buses, since conten- 
tion would drop, there would be a net gain. This strategy is represented in the level span- 
ning distances used above, since a message might need to  travel the entire width and height 
of a region. With a P N  size of 1.2 X 107CC2, there is room for more than the 8 buses in each 
direction required for a multiplier of four, even if they are many times the minimal width. 

A second alternative for implementing the interconnection is t o  extend the bus 
width until they are planes rather than metal strips. Doing so would increase the yield of 
the wafer and, since a plane is a regular surface, it would be possible t o  use more levels of 
planes than the three levels of metal proposed in this paper, even with current technology. 
The use of planes of metal is a new concept and will require more research to determine the 
appropriate techniques for accessing and driving them, as  well as  VLSI fabrication. Possible 
benefits of using planes include increased fault tolerance, no need for repeaters and faster 
response times. One drawback is tha t  a ground plane would be required between each pair 
of signal planes. 

The third implementation that  is being considered is using light a s  the carrier 
medium a t  the top level. There are some interesting possibilities this raises, such as the use 
of multiple frequencies t o  increase the bandwidth, but much more research is needed to  
determine the feasibility. The range of possibilities demonstrate t ha t  the underlying archi- 
tecture is implementation independent and will work with any broadcast medium. 

The reliability of TBH is greater than most of the other topologies, since there is no 
dependence on intermediate nodes for message passing and, if one bus exhibits problems, the 
next higher one can be used with a slight cost in performance. 

5. Conclusions 

A summary of the results of the preceding analyses is presented in Table 2. Con- 
sider the areas in square meters: direct - 92, grid - 2.9, hypercube - 1.4 and TBH 0.7. A 

VAX 11/780 is said to  have 2 m2 of silicon. With current VLSI technology, a billion connec- 
tion TBH system could be built on twenty-four 8-inch wafers. 

This paper gives some absolute sizes of systems built with the different interconnect 
topologies. It  should be realized tha t  each approach differs enough in its implicit assump- 
tions tha t  i t  is the relative order of magnitude tha t  is significant, not the precise values. 
Future developments in VLSI technology will reduce the area required for all of these sys- 
tems. Current researchers are working on chips with submicron feature size and increasing 
the effective surface area with layers of devices. These developments, along with architec- 
tural improvements we envision, should allow the shrinking of a billion connection TBH such 
that  it can fit on a single wafer. We believe that  this technology is possible within the next 
5 to  10 years. 
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Of all the topologies considered, TBH is the preferred one since the area required is 
half tha t  of the next best alternative and the time delay is several orders of magnitude 
better. In fact, the results of the TBH analysis provides an affirmative answer to  the ques- 
tion posed earlier: "Can a connection network with 10% nodes and 10' connections can be 
built within reasonable cost/performance restraints?" 

One major conclusion of this paper is: the degree of locality of both the connection 
and physical networks is critical to  any implementation. Architectures with a model of 
reachability different from those required by connectionist models were several orders of 
magnitude worse than an  architecture designed with the connectionist model in mind. 
Further research is needed to  establish a more comprehensive definition of locality and 
reachability so the preliminary results of this paper can be verified. Initial neural studies 
show a multi-modal distribution is appropriate; but what are the relative quantities of long 
and short connections and what are their range of lengths? Answering these questions will 
entail research into neural networks to  determine precisely how they are interconnected and 
network simulation to  better understand the trade-off between connectivity and function. 

Another topic for future research is to  determine how increasing the numbers of 
CNs per P N  impacts execution speed. There should be some loss of speed due to  decreased 
parallelism, but this may be offset by a reduction in area and a decrease in the average 
time required to  update destination CNs. Other issues that need to be addressed include: 
how fault tolerant are the computational models, what are appropriate values of 0, to 
reflect the mapping problems, what are the weaknesses of TBH architectures, what are the 
correct values of TBH implementation parameters, what is the optimal bus structure for 
TBH, how to  provide a good user interface and debugging aids, and how is a network emu- 
lator to  be loaded and unloaded? 

In conclusion, this paper has eliminated all connection topologies requiring routing 
functions from consideration as candidates in building a connection network emulator and 
has suggested The Broadcast Hierarchy as the only reasonable alternative. Our analyses 
have pointed out several research topics, such as a better characterization of locality, that 
must be studied before such an emulator can be built. 

style 

direct 
grid 

h-cube 
TBH 

area average 
message 

9.2 x l0l3p2 1.4 X lo3 nsec 
2.9 X 1012p2 9.6 X lo8 nsec 
1.4 x 1012p2 3.5 X lo8 nsec 
7.2 x 10"p2 5.5 X lo5 nsec 

Table 2. Summary of Results 

worst case 
message 

1.9 X lo3 nsec 
2.7 X 10' nsec 
2.5 X 10' nsec 
1.1 x lo7 nsec 
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