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Abstract

User models that are adequate for conversational interaction between human and machine must ac-
count for more than the state of the user’s beliefs about the domain.  The model must also include
meta-knowledge about the state of conversation control.  This paper proposes a conversational
model based on meta-locutionary acts, and presents a conversational simulation based on the mod-
el.  Results of the simulation suggest that the meta-locutionary model appears adequate for repre-
sentation for control of conversational interaction with users.   For the a domain involving letter
sequences, simple conversations have been simulated successfully. 

Introduction

User models that are adequate for conversational interaction between human and machine must ac-
count for more than the state of the user’s beliefs about the domain.  The model must also include
meta-knowledge about the state of conversation control.  This paper discusses the representation
and use of such meta-knowledge, proposes a conversational model based on meta-locutionary acts,
and presents a conversational simulation based on the model.

Human-computer interaction tends to be fragile and frustrating while human-human interaction
displays robustness over a wide variety of circumstances.  Figure 1 summarizes some of the differ-
ences between the two forms of interaction.

H H I    C H I

control mixed-initiative single-initiative

actions situated pre-planned

language informal, relaxed formal, stilted

Figure 1.  Differences between interaction modes.  Hu-
man-human interaction (HHI) is generally more flexible
than human-computer interaction (HCI).
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In human-computer interaction, typically either the human or the computer controls the flow and
structure of the interaction.  This is single-initiative interaction, in the sense that only one of the
parties is empowered to initiate exchanges.  This form of interaction is largely pre-planned, either
by the human or by the designers of the program.  Even so, it is largely because they are forced by
the interface (or have learned from earlier frustration) to use well-formed language that the human
and the computer are able to understand each other at all.  

In contrast, human-human conversations are characterized by unpredictability, ungrammatical ut-
terances, non-verbal expression, and mixed-initiative control in which the conversants take inde-
pendent actions.  In the face of an unexpected shift of conversational context, somehow humans
are able to understand that the shift has occurred.  Our every-day language is notoriously ill-
formed, full of improper usages, mismatched agreements, halts and starts, in-line corrections of
self and other, and utterances that may not even be words.  Moreover, we interpret and express a
wide range of non-verbal behaviors as a concomitant of verbal interaction.  In human-human con-
versation, both conversants have the power to seize the initiative to meet their own needs and ex-
pectations.  If the language of human-computer interaction seems stilted and tame, the language of
ordinary human-human conversation is wild and untamed.

Meta-locutionary acts

The evidence is strong for the proposition that conversants in interactive discourse share a model
of their conversation  (Clark & Marshall, 1981).  In informal terms, a weak version of this conjec-
ture would be that the conversants must have at least some knowledge necessary to the conversa-
tion which is common to all conversants.  A strong version is that the conversants are jointly cre-
ating a single (though possibly complex) intellectual product.  Suchman (1987) characterizes con-
versation as an “ensemble” work:

Closer analyses of face-to-face communication indicate that conversation is not so much an
alternating series of actions and reactions between individuals as it is a joint action accom-
plished through the participants’ continuous engagement in speaking and listening [refer-
ences omitted].  (Suchman, 1987, p. 71)

Traditional interfaces—even those based on speech acts—are largely unable to handle these as-
pects of “feral” language because they mainly rely on parsing sentence-level interaction and fail to
account properly for the context created by the conversation itself.  Conversational processes are
apparently not characterized by top-down planning; they are made up of actions which are respon-
sive to the dynamic interactive situation.    The importance of feedback to conversational coherence
was shown by Kraut, et al. (1982).  Turn-taking (Sacks, Schegloff, & Jefferson, 1974; Duncan,
1980) is a control-oriented account of conversation that explicates patterns of mixed-initiative in-
teraction in terms of conversational turns.  This represents an organizational substrate for domain-
level, intentionality-based interaction.  It is maintained through a wide set of behaviors and acts,
including nonverbal communication (Ekman & Friesen, 1981).

These are acts which maintain the back-and-forth nature of speaking and listening between
two or more interactants.  They tell the speaker to continue, repeat, elaborate, hurry up, be-
come more interesting, less salacious, give the other a chance to talk, etc....  The most com-
mon regulator is the head nod, the equivalent of the verbal mm-hmm; other regulators in-
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clude eye contacts, slight movements forward, small postural shifts, eyebrow raises, and a
whole host of other nonverbal acts.  (Ekman & Friesen, 1981, p. 90)

While feedback has been studied in a speech-act context (Kraut & Higgins, 1984), the feedback-
suffused protocol evidence of actual speakers has proved difficult or impossible to model using tra-
ditional speech acts (Cohen, 1984; Clark & Wilkes-Gibbs, 1986; Clark & Schaefer, 1989).  This
means that things like the coordination of turn-taking can not be modeled with speech acts because
the turns frequently do not contain utterances which could be classified as speech acts.  In studying
referring expressions, Cohen (1984) and Clark Wilkes-Gibbs (1986) approached this problem by
breaking down breaking down exchanges into segments characterized by their goals.  I suggest that
this approach can be extended to the problem of conversational control:  each fragmentary utter-
ance embodies an act that reflects its own proper purposes.  For control in particular, the acts are
meta-locutionary in the sense that they are illocutionary acts concerned with the conversation itself.

Meta-locutionary model

A computational model of meta-locutionary acts has been developed in order to test and explore
this approach to controlling interaction.  The model has three principal aspects:  (1) a taxonomy of
illocutionary meta-acts, (2) a modal logic representation for the conversants’ understanding of the
state of the conversation, and (3) situationally activated operators that relate the acts to the conver-
sants’ states.   Early considerations of metadiscourse are reviewed by Beauvais (1989), who de-
fined a speech-act model of metadiscourse for text as an idenfication of expositive illocutionary
acts.  In contrast, the model of conversational control presented in this paper extends the theory of
Carbonell (1982) as a computational implementation.  

Taxonomy of acts

Extending the taxonomic outline proposed by Bach and Harnish (1979) for communicative illocu-
tionary acts, the model contains a forest of taxonomies, where each tree is corresponds to a control
aspect of the conversation.   Figures 2 shows the acts concerning turn-taking used in the simulation
reported in this paper.  Other kinds of acts used in the simulation were repair of models and infor-
mation.  Further taxonomies would include aspects such as attention and reference.

communicative illocutionary acts:  turn-taking

constatives directives commissives acknowledgments

hold-turn(<person1>)
give-turn(<person1>,<person2>)

acknowledge-turn(<person1><person2>)
request-turn(<person1>)

take-turn(<person1>)
accede(<person1>,turn(<person2>))

Figure 2.  Taxonomy of meta-locutionary acts for turn-taking.
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Modal representation for conversational state

The predicate representations for the conversants’ understanding of their interaction must account
for both domain knowledge and the conversational meta-knowledge discussed here.  A modal rep-
resentation with reasonably general expressiveness was chosen.  Knowledge consists of beliefs and
acts.   Beliefs have the form believe(<agent>,<fact>,<truth-value>), where truth-value can be true,
mutually-known-true, false, mutually-known-false, goal-true, goal-mutually-known-true, goal-
false, and goal-mutually-known-false.  The truth values reflect the mutual-knowledge view under-
lying the conversational model and the act-motivation view of speech-act theory.  For example, be-
lieve(adam,(turn(barney),mutually-known-true) represents an agent’s knowledge that Adam be-
lieves that he and Barney mutually know that it is Adam’s turn.  Knowledge of actions is repre-
sented in the form act(<agent>, <action>,<truth-value>).  For example, the action act(adam,give-
turn(barney),goal-true) indicates that Adam has as a goal to give the turn to Barney.  This repre-
sentation is discussed in more detail in (Novick, 1990).

Conversational operators

The third part of the model consists of operators that relate actions (including internal revision of
beliefs) to the conversant’s state.  To carry on a conversation, the conversants must have both meta
and domain operators.  That is, some operators handle the control aspects of the conversation; it is
with these that this paper is concerned.  Other operators handle the pragmatic functions of dealing
with the actual meaning of the interaction and its relation to the world.

For example, Figure 3  depicts the acknowledge-my-turn operator, as written with a Prolog-like
syntax.  The gist of this rule is that if one agent has given the turn to the other, then the recipient
should make and acknowledging act.  The “atts” part of the rule is for conflict resolution and doc-
umentation purposes.  Other operators in the model correspond to cases of the other meta-acts pre-
sented in the taxonomy and to certain “internal” operations such as pruning redundant beliefs.

op( % acknowledge_my_turn
  if([ agents(Me,[Other]),

believe(Me,turn(Other),mutually_known_true),
act(Other,give_turn(Me),true) ]),

  not([]),
  test([]),
  action([ act(Me,acknowledge_turn(turn(Me),mutually_known_true),true) ]),
  effects([ del(act(Other,give_turn(Me),true)),

del(believe(Me,turn(Other),mutually_known_true)),
add(believe(Me,turn(Me),mutually_known_true)) ]),

  atts([ level(turn),
name(acknowledge_my_turn) ]) ).

Figure 3.  Acknowledge-my-turn operator.

Simulation

As part of the empirical work in developing the model, protocols were obtained of conversations
in a very simple domain.  The conversation required for this research would have to contain mini-
mal domain semantics, due to the difficulty of representing large amounts of domain knowledge
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and a need to avoid undetermined prior knowledge.  At the same time, the conversation had to af-
ford natural interaction control.  Accordingly, protocols were taken of conversations where the
conversants each had memorized a short partial sequence of random letters; together, the conver-
sants could recall an entire, consistent sequence.  Such conversations have been characterized as
the “e. coli” of conversation analysis (Hamburger, 1989); they do, in fact, display virtually all of
the traits of interaction described in the introduction to this paper.

Transcripts of the conversations, reported in Novick (1988), included notation of both verbal and
physical states of the subjects.  Possible illocutionary acts were noted, including both meta-acts and
domain-acts.

A multi-agent, virtually parallel, rule-based system was developed to simulate the protocols using
the meta-locutionary model.  The details of the rule-based system are reported elsewhere (Novick,
1990).  The simulation is in some ways similar to that of Power (1979), who modeled simple do-
main-level conversations between two robots.  However, Powers found that his stack-based plan-
ning system for conversation would run into problems because of (1) incompleteness and (2) in-
sufficient flexibility in adjusting to changes in context:

Let us turn now to the second fault of the control stack as representation of the dialogue
state: namely, insufficient explicitness.  What this means is that the relations between ele-
ments of the dialogue state are not represented systematically....  The result is that the dia-
logue state can be interpreted just one way; it cannot be interpreted by several different pro-
cedures for several different purposes.  The robots therefore cannot respond flexibly to un-
expected turns in the conversation; an unexpected remark throws them completely.
(Power, 1979, pp. 133-134).

In the current work, the meta-locutionary model, as implemented with situationally responsive op-
erators, has largely overcome these problems.  A set of domain-level operators was developed for
the letter sequence domain.  Results of the simulation suggest that the meta-locutionary model ap-
pears adequate for representation for control of conversational interaction with users.   For the se-
quence domain, simple sequence conversations have been simulated successfully.  For more ex-
tended conversations, difficulties in the simulation appear to be largely the consequence of the do-
main operators; the conversational control aspects remain robust.

Figure 4 shows a transcript of a simulated conversation between agents Adam and Barney.  Adam
has the sequence “_ I S” and Barney’s sequence is “O _ S."  Note that on each cycle, both agents’
actions are taken simultaneously; the transcript simply has to show one agent’s actions before the
other.

Conclusion

Simulation of conversations in simple domains such as letter sequences suggests including meta-
locutionary knowledge in user models should provide systems with more flexible and robust inter-
action.  Mutual models of conversational knowledge can be seen as including both the domain
knowledge that lets users “know what they’re talking about” and the meta knowledge that lets users
create their conversational “ensemble” interaction.  This work is currently being extended to a
more complex domain—air traffic control.  Preliminary comparative analysis of air traffic control
(ATC) with the letter sequence domain suggests that for ATC control may be simpler than for the
face-to-face letter conversations.  Further work should indicate whether this is a function of the do-
main, the modality, or both.
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adam’s acts for cycle 1:
  acknowledge_my_turn --
      act(adam,acknowledge_turn(turn(adam),mutually_known_true),true)
  goal_request_next_subsequence --
barney’s acts for cycle 1:
  goal_confirm_next_subsequence --
adam’s acts for cycle 2:
  do_request --
      act(adam,request(act(barney,assert(subsequence(1,[blank]),adam),
goal_true),barney),true)
  give_turn_3 --
      act(adam,give_turn(barney),mutually_known_true)
barney’s acts for cycle 2:
  others_turn_acknowledged --
adam’s acts for cycle 3:
  prune_redundant_beliefs --
barney’s acts for cycle 3:
  recognize_my_turn_1 --
  goal_assert_next_subsequence_2 --
adam’s acts for cycle 4:
barney’s acts for cycle 4:
  do_assert --
      act(barney,assert(believe(barney,subsequence(1,[o]),true),adam),true)
adam’s acts for cycle 5:
  assertion_received_1 --
  informed_of_next_subsequence_by_other --
barney’s acts for cycle 5:
  asserted_next_subsequence --
adam’s acts for cycle 6:
  goal_confirm_next_subsequence --
barney’s acts for cycle 6:
  goal_request_next_subsequence --
adam’s acts for cycle 7:
barney’s acts for cycle 7:
  do_request --
      act(barney,request(act(adam,assert(subsequence(2,[blank]),barney),

goal_true),adam),true)
  give_turn_3 --
      act(barney,give_turn(adam),mutually_known_true)
adam’s acts for cycle 8:
  recognize_my_turn_1 --
  goal_assert_next_subsequence_2 --
barney’s acts for cycle 8:
  prune_redundant_beliefs --
adam’s acts for cycle 9:
  do_assert --
      act(adam,assert(believe(adam,subsequence(2,[i,s]),true),barney),true)
barney’s acts for cycle 9:
adam’s acts for cycle 10:
  asserted_last_subsequence --
barney’s acts for cycle 10:
  assertion_received_1 --
  informed_of_last_subsequence_by_other --
adam’s acts for cycle 11:
barney’s acts for cycle 11:

Figure 4:  Transcript of simulated conversation in letter sequence domain.
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