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ABSTRACT

Biochemical reaction networks, mathematical models that describe the dynamic interrelationships

between biochemical species, facilitate studying complex biological processes such as cell signaling,

metabolism, and enzyme kinetics. This work focuses on secondary active membrane transporter

proteins which selectively move nutrients across the cell membrane using the energy stored in

electrochemical gradients. The dysregulation of these transporters is implicated with diseases such as

type 2 diabetes, anxiety, and depression. However, their exact mechanisms are often poorly understood

due to challenges in experimentally observing the entire reaction pathway. Recent studies suggest

that transporter proteins may exhibit more complexity than previously thought – such as alternative

functionality and multiple reaction pathways. In response to these findings, we developed a novel

computational method to engineer alternative functions for transporter proteins using biochemical

reaction network models. We use a rules-based approach to systematically create the underlying

network structure for a generic transporter, while also enforcing constraints to ensure physical

consistency in the network models. This method was applied to study a theoretical cotransporter in a

competitive environment with an ion, true substrate, and decoy substrate. We were able to engineer

(in silico) transport mechanisms that exhibited a new functionality of enhanced selectivity of the true

substrate, paving the way for future experimental investigation.

Alongside these advancements, solid-supported membrane electrophysiology, an emerging experimen-

tal technique, has improved the measurement of the transient behavior of transporter proteins under

different perturbations. Despite the enhanced stability and signal-to-noise ratio offered by this method,

it is unknown how much information is contained in these sparse and noisy time series datasets and

how well transport mechanisms can be inferred from them. We developed a computational pipeline

using reaction network models and Bayesian inference to generate robust descriptions of transporter

kinetic parameters, experimental nuisance parameters, and their uncertainties. By applying this

pipeline to synthetic datasets and models, we find a surprisingly rich amount of information in these

datasets. Our results suggest that this pipeline can be used to select between competing mechanisms

correctly and recommend assays that yield more informative data, suggesting its potential to enhance

our understanding of transporter proteins significantly.
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1 Introduction

1.1 Background and Motivation

This section first describes the primary research question that directs the dissertation, lists the specific objectives that

the research aims to achieve, and states the underlying hypothesis of this research. The following sections examine the

contextual background and motivation for this work, ongoing challenges, and the broader implications of this research.

1.1.1 Research objectives

This dissertation seeks to answer the following research question: “Can the development of robust computational

methods provide a more accurate modeling of transporter proteins and their mechanistic complexities?"

To address this question, the dissertation aims to:

1. Develop robust computational tools to improve biochemical network modeling and data analysis techniques

targeting transporter proteins

2. Utilize these computational tools to explore the mechanistic heterogeneity and complexity of transporter

proteins in silico

This research is predicated on the hypothesis that robust computational methods will provide more detailed insights into

transporter protein complexities than current methodologies.

1.1.2 The Essential Role of Transporter Proteins

Molecular Machinery in Biological Systems Biological systems are an intricate web of interactions between

numerous components, all working towards sustaining life. These systems cover many levels of detail and complexity,

from nanoscopic molecular interactions to planetary-scale ecosystems [6, 242]. Despite the enormous differences in

scale, each system utilizes an elaborate network that functions toward its particular objective.

Working inside the cells of all living systems, from bacteria to archaea to eukaryotes, are “molecular machines" that

operate at the molecular scale - thousands of times smaller than the width of a human hair [5, 19]. These “machines" are

assembles of biomolecules, proteins and protein complexes, that use the available free energy to do mechanical work

[5, 19]. Consider these proteins as sophisticated nanoscale constructions that perform a diverse range of biological tasks.

There are many types of molecular machines, which are traditionally thought to execute a designated function within

the cell (Fig 1). Some are motor proteins such as kinesin and dynein [103, 5] that move cargo throughout the cell via

transport along microtubule tracks, or large complexes such as flagella that propel cells forward using an ion gradient

[18, 5]. Another molecular machine is the ATP synthase complex, which acts as a nanoscale turbine, harnessing the

flow of protons into a mechanical rotation that catalyzes ATP production - the primary energy carrier of the cell [121, 5].
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In addition, the ribosome represents another noteworthy molecular machine. This intricate assembly synthesizes

proteins by mechanically “reading" an mRNA sequence and “writing" the amino acid to a polypeptide chain

[195, 232, 5]. Remarkably, the ribosome also has a “proofreading" ability for error correction during synthesis

[5, 178, 108],. This error correction functionality is not exclusive to the ribosome [47, 108, 178], and may occur in

transporter proteins [23, 74], an essential topic of this dissertation

Then there are transporter proteins, primarily responsible for moving molecules across the cell membrane [5]. The

subsequent sections will center on these proteins, examining their role within the context of cellular processes, and their

complexity.

Figure 1: Selected Molecular Machine Structures Cartoon visualization of the 3D molecular structures for a kinesin subunit,
ATPase complex, and ribosome complex, corresponding to IDs 3KIN, 5VOX, 4V4R from the protein data bank respectively [51].

An Introduction to Transporters Transporters are proteins that are embedded into the cell membrane, which acts as

a semi-permeable barrier between the cell’s interior and environment [141, 5]. Small molecules, such as oxygen, can

freely diffuse across the membrane, while other essential biochemical species, such as glucose, cannot. Transporters act

as carriers that enable these substances to travel across the membrane. This is facilitated by their molecular structure,

which consists of two primary components, the transmembrane domain and the binding sites [44, 5]. The

transmembrane domain of the protein is anchored inside the cell membrane and typically contains multiple alpha

helices that form a pathway for molecules to travel through. The binding sites of the transporter are the regions where

the molecules attach themselves, inducing a change in the protein shape that enables transport through the

transmembrane domain.

Transporter proteins are grouped into three categories based on how they utilize energy: passive, primary active, and

secondary active [5, 19] (see Fig 2). Further, they may transport multiple different substances at a time, in either the

same direction (symporter) or opposite directions (antiporter). Passive transporters do not need to expend energy but

instead, leverage diffusion to facilitate the transfer of molecules or ions from high to low concentrations [5, 19]. They
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essentially act as a gate, allowing specific materials to move down their concentration gradient. Notable passive

transporters include glucose transporters (GLUTs), potassium channels, and aquaporins - channels that rapidly

transport water.

Figure 2: Transporter Proteins Schematic of passive, primary active, and secondary active transport processes.

In contrast to passive transporters, active transporters utilize energy to pump molecules against their concentration

gradient. Primary active transporters generate energy from the breakdown of ATP (adenosine triphosphate) to ADP

(adenosine diphosphate), which drives transport, acting as both a transporter and ATPase [121, 5]. Examples include

the Na+/K+ ATPase, calcium ATPase, and proton pumps.

Secondary active transporters utilize energy, not by ATP hydrolysis, but through the energy stored in the concentration

and voltage differences across the membrane - i.e., the electrochemical gradient maintained by primary active

transporters [25, 5]. An important example of this interplay is the Na+/glucose transporter (SGLT). The Na+/K+

ATPase pumps sodium out of the cell and potassium into the cell, creating an electrochemical gradient that is used by

the Na+/glucose transporter to pump glucose into the cell, against its concentration gradient [25, 5] (see Fig 3). These

secondary active transporters are the primary focus of this dissertation.

Transporters in a Cellular Context Living systems, particularly cells, regulate their internal conditions, such as

temperature, pH, and substance concentrations, to ensure stability and adaptability in response to their environment

[5, 40]. This homeostasis is largely facilitated by the activity of transporter proteins, which control the flow of materials

between the cell and its environment[5, 40]. Transporters achieve this through their many different functions, including

maintaining ion gradients, uptake of nutrients, signaling, and removal of waste [5, 40], which have considerable

biomedical significance.

Transporters such as ion pumps and channels play a crucial role in the creation and maintenance of ion gradients - an

essential part of cellular homeostasis. Ion gradients help maintain the electric potential across the membrane, regulate

cell volume, and help drive secondary active transport processes [5, 40]. A notable example is the gastric H+/K+

ATPase which enables the acidification of the stomach by pumping protons into the stomach lumen, facilitating enzyme
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Figure 3: Coupled Transporters Diagram of the Na+/K+ ATPase, which maintains an ion gradient that is utilized by a sodium-
glucose transporter to influx glucose.

activation and food digestion. These pumps are targets for inhibitors that reduce the acidity of the stomach in order to

treat gastroesophageal reflux disease [205].

In addition, some transporters uptake essential nutrients such as amino acids to synthesize proteins or glucose which

acts as a primary energy source for cellular processes [5, 40]. Glucose transporters (GLUTs), such as GLUT4 found in

muscle and fat cells, transfer glucose from regions of high to low concentration via passive transport [109, 135, 28]. In

response to the presence of insulin, GLUT4 is moved to the cell membrane where it facilitates the uptake of glucose,

regulating blood glucose levels [109, 135, 28]. On the other hand, sodium-glucose transporters (SGLTs) [258, 49, 259]

such as SGLT2 in the kidneys, actively carry glucose against its concentration gradient using the sodium ion gradient.

This process reabsorbs glucose from filtrate in the kidneys which prevents it from being excreted. Both transporters

help maintain glucose homeostasis, and, as such, are associated with diseases such as diabetes. A lowered response to

insulin from GLUT4 results in hyperglycemia, while inhibitors targeting SGLT2 can reduce glucose re-absorption and

effectively lower blood sugar levels [236, 120, 120].

Transporters also play an essential role in cell signaling that enables cells to sense and adapt to changes in their internal

and external environment. This is achieved by moving signaling molecules such as hormones and neurotransmitters that

allow the cell to send and receive signals and respond accordingly [5, 40]. For instance, the serotonin transporter

(SERT) actively regulates the concentration of serotonin in the synaptic cleft by pumping serotonin back into the

presynaptic neuron [157, 170]. This is essential to control the duration and intensity of the serotonin signal, which is

associated with physiological processes such as mood regulation. As such, SERT is a target of selective serotonin

reuptake inhibitors (SSRIs) used to increase the concentration of serotonin in the presynaptic neuron and thereby treat

symptoms of depression [207, 157].

Finally, a critical function of transporters is removing waste products from the cell, which prevents a buildup of

potentially toxic chemical byproducts such as urea. Urea transporters (UT) located in the kidney pump urea from the

bloodstream that is eventually excreted in urine. Additionally, some transporters play a significant role in the export of
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drugs from cells, such as ATP-binding cassette (ABC) transporters, multidrug resistance proteins (MRP), and small

multidrug resistance proteins (SMR). These proteins, including P-glycoprotein (P-gp), MRP1, and the Escherichia coli

multidrug resistance transporter (EmrE) are known to export a range of structurally different substances which helps the

cell remove a variety of potentially harmful substances. However, this mechanism also leads to multidrug resistance,

which is a challenge in cancer chemotherapy [199] as well as antibiotic and antimicrobial treatments [62, 115].

While not an exhaustive list of transporters and their functions, the above examples illustrate how the selective and

regulated movement of substances via transporter proteins helps maintain cellular homeostasis and perform essential

cellular functions. By better understanding the exact mechanisms of these machines, we can gain valuable knowledge

of critical cellular and physiological processes, as well as targets for therapeutic intervention.

1.1.3 The Mechanistic Complexity of Transporters

Transporter Reaction Pathway Heterogeneity Transport occurs through a series of coupled biochemical reactions

involving the binding of a substance, a conformational change in the protein’s shape, and the unbinding of a substance.

This reaction pathway (or cycle) completely describes the biophysical transport mechanism. Following the seminal

work by Mitchell and Jardetzky [166, 116], transporters have traditionally been thought to follow a fixed, often

simplistic, reaction pathway. A prime example is the alternating access model that moves substances across the

membrane by changing between outward and inward-facing conformations. This is shown in Fig. 4.

Figure 4: Ideal 1:1 Symporter Reaction Cycle This transport cycle moves an ion, (H) and a drug substrate (hexagon ‘+’) from
external to internal regions using a set of six elementary reactions. In the clockwise direction, the transporter is first unbound facing
the extracellular region, binds to the ion, binds to the drug, changes conformation to face the intracellular region, unbinds the ion,
unbinds the drug, then changes conformation to face the extracellular region. These correspond to the Eext, EHext, EHDext,
EHDint, EDint, and Eint states respectively.
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However, there is a growing body of evidence that suggests [160, 14, 95] transporters may exhibit more complex

behavior and even utilize multiple reaction pathways - i.e., pathway heterogeneity. For example, electrophysiological

characterization of V-ATPases has shown variable coupling ratios of proton and ATP under different environmental

conditions [170]. This suggests that additional reaction pathways are utilized that introduce an inefficient ‘leak’ of the

ion depending on the environment (see Fig 5). This would result in both pump and channel mechanisms being available

to the V-ATPase. Evidence for similar complexities that challenge the notion of strict integer transport stoichiometry

(i.e., 1:1, 2:1) has been found for other transporters and channels such as GLUT and LacY [70, 49]. In addition, there is

support that transporters may not have traditional fixed binding sites, such as shown in the leucine transporter LeuT

[239]. All of these lines of evidence point toward mechanistic complexity in transporters.

Figure 5: Non-ideal 1:1 Symporter Reaction Cycle with a Leak This transport cycle moves an ion (H) and a drug substrate
(hexagon ‘+’) from external to internal regions using a set of six elementary reactions, similar to the ideal transport cycle. However,
this model includes an additional conformational state with the ion bound in the inward-facing conformation (EHint). This allows
the ion to be transported across the membrane without the drug substrate (grey dashed arrows) - effectively ‘leaking’ down its
electrochemical gradient, similar to a passive transporter.

The complexities of transporters are exemplified in the E. Coli multidrug resistance transporter (EmrE), which

motivates much of this dissertation. In-depth nuclear magnetic resonance and biophysical assays by Henzler-Wildman

and coworkers [200] have revealed ten conformational states that allow for far more mechanistic diversity than

traditional models. This includes pathways for 2:1 antiport, 1:1 symport, and various leak pathways, enabling the

protein to use two opposite modes of transport under different external conditions. This new ‘free exchange’ transport

model better accounts for the permissive efflux of drugs by allowing for substrates with multiple valence states (+1 and

+2) and large variances in binding affinities[200].
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Figure 6: Free Exchange Model of EmrE An expanded transporter model of EmrE. The additional states and reactions enable
various mechanistic pathways, including 2:1 antiport and 1:1 symport. Here the protein has two conformations (Eext, Eint), can
singly or doubly bind with a proton (EHx, EHHx), bind with a drug substrate (EDx), and bind both a proton and drug substrate
(EHDx).

Challenges in Determining Mechanism Due to the dynamic nature of transporters and their varying time and length

scales of transporters, it is difficult to characterize their mechanisms precisely. Especially under the paradigm of

complex heterogeneous reaction pathways, determining the exact set of conformational states, reactions, and their

governing kinetic parameters is exceptionally challenging. To address these challenges, several experimental techniques

have been used to aid the study of transporters, each with its own unique strengths and weaknesses. In general, there are

trade-offs among the methods between capturing high-resolution structural, and dynamical information, and the

suitability for large complexes in a native environment.

X-ray crystallography uses X-ray diffraction of a crystallized protein to generate structural information at an atomic

level, and is commonly used to determine key conformational states of membrane transporters [131, 223], such as

LeuT, GLUT1, and the sodium-potassium pump [186, 50, 49]. However, this method does not capture dynamic

information and can struggle with crystallizing large membrane proteins. A related method, cryo-electron microscopy

(cryo-EM)[10, 215] uses electron beams to visualize protein structures in a frozen medium, at nanometer resolution.

Unlike X-ray diffraction, cryo-EM can capture multiple conformations in the same sample, as well as examine large

proteins in their native environment. However, like X-ray crystallography, dynamic information about the transporter

mechanism is not captured.

Another experimental technique, fluorescence resonance energy transfer (FRET), tags specific protein regions with

fluorophores, enabling the real-time investigation of conformation changes and dynamics in their native environment

[161, 11]. However, this approach does not capture high-resolution spatial information about the conformational states

of the studied transporter. Similarly, electrophysiology methods and various biochemical assays (such as patch-clamp
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electrophysiology and radioactive assays) can capture dynamic information about the flux and uptake of ions or

substrates due to transporters but don’t provide direct information regarding the conformational states used during

transport [70, 132, 88].

Finally, another important approach is nuclear magnetic resonance (NMR). Briefly, NMR utilizes the response of

atomic nuclei to an external magnetic field that undergoes a perturbation from radio frequency pulses. Unlike the

previously discussed methods, NMR can provide high-resolution structural and dynamic information about transporter

proteins. However, NMR struggles with larger transporters in their native membrane environment. Nonetheless, NMR

has successfully been used to probe the mechanistic complexity of small transporters, such as with EmrE [200, 94].

Experimental
Method

Captures
Dynamics?

High Resolution
Structures?

Native Environ-
ment?

Large Complexes?

X-ray Crystallography No Yes No Limited
Cryo-Electron Mi-
croscopy

No Yes Yes Yes

Fluorescence Reso-
nance Energy Transfer
(FRET)

Yes No Yes Yes

Electrophysiology
(Patch-clamp)

Yes No Yes Yes

Biochemical Assays Yes No Yes Yes
Nuclear Magnetic Res-
onance (NMR)

Yes Yes Yes Limited

Table 1: Overview of experimental methods used to study transporter proteins.

Alternatively, computational methods, including molecular dynamics [125], Markov models [87], and network models

[2], can act as complementary approaches to help predict protein dynamics and their potential reaction pathways. These

methods (as discussed in subsequent sections) also come with unique challenges, such as the high computational cost

required to perform simulations and modeling, the sensitivity to initial conditions and model parameter choices, and the

limitations of accurately modeling complex biological systems [179, 35]. So, even with advances in experimental and

computational approaches, there is still an ongoing challenge to robustly and precisely characterize the mechanism of

transporters - especially in light of the paradigm of heterogeneous (i.e. mixed) reaction pathways.

This dissertation aims to overcome these challenges by developing improved computational tools using network-based

models alongside Bayesian inference and synthetic data motivated by electrophysiology experiments.

1.2 Introduction to Key Technical Concepts

This section aims to inform the reader of essential technical details for the subsequent chapters of the dissertation. It

starts by explaining biochemical network modeling, then moves on to topics in Bayesian inference and analysis,

followed by a discussion of Markov chain Monte Carlo. This section ends with additional strategies to calibrate

predictive models from data and an explanation of an emerging electrophysiology experiment type (solid-supported

membrane electrophysiology).
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1.2.1 Biochemical Network Modeling

Overview Biochemical network models are a flexible and powerful tool to study biological systems, from metabolic

networks to signal transduction [6]. These mathematical models describe the connections between various

interconnected components via a graph network, with different biochemical states acting as a node of the graph

network, and related components connected with an edge. This approach is flexible at multiple levels of detail, from

large metabolic networks down to individual protein reactions. The primary advantage of this approach as compared to

atomistic simulation methods such as molecular dynamics, is the ability to efficiently examine the behavior of large

interconnected systems and their emergent properties across long time scales [6] - with the loss of exact structural detail

provided from molecular dynamics.

These network models are often coupled with a representation of the system’s dynamics via differential equations.

These equations describe how the concentrations of the associated biochemical species change over time. Each equation

corresponds to a system state such as a protein or metabolite, and the net difference between the rate of creation and

degradation of that protein or metabolite determines the rate of change. These creation and degradation rates are often

modeled with a mass action approach, where the rate of a reaction is directly proportional to the concentration of the

reactants [34]. This framework assumes well-mixed chemical species with purely random interactions between the

reactants. Alternative rate formulations for biochemical rates may be used, such as Michaelis-Menten [65] or Hill

kinetics [41, 6], which result in a hyperbolic and sigmoidal dependence on reactant concentrations, respectively.

An illustrative example of a simple 3-state reaction network motivated by the popular Michaelis-Menton model [231] is

shown in figure 7. Here an enzyme (E) binds with a substrate (S), forming an enzyme-substrate complex (ES). The

enzyme-substrate complex catalyzes the conversion of the substrate into a product, forming an enzyme-product complex

(EP). Finally, the product (P) unbinds from the enzyme (E). This is described with the following chemical reactions:

E + S
k12−−⇀↽−−
k21

ES

ES
k23−−⇀↽−−
k32

EP

EP
k31−−⇀↽−−
k13

E + P
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The change in each biochemical species concentration over time is shown with the following set of ordinary differential

equations:

d[E]

dt
= k21[ES] + k13[EP ]− k12[E][S]− k31[E][P ]

d[S]

dt
= k21[ES]− k12[E][S]

d[ES]

dt
= k12[E][S] + k32[EP ]− k21[ES]− k23[ES]

d[EP ]

dt
= k23[ES] + k31[E][P ]− k32[EP ]− k13[EP ]

d[P ]

dt
= k31[E][P ]− k13[EP ]

As noted above, the change in the biochemical species is equal to the difference between the formation rate of that

species minus the degradation rate. For example, the rate of change of the product concentration, d[P ]
dt , is equal to the

creation rate of [P] from k31[E][P ] balanced against the destruction rate of [P] from k13[EP ].

Figure 7: 3 State Network Model An example network describing the process of an enzyme (E) converting a substrate (S) into a
product (P), and their governing reaction rate constants (kx). This process is reversible as noted by the dashed arrows. Here the
binding and unbinding events have been shown implicitly for visual clarity.

An important note is that cycles (or loops) within a biochemical network model provide an additional constraint derived

from thermodynamic principles. At equilibrium, there is a detailed balance that requires the forward and reverse rates

of each reaction to be equal - resulting in no net energy usage along the cycle [101]. This implies that one of the

governing rate constants is not independent and can be defined via the remaining rate constants.

Using the above model to illustrate, at equilibrium, the forward and reverse rates of each reaction step are equal:

k12[E]eq[S]eq = k21[ES]eq

k23[ES]eq = k32[EP ]eq

k31[EP ]eq = k13[E]eq[P ]eq
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Solving for the equilibrium ratios of [ES]eq

[EP ]eq and substituting yields:

[ES]eq

[EP ]eq =
k12
k31
· k21
k13
· [P ]eq

[S]eq

[ES]eq

[EP ]eq =
k32
k23

After further substitution, the expression of the rates along the cycle is given by the equation below:

k32
k23

=
k12k31[S]

eq

k21k13[P ]eq

As shown in the above example, one of the rate constants is not independent and is defined by the remaining rate

constants - this relation holds true even outside of equilibrium [101]. This constraint is essential for cyclical network

models, such as transport cycles, ensuring physical consistency within the model and reducing model complexity, as

demonstrated later in this dissertation.

Application to Transporters In the context of mechanistic models of transporters, biochemical reaction networks

describe each individual transporter reaction state and reaction, such as the different conformations and binding and

unbinding states. Below (Fig. 8) is an illustrative example of a single sodium-glucose transporter cycle motivated by

the SGLT family of transporters, which couples the downhill sodium gradient from the Na+/K+ ATPase with the

transport of glucose uphill. Here, the network consists of 6 conformational states of the protein, representing the

different protein orientations (inward-facing OF, and outward-facing IF) and binding conditions for the sodium ion and

glucose. Within this network, there are several reaction cycles possible, resulting in different potential reaction

mechanisms. For simplicity, only a single transport cycle is shown rather than all possible transport cycles available in

the given reaction network. The governing biochemical reactions and their differential equations form are shown below.

As before, the rate constants kij represent the transition rate constants between states i and j, with ‘Glu’ representing

glucose, and ‘Na+’ representing sodium ions.

Transport reactions:

OF +Na+out
k12−−⇀↽−−
k21

OF ·Na+

OF ·Na+ +Gluout
k23−−⇀↽−−
k32

OF ·Na+ ·Glu

OF ·Na+ ·Glu
k34−−⇀↽−−
k43

IF ·Na+ ·Glu

IF ·Na+ ·Glu
k45−−⇀↽−−
k54

IF ·Glu+Na+in

IF ·Glu
k56−−⇀↽−−
k65

IF +Gluin

IF
k61−−⇀↽−−
k16

OF
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Transport differential equations:

d[OF ]

dt
= k16[IF ]− k61[OF ] + k21[OFNa+]− k12[OF ][Na+out]

d[OFNa+]

dt
= k12[OF ][Na+out]− k21[OFNa+] + k32[OFNa+Glu]− k23[OFNa+][Gluout]

d[OFNa+Glu]

dt
= k23[OFNa+][Gluout]− k32[OFNa+Glu] + k43[IFNa+Glu]− k34[OFNa+Glu]

d[IFNa+Glu]

dt
= k34[OFNa+Glu]− k43[IFNa+Glu] + k54[IFGlu][Na+in ]− k45[IFNa+Glu]

d[IFGlu]

dt
= k45[IFNa+Glu]− k54[IFGlu][Na+in ] + k65[IF ]− k56[IFGlu]

d[IF ]

dt
= k56[IFGlu]− k65[IF ] + k61[OF ]− k16[IF ]

d[Na+out]

dt
= k21[OFNa+]− k12[OF ][Na+out]

d[Gluout]

dt
= k32[OFNa+Glu]− k23[OFNa+][Gluout]

d[Na+in ]

dt
= k45[IFNa+Glu]− k54[IFGlu][Na+in ]

d[Gluin]

dt
= k56[IFGlu]− k65[IF ]

Figure 8: Network and Cycle of SGLT-type Transporters An example network describing the transport mechanism of an
SGLT-type transporter. A single reaction cycle in the nominal forward direction is shown as an illustration, but within this set of
conformational states, alternative pathways are possible.

The ability to model compartmentalization is crucial for transporter proteins embedded in the cell membrane,

separating the extracellular and intracellular regions. Typically either compartment volume terms are added to the

differential equations for the relevant species, or the species can be separated explicitly. Either approach ensures the
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correct species concentrations in each region, but care is needed to ensure consistent units [106]. In the above example,

we explicitly separate the sodium ion and glucose into internal and external concentrations using a Xin and Xout

nomenclature, respectively, which are separate from the bound states, e.g., OFNa+ is separate from Na+out and Na+in.

Methods

Given a network model of a system and its associated system of reaction equations, simulations can be performed in

various ways. If the number of biochemical species (e.g., transporters and substance concentrations) is low and random

fluctuations become significant, stochastic simulations may be used. A common approach is to use the Gillespie

algorithm [77] that utilizes a probability distribution for all possible reactions, sampling from the distribution to pick

which reaction will occur next and when, and then updating the system. This approach is computationally expensive but

generates accurate descriptions of the inherent randomness of microscopic systems.

As an alternative, differential equations may be constructed from the reaction equations, as shown previously. These

ordinary differential equations (ODEs) are solved deterministically through numerical integration [163]. Here, the

initial concentrations of each species and the governing reaction rate constants are given. The equations are then solved

at progressive time points, resulting in the concentrations of each chemical species as a function of time. This method

assumes a well-mixed solution of chemical species. It is therefore appropriate when the concentrations are large enough

such that the stochastic effects of the molecules interacting can be ignored.

Figure 9: Diagram of Network Simulation Workflow for Ordinary Differential Equations (ODEs) A cartoon visualization of
the typical pipeline used to simulate a network using ODEs. Given an initial condition, model parameter values, and the network
and ODE model, various numerical methods can be used to integrate the equations. This results in time series data for the different
chemical species studied - such as the change in substrate concentration over time.

Integrating differential equations for biochemical networks can prove challenging due to their large size, non-linearity,

and varying time scales. In particular, these equations are often known to be ‘stiff’ [238, 163], causing numerical

inconsistencies and errors due to the significant difference in the equation coefficients (i.e. rate constants). Various
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algorithmic strategies have been developed to mitigate these issues, utilizing backward differentiation formulas (BDF)

and adaptive step-size solvers [39]. Software tools such as Scipy [248], MATLAB [99], DifferentialEquations.jl [194],

serve as popular general-purpose methods to integrate differential equations. Similarly, specific tools have been

developed for use in systems biology that enable both stochastic and deterministic modeling, including

Libroadrunner/Tellurium [230, 37] and COPASI [107]. This dissertation primarily utilizes ordinary differential

equation-based modeling and simulation.

Biochemical networks can also be simulated to provide insight into complex biological interactions with spatial

resolution. Partial differential equations may be used when spatial heterogeneity is essential to the model. These

expensive simulations use similar equations to ordinary differential equations but include additional spatial variables to

model how species concentrations change in time and space - with one example being the reaction-diffusion equation

[229].

The above approaches are often called ‘forward problems’ in that they are a class of computational problems that

generate a prediction given initial conditions and parameters governing the model. These techniques are valuable in that

they generate new hypotheses to test experimentally, support existing experimental data, aid in the design of systems,

and are often much quicker and cheaper than experimental techniques. There is another class of computational

problems, ’inverse problems’, which aim to estimate model parameters and inputs based on data. These techniques are

essential to this dissertation and will be discussed later.

Finally, due to the complex nature of these networks, efforts have been made to improve the robustness and

reproducibility of these computational methods in the greater systems biology field, although they are not universally

adopted. In particular, the Systems Biology Markup Language (SBML) [127, 111], is a crucial standard that enables

simulation and analysis of models across different methods and platforms. Similarly, tools to systematically build

networks using rules-based approaches (i.e., BioNetGen, NFSim)[60, 227] have been introduced to reduce human error

in generating networks that are combinatorically complex. Finally, more human-readable forms of SBML have been

developed, such as Antimony [226], to allow for more accessible construction and validation of network models.

1.2.2 Bayesian Inference

Introduction to Bayesian Inference

Bayesian inference [73] is a powerful statistical method used in many fields to compute probabilities utilizing prior

knowledge. It is based on Bayes’ Theorem, which can be expressed as:

P (H|E) =
P (E|H)P (H)

P (E)
(1)

Here each term is defined:

• P (H|E) is the posterior, the probability of the hypothesis H being true given the evidence E.

• P (E|H) is the likelihood, the probability of the evidence E given that hypothesis H is true.
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• P (H) is the prior, the probability of hypothesis H being true before having the evidence E.

• P (E) is the marginal likelihood or evidence, the total probability of observing the evidence E.

At its core, Bayesian inference is about learning from evidence. Consider a hypothesis ‘H’ that one is trying to test, of

which you have a prior belief about the likelihood of this hypothesis being true,‘ P(H)’. After collecting evidence, you

can estimate how likely that hypothesis is given the evidence, the posterior. Bayes’ theorem shows that the posterior is

proportional to your prior beliefs and the likelihood of observing the evidence given your hypothesis is true,

P (E|H)P (H). So if you observe new evidence that is very unlikely under the hypothesis, the belief in the hypothesis

should decrease. Similarly, if the evidence is very likely under the hypothesis, the belief in the hypothesis should

increase.

As a simple example, consider a medical test for a rare disease. Since the disease is rare, the prior belief that a patient

has the disease is very low. If the patient tests positive for the disease, even with imperfect tests, this is strong evidence

that the person has the disease. This is because a person is much more likely to test positive if you have the disease than

if you don’t. As a result of the test result, the patient’s belief in having the disease significantly increases.

This example showcases the ability of Bayesian inference to update probabilities based on new data and observations,

as well as the use of prior beliefs. This can be extended to more general data analysis methods and for analyzing

biochemical networks as shown below - a key methodology used in this dissertation.

Bayesian Data Analysis Bayesian inference is a robust method for fitting models to a data set - generating estimates of

model parameters and their uncertainty that best fit the data. [73]

Consider a simple linear model where y depends on x :

y = ax+ b+ ϵ (2)

where a is the slope, b is the intercept, and ϵ is an error term, such as noise generated from an experimental apparatus.

The goal is to determine the values of a, b, and ϵ given the data D. This can be done by reformulating the problem into

Bayes’ theorem:

P (a, b, ϵ|D) =
P (D|a, b, ϵ)P (a, b, ϵ)

P (D)
(3)

Here the data ‘D’ serves a similar role as the evidence ‘E’ in the previous example, and similarly, the model parameters

a,b, and ϵ act as the hypothesis ‘H’. With a choice (or estimate) of prior and likelihood distribution, this formulation

gives the probability of the slope, intercept, and error terms given the data.

An important note is that the evidence term P(D), is a normalization factor that ensures the posterior is a true probability

density, summing the probability of the likelihood and prior across the entire parameter space:

P (D) =

∫∫∫
P (D|a, b, ϵ)P (a, b, ϵ), da, db, dϵ (4)
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Since this term scales with the number of dimensions (i.e. parameters), it has important implications for the practical

application of Bayesian inference, as discussed in the next section. A key difference between Bayesian inference and

other ‘frequentist‘ methods besides using a prior, is that the estimated parameters are treated as random variables. The

resulting posterior distribution, which is often multidimensional (e.g. P (a, b, ϵ|D)) can be marginalized to only

consider a single variable. This amounts to summing over the other parameter values, for example,

P (a|D) =
∫ ∫

P (a, b, ϵ|D)dbdϵ. In other words, instead of generating a single best parameter estimate, Bayesian

inference returns a distribution of parameter estimates (see fig. 10).

This means that the posterior distribution contains information regarding parameter means, modes, and variances from

the 1D marginal distributions and their correlations and covariances within the multidimensional posterior distributions,

detailing with high fidelity how model parameters interrelate. The rich information in the posterior is a primary

motivation for its use in this dissertation. Bayesian Inference for Biochemical Networks As noted in the previous

Figure 10: Visual Representation of Bayes’ Theorem An illustration showcasing key elements of Bayesian inference: updating
beliefs based on new knowledge, incorporating prior beliefs, and modeling parameters θ as random variables. The posterior (left) is
proportional to the likelihood (middle) times the prior (right). Here the highly informative prior noticeably shifts the posterior from
the likelihood, introducing bias from prior knowledge.

section, Bayes’ theorem can be applied to estimate model parameters from data. This is particularly useful in systems

biology contexts in which there are key biophysical parameters that may not be precisely known. For biochemical

reaction networks defined with ordinary differential equations, the reaction rate constants (k’s) control the speed of

reactions governing the system’s dynamics [98], and are integral to understanding the underlying mechanisms. As such,

precise estimation of these parameters and their uncertainties are needed for more accurate predictions as well as

increased biological knowledge.

Bayesian inference has been applied to various biological systems to estimate the parameters of computational models

[73]. Still, it remains an active area of research due to the significant computational cost associated with medium to

large-scale networks. In practice, Bayes’ theorem cannot be solved directly, as the posterior contains a

multidimensional integral (P(D)) that is prohibitively expensive to calculate as the dimension of the system increases.

To address this issue, many alternative approaches have been developed to estimate the posterior distribution, each with

its own trade-offs. Markov chain Monte Carlo (MCMC)[117, 92]are related methods that are often used to estimate the
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posterior. These methods provide a high level of accuracy with a high computational cost and were used extensively in

this dissertation. MCMC methods are described in greater detail in a later section. Other approaches include variational

inference [24, 80, 52] which fits an approximate distribution (i.e. Gaussian) to the posterior distribution. This approach

requires a careful choice of distributions for accurate results and tends to underestimate the posterior variance.

Similarly, approximate Bayesian computation [16, 152, 234] simulates data and compares it to the observed data,

rejecting parameter sets that don’t closely fit the data. These methods may be helpful when the likelihood function is

costly to calculate, but data is easy to simulate. Both variational inference and approximate Bayesian methods trade

accuracy for improved performance, which may be necessary for large complex biological systems.

In addition to these computational issues, Bayesian inference requires the choice of a prior, which may introduce bias

into your estimates. If the prior distribution is too informative it will strongly bias the posterior (see fig 10). Still, if the

prior is too uninformative it may be challenging to efficiently estimate the posterior due to the large uninformative

problem space.

In conclusion, Bayesian inference is a powerful technique to reckon with uncertainty and update predictions based on

new data - generating a multidimensional distribution covering the model parameters based on the data. In the context

of membrane transporters, this can help unlock more robust estimates of parameters governing transporter mechanisms,

such as reaction rate constants. However, Bayesian inference is computationally challenging due to the size and

complexity of most problems of interest, spurring the development and use of numerical methods such as MCMC to

estimate the posterior.

1.2.3 Markov Chain Monte Carlo (MCMC) and Variants

An Introduction to Markov Models A Markov model [192] describes how a system changes over time using a

probabilistic approach and is commonly used in many computational fields to model the behavior of stochastic systems.

For example, biochemical networks are generally Markovian, with reaction rate constants acting as unnormalized

transition probabilities [192]. In a Markov model, the system is broken into different states that are connected by a

transition probability. At any given time, the next state is determined only by the current state of the system and its

associated transition probabilities.

Consider a system occupying two discrete states, such as a protein with two different conformations. An abstract

representation of this system is shown in the diagram below, with associated transition probabilities for each state:

Figure 11: Two State Markov Model A Markov model consisting of two states, and the pij transition probabilities from state i to
state j.
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Once the transition probabilities are determined, the system can be simulated at successive time points, generating a

trajectory of the system’s state over time, as shown below using p11 = 0.7, p12 = 0.3, p21 = 0.4, and p22 = 0.6. After

many timesteps, the system will reach an equilibrium - allowing for determining average quantities such as the rate of

conformational change in a protein [84].

Figure 12: Two State Markov Model Trajectory A trajectory of Markov model states at different time points. Over many time
steps, average behavior can be observed.

It is important to note that this trajectory of Markov states at different iterations is also called a Markov chain, the

fundamental object used in Markov chain Monte Carlo sampling methods.

An Introduction to Markov chain Monte Carlo

In Markov chain Monte Carlo sampling [92, 117], the Markov model is abstracted from representing the different states

of a physical system to representing different values for a random variable or sets of random variables. In a Bayesian

inference and parameter estimation context, this corresponds to model parameters, such as reaction rate constants. This

methodology was used extensively for this dissertation to explore the space of transporter reaction mechanisms and

estimate reaction rates from data via Bayesian inference.

Markov chain Monte Carlo uses elements of Monte Carlo, random sampling to estimate a quantity of interest, with a

Markov chain where new samples are generated based on the current sample (i.e. the Markov property). At each

iteration, a new sample is proposed based on a proposal distribution centered on the current sample position. This new

proposal is either accepted or rejected based on acceptance criteria, such as the ratio of probabilities of the new and old

sample position [92]. The chain of samples forms a random walk through the sample space, and after many iterations is

guaranteed to visit all the non-zero probability regions of the sample space and therefore estimate the target distribution

- such as the posterior distribution. The adaptive random proposal approach contrasts with the fixed method used in
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traditional Monte Carlo, which is inefficient for complex multidimensional distributions in which the probability covers

a small region of the sample space [203, 42].

Figure 13 (shown below) illustrates the Markov chain Monte Carlo method in practice. Here the posterior distribution

of a 1D problem P (θ|D) is approximated using MCMC, with the Markov chain shown on the left, and the true and

estimated distribution (from the Markov chain values) shown on the right.

Figure 13: Markov Chain Monte Carlo Trajectory A 1D posterior distribution P (θ|D) is approximated using Markov chain
Monte Carlo. The left panel shows parameter values over several iterations forming a chain of θ (parameter) values. This chain can
be used to generate a histogram of parameter values P (θ|D)MCMC that approximates the true posterior P (θ|D)

A seminal method for Markov chain Monte Carlo is the Metropolis-Hastings algorithm [92], which is described below:

1. Start with an initial parameter guess, θ(0).

2. Generate a new candidate parameter value θ∗ through a random proposal centered at the current parameter

value q(θ∗|θ(t)).

3. Evaluate the probability of this candidate parameter value p(θ∗)

4. Decide whether to keep this candidate parameter value or not. This is done by computing the ratio of the

likelihood of the proposed candidate state compared to the current state, given by

r = min
(
1, p(θ∗)q(θ(t)|θ∗)

p(θ(t))q(θ∗|θ(t))

)
. If the candidate has a higher likelihood than the current state, keep that

candidate and add it to the Markov chain. If the candidate has a lower likelihood, then there is still a chance to

accept the new parameter value based on the probability r. If a candidate is not accepted, then the current

parameter value is stored for that iteration of the chain

5. Repeat steps 2-4 for the desired number of steps

In the next section, we will discuss the challenges facing the use of MCMC to estimate distributions.

Challenges in MCMC Methods: Alternatives and Insights
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While the Metropolis-Hastings (MH) algorithm has been used successfully in many problems, it faces significant

challenges in estimating the complex multidimensional distributions typically found in systems biology problems. MH

requires careful tuning of the proposal distribution. If the proposal distribution is too narrow, it will take a very long

time to explore the parameter space. If the proposal distribution is too wide, new proposals may not be accepted often.

Similarly, since samples in MCMC are chosen based on previous values, they may have strong correlations, resulting in

a low number of ‘effective samples‘ that are independent, requiring significantly more iterations to converge [42, 203].

This is related to the issue of “trapping" and complex distribution geometries, which can be illustrated using a physical

interpretation of the MCMC sampling process. In this analogy, the probability distribution is related to a hypothetical

“energy landscape" (not true physical energy) by a Boltzmann factor: p(x) ∝ e−βU(x) where β is an inverse

temperature term and U(x) is the energy term. Here a high probability corresponds to a low energy basin, and low

probabilities correspond to a high energy peak. In this context, trapping occurs when the samples are in a low-energy

state and unable to climb out due to the high-energy barrier. As a result, the samples will not explore the neighboring

region, so the full distribution will not be sampled. This is illustrated in figure 14.

Figure 14: An Energy Perspective for MCMC Sampling A 1D parameter distribution is shown on the left, with the corresponding
energy landscape on the right. Due to an inadequate proposal distribution, the high energy barrier traps samples in the leftmost basin,
unable to sample the neighboring region.

As the complexity of the distribution increases, these sampling issues become more significant, effectively preventing

convergence to the target distribution in feasible time scales. This is particularly relevant in biochemical network

models with large dimensions and highly correlated parameters. As a result of the aforementioned challenges, many

different methods have been developed to address the poor performance of MH, including:

1. Hamiltonian Monte Carlo methods These methods incorporate additional information about the shape (i.e.

derivative) of the sampled distribution, using a physics-informed ‘momentum’ term to move samples along the

surface of the sampled distribution, improving the efficiency compared to MH. However, this method requires

careful tuning of additional hyper-parameters and access to gradient information which may be challenging to

compute[20, 105]
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2. Sequential Monte Carlo methods These methods sample a sequence of distributions from an

easier-to-sample distribution to the (complex) target distribution. This is done via multiple independent chains

(i.e. walkers or particles) which can capture complex multi-modal distributions but requires many chains to

adequately cover the sampling space [53, 38].

3. Annealed importance sampling Is a special case of the sequential Monte Carlo method that follows a

specific “cooling" schedule from high temperature (i.e. uniform distribution) to low temperature (i.e. the target

distribution). This is modeled by pβ(x) = p0(x)
1−βp(x)β , where pβ(x) is the probability at a given inverse

temperature β and p0 is the initial (high temperature) distribution sampled. Adjusting β changes the mixture

of p0(x) and p(x) distributions used for sampling. [174]

4. Parallel Tempering This method runs multiple Markov chains in parallel at different “temperatures", with

high-temperature chains able to jump across energy barriers and avoid trapping. The low and high-temperature

chains periodically swap which enables further exploration of the target distribution. This approach is

sensitive to the number of parallel chains with poor scaling for large dimensional systems [57].

5. Affine invariant ensemble methods This method uses a collection of Markov chains (i.e. walkers) that

explore the sampling space and leverage the position of their neighbors to make new step proposals. This

approach is well suited for ill-shaped and skewed distributions but requires many walkers and tuning of other

hyper-parameters [79].

6. Preconditioned Monte Carlo methods This method simplifies the target distribution into a simpler

distribution that is easier to sample by other means, such as Metropolis-Hastings. It requires tuning of

hyper-parameters to get an appropriate simplification of the target distribution [122].

Both Metropolis-Hastings and Hamiltonian Monte Carlo samplers are implemented in most general-purpose

probabilistic modeling tools, including Stan, PyMC, and Turing.jl, [32, 72, 184]. Sequential Monte Carlo and annealed

importance sampling are implemented in PyMC, and variants of parallel tempering and affine invariant methods are

implemented in the emcee package. More niche algorithms usually are packaged in separate tools such as the

preconditioned Monte Carlo that is available in pocoMC [123].

Poor sampler convergence was the major challenge faced throughout this dissertation. Over the course of the study,

variations of all of the above methods (and some novel methods developed for this work) were trialed with limited

success until using a preconditioned Monte Carlo sampler. This implementation used normalizing flows [183] to learn a

transformation from the complex target distribution to a simple Gaussian distribution via an autoencoder neural network

architecture [182, 75]. In addition, this implementation utilized an annealed importance sampler to sequentially sample

from the simple to the target distribution, updating the neural network during each stage. Essentially, this approach

transforms the target distribution (i.e. posterior) into the same Gaussian distribution used to generate proposals -

dramatically reducing the issues arising from the more complex distribution shapes typical of systems biology problems.
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These methods generally require expert knowledge for tuning based on the system being studied, and as such it is

recommended that robust diagnostic measures are used such as comparing multiple independent sampling runs,

measuring the auto-correlation time, and visually inspecting the MCMC trajectories and their estimated distributions.

Doing so will help ensure reliable parameter estimates and more accurate predictions.

1.2.4 Model Calibration, Selection, and Experimental Optimization

Introduction to Model Calibration

Model calibration is the process of determining the parameters of a given model based on observations and data - also

known as parameter estimation or the “inverse problem" of computational modeling. Here the goal is to reliably

estimate model parameters to make more accurate predictions with the model, as well as insights into the model

structure.

Bayesian inference, as previously discussed, is one method for model calibration, but there are other approaches, such

as least squares and maximum likelihood estimation (MLE) [73]. MLE aims to find the single set of parameters that

best fit the data given the model. This is done by maximizing the likelihood function L(D|θ) through various numerical

optimization methods. For example, global optimization methods such as differential evolution [233] and particle

swarm optimization [130], can be used to find the set of parameters that gives the highest likelihood value. These

approaches are generally more efficient than Bayesian approaches, however, they do not necessarily generate

information about parameter uncertainty, which must be done with alternative methods such as bootstrapping [58] or

profile likelihood calculations [144]. Also, similarly to Markov chain Monte Carlo methods, optimization strategies

may struggle to converge for complex, non-linear, and high dimensional likelihood functions that are typical in

biological models.

Nonetheless, maximum likelihood estimation techniques form an essential benchmark for model calibration studies. In

this dissertation, the development of a robust model calibration pipeline is informed by both Bayesian inference and

maximum likelihood estimation methods. In this way, the validity of the transporter reaction rate parameter estimates

and resulting mechanistic insights are strengthened by the inclusion of multiple calibration methods.

Parameter Identifiability, Information Quantification, and Model Selection

Related to the estimation of model parameters and their variance is the determination of parameter identifiability and

sensitivity. Here identifiability describes the ability to precisely determine the model parameters, either based on the

underlying structure of the differential equation model or from a practical perspective based on the variance of the

parameter estimates [255]. For the purposes of this dissertation, practical identifiability of model parameters is

considered - where estimated parameters that have an extremely large variance are considered practically

non-identifiable. This consideration is helpful because it can reduce the number of free parameters by fixing the

unidentifiable parameters. Similarly, practically unidentifiable parameters can serve as targets for future experiments,

which may reduce their estimated variance through more informative data. The practical identifiability of parameters is
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a primary motivation of the model calibration methods used in this dissertation - to have all reaction rate constants

identifiable, enabling the precise understanding of the reaction rate constants and their respective reaction pathways

used by transporters.

Similarly, the variance in parameter estimates (and therefore practical identifiability) directly relates to the data quality

used. As noted earlier, the Bayesian posterior distribution provides a rich source of information about parameter

variances and co-variances. The information contained in the posterior can be quantified by comparing the posterior to

the prior, measuring how much information was gained based on the divergence of the distributions [146, 110]. By

quantifying the information content in the datasets, it is possible to examine which experimental protocols generate the

highest quality data. This can be achieved by generating a set of optimal protocols as priori that maximizes the

information gain [33, 245, 162] via Bayesian experiment recommendation. By recommending more informative

experiments in an automated way, this methodology can help uncover the complex nature of transporter reaction

pathways.

A simple illustration of the quantification of information in data and the resulting distributions is shown below in figure

15. Here an informative dataset results in a posterior distribution that significantly overlaps with the uniform prior -

signifying a negligible amount of information was introduced in the data. Similarly, an informative dataset is shown that

results in a posterior that is noticeably different than the prior, implying a significant amount of information in the data.

Finally, the process of model calibration depends on the choice of model, but often in biological systems, the exact

model is unknown. In the context of transporter research, this corresponds to different potential reaction pathway

models, or mixtures of pathways, as indicated by the paradigm of pathway heterogeneity. As such, the comparison and

selection of competing mechanistic models is a core goal of this dissertation. Some typical strategies include using the

Bayes factor to calculate the odds of one model against another [136, 152], to compare the likelihood distributions of

the different models, or to compute an information criterion that balances model fitting against the number of

parameters [73, 176]. More sophisticated approaches like hierarchical Bayesian model selection introduce a

comprehensive framework to examine models and mixtures of models but come at a more significant computational

cost. This dissertation primarily uses likelihood comparison methods readily calculated as part of the Bayesian

inference process.

1.2.5 Solid-Supported Membrane Electrophysiology (SSME)

Introduction to SSME and Modeling Considerations Solid-supported membrane-based electrophysiology (SSME) is

an emerging form of electrophysiology. Traditional electrophysiological techniques such as patch clamping [206] and

voltage clamping [104] have performed an essential role in many important discoveries related to neuroscience and

physiology. Notable examples include elucidating the kinetics of ion channels [102] and neuronal transmission [104].

As such traditional electrophysiology methods have a long-standing history within the transporter research community

[246]. They provide dynamic information regarding the transport of ions across a membrane which can be used to

estimate specific kinetic parameters such as net transport rates. Despite their wide use, these methods have limitations

23



Figure 15: Bayesian Information Quantification Visualization of the quantification of data using the divergence between the
Bayesian posterior and prior. In the top panel, a low-information dataset is used, resulting in significant overlap between the prior
and posterior. In the bottom panel, a high-information dataset is used, resulting in a significant divergence between the prior and
posterior. The Kullback–Leibler divergence of these probability distributions provides a metric to recommend experimental protocols
that yield higher information content. Note that this is a simplified diagram for illustrative purposes, in practice, probability should
not extend past the prior range.
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such as low throughput, technical difficulty, and relatively low spatial resolution [12]. SSME provides a robust

alternative method to measure ion transport [12, 13].

In SSME, transporter proteins are reconstituted into proteoliposomes and placed onto a solid-supporting membrane

[12, 13]. The liposomes and solid-supporting membrane are bath in a solution of the chemical species transported via

the protein of interest. Once a steady-state is reached, the batch solution is perturbed to induce a gradient that drives the

transport of the ions. The resulting current across the liposome membrane is capacitively coupled to the

solid-supporting membrane, detected from an external sensor. The observed current is transient and results from a large

population of transporters. Recent assay developments motivated by EmrE have emerged that include a reversal

perturbation [[240]] which improves the richness of the data. Below in figure 16 a simplified cartoon diagram of an

SSME experimental setup and an idealized trace is shown.

Figure 16: Diagram of SSME Experiments Cartoon representation of an SSME experiment. The top section illustrates the essential
apparatus and working conditions of the experiment. Here multiple liposomes with embedded transporters are adsorbed to the solid
membrane. An external concentration of ion and substrate species is perturbed, creating a gradient detected via capacitive coupling
of the solid-supported membrane to the liposome membrane. The resulting transient current is the aggregate of all the transporters. In
the bottom section, an ideal three-stage assay is presented, with an equilibration, activation, and reversal state. During the activation
and reversal stage, the gradient directions switch causing transport to occur in opposite directions.

Compared to traditional electrophysiology methods, SSME has a better signal-to-noise ratio, improved stability, better

time resolution, and higher throughput[12]. However, SSME also has notable drawbacks related to the reconstitution of

proteins, their orientation, deposition, and uniformity of liposomes, and the potential mechanical effects from fluid

exchange [12]. Despite these challenges, electrophysiology has been used to study a wide range of transporter proteins

and channels.

Analyzing the data generated by these experiments is an ongoing challenge. While experiments can be performed under

different sequences of perturbation concentrations, the current is only transient and relatively brief. Depending on the

perturbation amount, these simple time series curves have an exponential-like relaxation and a moderate signal-to-noise.
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It is unknown what the best strategies are to analyze these datasets and how much microscopic information about

transporters can be extracted. These questions were a primary motivation to develop a robust Bayesian inference

pipeline for estimating microscopic reaction rate parameters and their uncertainty. Given the sparse nature of the data

relative to the number of microscopic rate constants, this task is significantly challenging, requiring a detailed

computational model to simulate the necessary data for parameter estimation accurately.

In summary, SSME provides an alternative approach to capture dynamic information about transporters. However, it is

unknown how much microscopic insight can be gained from this type of experiment that captures net aggregate

transporter measurements. This dissertation addresses this issue directly by implementing a detailed synthetic SSME

model and Bayesian inference methods, enabling a deeper understanding of these experiments and their limits on

detailed mechanistic information.

1.3 Overview of the Dissertation and Contributions

Reiterating the goals of this study, the original research contributions of this dissertation are focused on the following

areas:

• Developing robust computational tools for modeling and analysis of transporter proteins.

• Investigating mechanistic heterogeneity of transporters in silico.

This work is broken down into three key research chapters, followed by a discussion of the results and their implications.

1.3.1 Chapter 2: Exploring Mechanistic Heterogeneity and Kinetic Proofreading of Transporter Proteins

What new mechanisms are possible in the full conformational space of transporters?

Can transporter mechanisms be engineered in silico that enable enhanced selectivity in a competitive environment?

This chapter addresses these questions by developing a computational tool that systematically constructs and explores

the space of reactions for transporters. Applying this to study an SGLT-like transporter, new classes of theoretical

mechanisms exhibited extreme discrimination against similar (decoy) substrates, providing a kinetic scheme for

enhanced selectivity.

This work has broader implications in improved computational modeling for systems biology, design of more effective

therapeutics targeting transporters, insight into transporters’ evolutionary process, and biotechnology applications.

1.3.2 Chapter 3: Constructing a Robust Pipeline for Calibrating Mechanistic Transporter Models

Can reaction rate constants be estimated from synthetic data based on solid supporting membrane-based

electrophysiology (SSME)?

What parameter estimation strategies are the most robust for these data types and models?
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This chapter addresses these questions by implementing a pipeline that uses Bayesian inference and maximum

likelihood to estimate rate constants from in silico SSME experiments. Few reaction rate constants could be precisely

determined for the data and models studied. Bayesian inference using Preconditioned Monte Carlo was the most robust

strategy for parameter estimation.

This work has broader implications for improved accuracy of predictive biological network models, biological software

development, and advances in parameter estimation methods.

1.3.3 Chapter 4: Model Selection and Experiment Recommendation for Transporters

How much information is contained in SSME-like data sets?

Can a mechanistic pathway be selected from competing mechanistic models?

This chapter addresses these questions by applying the Bayesian inference pipeline developed in the previous section.

The information content of several synthetic experiments was quantified, and multiple mechanistic models were

compared for selection. This resulted in a ranking (recommendation) of experiments to perform that yield the most

information and the accurate selection of a mechanistic model from similar competing models.

This work has broader implications in experiment recommendation, investigation of pathway heterogeneity in

biological systems, and data-driven decision-making.

1.3.4 Additional Contributions

In addition to the above research, efforts were made to the development of additional computational methods aimed at

better understanding protein complexity:

Development of Bayesian Inference Pipeline for Isothermal Titration Calorimetry (ITC) Motivated by the

difficulty in determining the mechanisms of disordered proteins, a Bayesian inference pipeline was developed for use

with Isothermal Titration Calorimetry through external collaboration. This method leveraged a more complete model of

ITC experimental uncertainty and provided more robust parameter estimates than previous Bayesian methods. By

applying this approach to empirical studies of the intrinsically disordered protein LC8, new insights into its cooperative

mechanism were gained [59]. This work has broader implications in the research of disordered proteins, which are

involved in numerous biological processes and diseases [241].

Development and Survey of Sampling Methods Motivated by challenges in estimating parameters for biochemical

network models from noisy and sparse data sets, existing Markov chain Monte Carlo (and related) methods were

surveyed, and new approaches were developed. Numerous algorithms, including nested sampling, Metropolis-Hastings,

no-u-turn Hamiltonian MCMC, annealed importance sampling, sequential Monte Carlo, sequential Monte Carlo with

data tempering, affine invariant ensemble, and affine invariant ensemble with parallel tempering, were found to have

poor performance compared to the preconditioned Monte Carlo implementation of PocoMC. In addition, new methods
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were developed and found to have more unsatisfactory performance than preconditioned Monte Carlo, including an

adaptive grid-based sampler, top-heavy annealed importance sampler, and parallel affine invariant ensemble sampler

(see Appendix). This work has implications for future parameter estimation methodological development for systems

biology.

1.3.5 Conclusion and Future Directions

This final chapter synthesizes the key results from the previous chapters, considering their implications for

understanding transport proteins, the computational methods used, and their potential broader impact and applications.

Also, this chapter examines the limitations of the dissertation findings and describes future research areas in the study

of transporter mechanisms and biological systems at large. This chapter emphasizes the iterative process of scientific

investigation, with new discoveries leading to new questions and avenues for further research.

28



2 Exploring Mechanistic Heterogeneity and Kinetic Proofreading of

Transporter Proteins

Note: This work has already been published. Here we have made further adjustments for improved clarity, denoted with

[[double square brackets]].
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2.1 Abstract

Motivated by growing evidence for pathway heterogeneity and alternative functions of molecular machines, we

demonstrate a computational approach for investigating two questions: (1) Are there multiple mechanisms (state-space

pathways) by which a machine can perform a given function, such as cotransport across a membrane? (2) How can

additional functionality, such as proofreading/error correction, be built into machine function using standard

biochemical processes? Answers to these questions will aid both the understanding of molecular-scale cell biology and

the design of synthetic machines. Focusing on transport in this initial study, we sample a variety of mechanisms by

employing the Metropolis Markov chain Monte Carlo. Trial moves adjust transition rates among an automatically

generated set of conformational and binding states while maintaining fidelity to thermodynamic principles and a

user-supplied fitness/functionality goal. Each accepted move generates a new model. The simulations yield both single

and mixed reaction pathways for cotransport in a simple environment with a single substrate along with a driving ion.

In a “competitive” environment including an additional decoy substrate, several qualitatively distinct reaction pathways

are found which are capable of extremely high discrimination coupled to a leak of the driving ion, akin to proofreading.

The array of functional models would be difficult to find by intuition alone in the complex state spaces of interest.

2.2 Author summary

Molecular machines, which operate on the nanoscale, are proteins/complexes that perform remarkable tasks such as the

selective absorption of nutrients into the cell by transporters. These complex machines are often described using a fairly

simple set of states and transitions that may not account for the stochasticity and heterogeneity generally expected at

the nanoscale at body temperature. New tools are needed to study the full array of possibilities. This study presents a

novel in silico method to systematically generate testable molecular-machine kinetic models and explore alternative

mechanisms, applied first to membrane transport proteins. Our initial results suggest these transport machines may
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contain mechanisms that ’detoxify’ the cell of an unwanted toxin, as well as significantly discriminate against the

import of the toxin. This novel approach should aid the experimental study of key physiological processes such as renal

glucose re-absorption, rational drug design, and potentially the development of synthetic machines.

2.3 Introduction

The proteins and protein complexes known as molecular machines perform essential functions in the cell, including

transport, locomotion, energy production, and gene expression [5]. Secondary active transporters, the focus of the

present study, move ions and small molecules across a membrane driven by an electrochemical gradient of an ion [5].

For example, sodium-glucose transporters (SGLT) are of biomedical interest due to the vital role that SGLT1 and

SGLT2 play in the uptake of glucose in the small intestines and reabsorption in the kidneys, respectively [189], which

in turn has prompted biophysical scrutiny of their mechanisms [48, 49, 260, 22]. Numerous other transporters have also

been assayed on a quantitative basis [160, 14, 95, 132, 200, 222].

The biological mechanisms of transporters as well as other molecular machines can be modeled using chemical reaction

networks, typically along with mass action kinetics [101]. In a chemical reaction network, the system process is

decomposed into discrete states connected by transition rates between states [101] forming a network of interconnected

reactions in the state-space (Fig. 17). These networks can be modeled using the chemical master equation: a set of

differential equations describing the state probabilities and connected transition rates for each state [210]. Biochemical

networks are generally Markovian [84], have a number of different control patterns [69], and typically adhere to

specific design principles [153].

Despite the complex state-spaces accessible to molecular machines such as transporters, their mechanisms are often

described using single-pathway, highly machine-like cartoon-like models [5, 228, 19], building on the seminal

suggestions of Mitchell [166] and Jardetzky [116] (see Fig. 17). While such models are helpful for a qualitative

understanding of complex protein behavior and chemical networks, simple models may also build in unwarranted

assumptions about the system. There is growing evidence that molecular machines may exhibit complexity beyond that

embodied in typical ‘textbook’ cartoon models [160, 14]. Recent experimental studies have shown that certain

traditional model assumptions such as fixed stoichiometry [95, 132], homogeneous pathways [200], and unique binding

sites [222] may be incorrect.

As an example of mechanistic alternatives within a simple state-space, consider a hypothetical cotransporter motivated

by the SGLT symporter which transports a single substrate and is driven by an ion gradient. The state-space is

constructed using three state ‘dimensions’: conformational state, ion binding state, and substrate binding state. For this

hypothetical transporter there are two conformations, each permitting four ion/substrate binding states: fully unbound,

ion bound, substrate bound, and fully bound. Within this relatively simple state-space, we can construct four ideal

kinetic pathways (Fig. 17) that connect the minimum number of states to produce a symport cycle (i.e., intracellular

transport of the substrate coupled to ion flow). However, there are numerous additional mechanistic possibilities:
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Figure 17: Multiple Mechanisms for Ideal Symport. The four “ideal” kinetic pathways of a hypothetical symporter that transports
substrate using the available free energy of the driving ion are shown. This state-space contains eight states, and symport models
include at least six connecting transitions. [[The ion and substrate binding and dissociation events are shown explicitly here, and the
highlighted edges correspond to the pathways used to calculated the net fluxes for the substrate and ion.]]

combinations of the ideal pathways, or even non-ideal pathways including, e.g., an ion leak. Note that antiport cycles

can be similarly constructed using this same state-space [265].

Beyond the nominal functions of transporters, we also take note of one of the most remarkable properties of some

molecular machines: the ability to perform “proofreading” or error-correction [108, 178, 61]. Specifically, certain

network topologies promote enhanced selectivity (i.e., reduced error) in systems with a competing substrate

[108, 178, 61]; this enhancement in selectivity incurs a free energy cost, typically paid via hydrolysis of a

phosphodiester bond. While some aspects of proofreading networks have been examined – such as the speed, accuracy,

and dissipation trade-offs [9, 159], as well as non-equilibrium proofreading regimes [172] – the possibility that

transporters might exhibit proofreading has not been explored to our knowledge.

Here we pursue a systematic exploration of mechanistic and functional diversity, building on strategies developed

largely within the field of systems biology. Due to the challenges of modeling complex biochemical networks, such as

enumerating combinatorically large state-spaces, new approaches have been developed to keep these systems tractable.

Genetic algorithm sampling has been used to evolve complex biochemical networks such as metabolic pathways

[45, 82].
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In related work applied to ion channels, models have been fit to experimental data using genetic algorithms and

simulated annealing [91, 164, 237]. These reverse-engineering studies primarily sought optimal individual models, not

the model-sets we pursue here, and also did not account for non-equilibrium constraints on transition rates [101].

Motivated by the possibility of discovering new potential mechanisms and the limitations of current “manual”

approaches for analyzing molecular machines, we systematically explore the biochemical network model space for a

given molecular machine or function. Our approach generates diverse models that are both thermodynamically

consistent and testable. Due to their biomedical significance, we first examined transporters motivated by SGLT-type

proteins. Our results suggest there is a diverse set of possible mechanisms for these cotransporters, including

proofreading driven by an ion leak.

2.4 Methods

We have developed a custom software prototype, ModelExplorer, to study molecular machine behavior. Although this

study is focused primarily on membrane cotransporters, the software is designed to be general enough for the

exploration of other molecular systems. ModelExplorer automatically generates combinatorial state-spaces and then

uses a modified Monte Carlo Metropolis algorithm to sample the model space with a user-defined “energy” or fitness

function. This fitness function could embody experimental measurements via a weighted sum of residuals (loss

function), but here we use functionality-motivated fitness functions. The software can also impose constraints

motivated by structural or biochemical knowledge, such as prohibited states or a known order of binding events.

2.4.1 Model specification

We create a system model consisting of states and connecting rate constants. Systems states are created from all the

allowed combinations of user-specified conformational and chemical substates, and placed into physically equivalent

groupings (see S1 Text). The Monte Carlo sampling generates a trajectory in model space (Fig. 18 and see below) that

allows the selection of the fittest models, with a tempering procedure used to avoid trapping. Each model is assessed by

its steady-state behavior in the current implementation, although transient information could be employed. The

generated models may then be analyzed for kinetic pathways as well as flow stoichiometry over a range of chemical

potential conditions, resulting in experimentally testable models.

The behavior of each model is determined by the rate constants governing transitions among the states. Only

elementary transitions are allowed, i.e., single (un)binding transitions or single conformational changes. To ensure

thermodynamic consistency among all rate constants [101], we use an energy-based formulation [180, 30, 216] where a

free energy value is assigned to each state and transition state. To simplify equations, we use reduced units, with all

energies expressed in units of kBT . For a conformational transition from state i→ j, the Arrhenius-like first-order rate

constant is expressed using Hill’s notation [101] as:

αij = k0 e
−(Ebar

ij −Ei) (5)
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The user-defined prefactor k0 is set arbitrarily to 10−3 s−1, while Ebar
ij corresponds to the transition state (free) energy

and Ei < Ebar
ij is the free energy of state i. Because k0 is the pre-factor for all rate constants, its value does not affect

the mechanisms discovered, but rather it influences the overall rates as a scaling factor.

For a process i→ j involving binding or unbinding, the ion or substrate concentration is built into an effective

first-order rate constant [101] given by:

αij = e∆µijk0 e
−(Ebar

ij −Ei) (6)

with the same parameters as above, and with ∆µij being the non-equilibrium difference in the chemical potential for

the i→ j state transition:

∆µij =


−∆µx

2 , if the i→ j transition is a binding event for species x

+∆µx

2 , if the i→ j transition is an unbinding event for species x
(7)

Here, ∆µx is the difference in the chemical potential across the membrane for species x (e.g. ion or substrate) [101]:

∆µx = µin
x − µout

x = ln
[xin]

[xout]
(8)

where [xin] and [xout] are the intracellular and extracellular concentrations of species x. Note that by construction only

one species can have a binding/unbinding event during an i→ j state transition. The factor of 1/2 in eq. 7 is an

arbitrary choice for dividing the driving force and results in a symmetrical splitting of the binding chemical potential

difference. Although in principle such splitting factors can affect driven processes [63], we found empirically that

changing the factor had a minimal effect on the models discovered for the transporter systems of interest. Note that eq.

8 does not include the membrane potential for charged species (e.g., a sodium ion), which is excluded from this study to

focus on the simplest cases.

We use a novel string-based approach to construct the state-space for a molecular machine in a combinatorial fashion,

filtering out user-defined exclusions. This is best illustrated with an example for a hypothetical alternating-access

transporter of substrate (S) driven by a sodium ion (N): the state “OF-Nb-Si" represents the outward-facing (OF)

conformation with a sodium bound (Nb) and substrate inside the pertinent cell or organelle. The string OF-Nb-Si fully

defines the system state in a sufficient way for our kinetic scheme explained below, with further details given in S1 Text.

In order to investigate Hopfield-like enhanced discrimination [108], the cotransport system with a decoy substrate has

additional parameters and constraints. The decoy-bound state free energies differ from their equivalent substrate-bound

states by a fixed amount (∆∆G parameter), and have equal barrier energies. This constraint forces the enhanced

selectivity to result from the difference in binding affinities alone (∆∆G), and not “internal proofreading”, which is

consistent with Hopfield’s kinetic proofreading network [108]. Note that the difference in binding affinities in our

Hopfield-like scheme effectively changes the activation barrier height, as seen via eq. 6. See Discussion. We note that

occluded states (open to neither inside nor outside) are omitted for simplicity and that decoy and substrate are mutually

exclusive binders.
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[[Note: Here we use the terms ‘decoy substrate’ and ‘unbinding‘, which are analogous to the biochemistry

nomenclature of ‘competitive substrate‘ and ‘dissociation‘, respectively.]]

2.4.2 Model sampling

We use the Monte Carlo (MC) Metropolis-Hastings algorithm [165, 92] with tempering to sample model space, where a

trial move consists of randomly adjusting a single state or transition energy, Ei or Eij , along with the energies of its

equivalent tied members. As noted in the SI, the tied members consist of states which are physically equivalent given a

steady state where the outside and inside concentrations are fixed. Physically equivalent transitions are those occurring

between physically equivalent states; see S1 Text. Adjusting all the “tied” states during a trial move prevents physically

equivalent states in the model from having different free energies, maintaining thermodynamic consistency.

For each trial model generated using MC, we evaluate its MC “energy” or fitness based on its steady-state

characteristics. To do so, we construct a rate matrix, K, for the new model using the equilibrium and non-equilibrium

(binding) energies for each state/transition along with the modified Arrhenius equations, (eq. 5 and 6). The rate matrix,

K, can be written with the state probabilities column vector, P⃗ , to form the chemical master equation [210]:

dP⃗

dt
= −KP⃗ (9)

where Kij = −αji for each transition with i ̸= j, and Kii is the sum over outgoing rate constants,
∑

j ̸=i αij . The

chemical master equation can be solved under steady-state conditions using the definition of steady-state, dP ss
i

dt = 0, and

the additional constraint that
∑

i Pi = 1. This yields the steady-state probabilities for each state, from which we can

calculate the steady flows between states when combined with the rates [185]:

jij = P ss
i αij (10)

where jij is the steady-state flow from state i to state j, P ss
i is the steady-state probability of being in state i, and αij is

the transition rate between state i and j. The overall flux, Jx, of a species (e.g. substrate or ion) is then determined from

the sum of net flows of user-defined transitions, such as the substrate binding/unbinding transitions in the ‘inward’

facing conformation (see SI):

Jx =
∑

ij∈{x unbinding in cell}

jji (11)

[[For example, for a 1:1 cotransporter model without a competitive substrate, the ions and substrate fluxes are

calculated from the sum of the net flows of their (un)binding transitions, IF-Nb-Sx→ IF-Ni-Sx, and IF-Nx-Sb→

IF-Nx-Si, respectively. These transitions are highlighted in Fig 17.]]

Each model (set of rate constants between states) will have a Monte Carlo ‘energy’ EMC assigned (i.e. fitness score)

based on a user-defined general function. [[To be clear, each model contains the same graph of reaction states with

edges determined by their respective, and same set of reaction rate constants. The difference is the values of those rate

constants, which are explored during the Markov Chain Monte Carlo sampling. Once the biochemical network is
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defined initially, no states or edges are removed during sampling.]] In this study we use substrate flows into the cell, as

specified in the Results section for different choices of the fitness function.

Each Monte Carlo step results in a model, and thus each simulation yields a trajectory in “model space” (Fig. 18) – i.e.,

a sequence of models. By convention, lower fitness scores are more fit. The current model’s ‘energy’ is compared to the

previous model’s energy and accepted/rejected based on the Metropolis-Hastings selection criterion [165, 92]. That is,

the probability of accepting a trial move is the usual p = min[1, e−β∆EMC ], where ∆EMC is the change in the Monte

Carlo ‘energies’ of the two models, and β is the effective inverse thermal-energy parameter. We emphasize, however,

that our MC procedure does not generate a true Boltzmann-distributed thermal ensemble, and the MC β parameter is

used only to aid sampling. In order to avoid trapping in deep “energy” (high fitness) basins we employ a tempering

[254] procedure, described in S1 Text.

Figure 18: Exploration of Model Space Using Markov-chain Monte Carlo. The plot shows a ModelExplorer trajectory based on
a symporter energy function during a 1e6 MC step simulation. Note that each point represents a different fully specified model.
Energy minima correspond to models that are more fit, using EMC = −Jsubstrate as a fitness function in this case, where Jsubstrate is
the flux of substrate. Models are initially at a high energy but quickly find local minima. A tempering schedule (see S1 Text) of
alternating temperature increases and decreases prevents the simulation from being trapped in local minima.

2.4.3 Model analysis

Models can be analyzed in several ways using ModelExplorer: characterizing overall stoichiometries, kinetic pathway

analysis, and manual adjustment of selected transition rates. The ion and substrate flux of a model can be calculated

over a range of chemical potential differences by incrementing the desired chemical potential difference and updating

the non-equilibrium energy terms for each state. The rates, steady state probabilities, flows, and then fluxes are then

36



recalculated for each chemical potential increment, allowing for the examination of stoichiometry. Since

ModelExplorer calculates the net flows between states, a kinetic diagram of the network pathways can be made for a

model at user-defined chemical potential differences. [[For visual clarity of the networks, edges with a negligible net

flow relative to the other edges, were omitted from the diagrams.]] Note that the absolute flow (and flux) values are not

physically relevant due to an arbitrary overall rate constant prefactor: all flows can be scaled by an arbitrary constant

and remain consonant with the governing equations.

Furthermore, individual models may be perturbed by modifying specific state/transition energies, leading to insights on

pathway characteristics (e.g. pathway with or without leaks). Combining the kinetic pathway diagram with the flux

analysis (Fig. 19) provides a means to investigate the dynamic behavior of molecular machines and provide testable

mechanistic hypotheses. Since the flow and flux values are arbitrary (see above) the ion and substrate flux have been

scaled by the maximum flux (i.e. ion flux at largest chemical potential difference).

Figure 19: Ideal Symport in a Non-ideal (Mixed) Model. The fluxes, J , of the driving ion and substrate of an example symporter
model are plotted over a range of ion chemical potential differences. Note the 1:1 stoichiometry of the substrate to ion flux, indicating
an ideal symporter with no leaks. The ion and substrate flux have been scaled by the maximum ion flux for visual clarity. Inset:
kinetic pathway of the same symporter model at an ion chemical potential difference of −4kBT , as indicated by the vertical line.
[[The ion and substrate binding and dissociation events are shown implicitly here for visual clarity.]]

In addition to single model analysis, we have developed tools for the meta-analysis of the data – i.e., a “systems”

analysis. A simple data pipeline allows for the analysis of sampling parameters, run-to-run model distributions, and

model clustering, based on the differences in model flows. Sampling efficiency can be evaluated based on the average

time to find a sufficiently different model (i.e. cluster) during the simulation as well as the run-to-run comparison. The

run-to-run comparison tool computes the minimum distance between models found in simulation ‘A’ compared to
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simulation ‘B’ and vice versa, generating a model distribution between the runs. This provides insight into unique

models found under different simulation conditions. Models may also be clustered hierarchically [201], allowing for

the discovery of different model classes. The model differences are calculated using the Euclidean distance between the

vectors of the scaled (by vector magnitude) net flows between the states of a given model.

2.4.4 Computing details

The current prototype of ModelExplorer was written in Perl 5 with additional scripts for analysis and visualization

written using Python 2.7. The software was used on a desktop PC running Windows 10 64-bit OS with an Intel i7-6700

CPU. Each simulation was run for 1e6 MC steps, storing models every 500 MC steps to reduce the run-time and

memory requirements. Each run yielded 2000 models. For simulation parameters see S2 Table. All scripts and data for

the manuscript are available at: https://github.com/ZuckermanLab/ModelExplorer.

2.5 Results

We present results for a range of systems demonstrating the ability of the computational approach to discover both

expected and surprising mechanisms in single and competing substrate environments. For a simple cotransporter system

without a decoy, the results include validation of ideal symporter/antiporter mechanisms, selected network topologies,

and substrate/ion fluxes for a range of ion chemical potential differences. For cotransporters with an additional decoy

substrate, we analyze several features of four simulations: selected network topologies, substrate/decoy/ion flux for

varying ion chemical potential differences, network heterogeneity via clustering, and possible alternative mechanisms.

2.5.1 Ideal and mixed-mechanism cotransport with a single substrate

We first studied a transporter system with a single substrate driven by an ion gradient. To generate symport models, the

substrate chemical potential difference (∆µsubstrate) was set to 2kBT and the ion chemical potential difference (∆µion)

was set to −4kBT ; see (8). The fitness goal as embodied in the Monte Carlo energy was set to:

Esymport
MC = −Jsubstrate (12)

where Jsubstrate is the flux of the substrate into the cell (with units of s−1 that are scaled out by the Monte Carlo β

parameter) as given by (11). This promotes intracellular substrate flow against its own gradient but down the ion

gradient. Note that negative Monte Carlo energies are more fit by convention. The simulation of 1e6 MC steps yielded

the four idealized symporter cycles of Fig. 17, as well as combinations of the idealized symporter cycles (Fig. 19 and

see S3 Figure). All of these models exhibit a 1:1 ratio of substrate and ion flux into the cell - consistent with the

idealized predictions of an optimized symporter (Fig. 17).
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Antiporter behavior in the same state-space was explored by modifying the substrate chemical potential difference

(∆µsubstrate) to −2kBT and setting the fitness goal to:

Eantiport
MC = Jsubstrate (13)

where Jsubstrate is the flux of the substrate (with units of s−1 that are scaled out by the Monte Carlo β parameter).

Because MC favors lower energy, the use of (13) promotes the extracellular flow of the substrate opposite to the ion

gradient and flow. The simulation of 1e6 MC steps yielded antiporter models with a 1:1 ratio of substrate flux out of the

cell to ion flux into the cell (see S4 Figure and S5 Figure) – consistent with theoretical expectations for an optimized

antiporter.

2.5.2 Discriminative models in the presence of a competing substrate

A primary motivation for this work was the challenge of generating models with particular functions in complex

state-spaces where a combinatorial number of possibilities preclude guessing of mechanisms based on intuition.

Specifically, motivated by hints that vSGLT exhibited non-productive reversal events (substrate unbinding to the

extracellular side) [1], we wanted to investigate whether slippage events [101] might be able to enhance selectivity in

the presence of a “decoy” substrate.

To seek models capable of enhancing selectivity for one substrate over another (beyond that generated by their differing

affinities, importantly), a competing decoy substrate was added to a transport state-space that included a driving ion

gradient. The decoy substrate was set to have a weaker affinity by ∆∆G = 1kBT , but otherwise the substrates are

treated identically. The substrate and decoy chemical potential differences (∆µsubstrate, ∆µdecoy) were both set to 2kBT ,

and the ion chemical potential difference (∆µion) was set to −4kBT . The fitness function (Monte Carlo energy) was set

to:

Ecompetitive
MC = −Jsubstrate ·

|Jsubstrate|+ ϵ

|Jdecoy|+ ϵ
(14)

where, ϵ = 1e−15 improves numerical stability, and Jsubstrate and Jdecoy are the fluxes of the substrate and decoy,

respectively (with units of s−1 that are scaled out by the Monte Carlo β parameter) as defined in (11). The first factor of

equation 14 promotes the intracellular flux of the substrate (negative sign used by convention), while the second factor

promotes a high ratio of substrate to decoy flux (i.e. enhanced selectivity). Note that while the models are optimized at

an ion chemical potential difference of −4kBT , we are also able to find enhanced discrimination at larger ion chemical

potential difference (i.e., concentration) values.

2.5.3 Analysis of a single discriminative model

To highlight the power of the sampling strategy to discover non-trivial mechanisms, we examine the kinetic pathways

of a model (Fig. 20A) with enhanced selectivity. (Below this is referred to as “Model B” - MC index 29000.1, see S8

Text). This model can be described as a combination of several pathways: two pathways which symport both the ion

and substrate (Fig. 20C), and two ion leak pathways which only transport the ion (Fig. 20B, D). Here we have defined
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an ion leak as a “futile” cycle in the state-space leading solely to dissipation of the ion gradient. We can intuitively

understand the discrimination mechanism: the ion leak pathways (which include the central horizontal arrow in Figure

20B, D) drive the substrate and decoy to unbind in the outward facing conformation (on the left side of the diagrams).

Due to the 1kBT difference in binding affinities, the substrate is more likely to rebind and be transported into the

intracellular region. In fact, under the conditions which lead to the flows shown in Figure 20A, there is negligible decoy

flow into the cell, which is why no flow arrow is shown connecting the two decoy-and-ion bound states. The

mechanism of this model directly echoes the driven tRNA unbinding from the ribosome analyzed by Hopfield [108].

Figure 20: Dissection of a Single Model Exhibiting Enhanced Selectivity Into Component Pathways. The full model is shown
in (A) with the net probability flows scaled by the largest edge flow, while panels (B) - (D) are various continuous cycles abstracted
from the full model. (B) An ion leak pathway in which the substrate and ion bind extracellularly, but only the ion is transported into
the cell because the substrate unbinds on the extracellular side. (C) A (split) cotransport pathway in which the substrate and ion both
are transported into the cell. (D) A second ion leak pathway, mirroring (B), in which the decoy and ion bind extracellularly, but only
the ion is transported into the cell. Overall, the substrate and decoy are both driven to unbind in the outward-facing conformation,
shown on the left, due to ion leak pathways. However, due to the difference in binding affinities between decoy and substrate, the
substrate is more likely to rebind and be transported into the intracellular region. The full process employs the ion leaks to enhance
selectivity. [[The ion and substrate binding and dissociation events are shown explicitly here.]]

Selectivity can be examined over a range of driving ion chemical-potential differences, ∆µion, by examining the

substrate and decoy substrate fluxes (Fig.21). The discrimination ratio of substrate to decoy, Jsubstrate/Jdecoy, is

essentially perfect at the value used to perform the MC sampling, namely ∆µion = −4kBT , where the decoy flux

vanishes while the substrate flux remains significant. Interestingly, in the range −4kBT < ∆µion ≲ −3kBT , substrate

is pumped into the cell, while the decoy flows out, down its gradient.
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Figure 21: Enhanced discrimination driven by an ion leak. (A) For the model of Fig. 20, the substrate, ion, and decoy flux
are shown for a varying chemical potential difference of the driving ion. Note the negligible decoy flux relative to the substrate
flux near −4kBT . Inset is the kinetic pathway diagram of the model at a specific chemical potential difference (−4kBT , vertical
line) of the ion. (B) The same discriminative model as in (A), but with the energy barrier between the ion-only bound states in the
inward and outward conformations raised by 100kBT , effectively shutting off the ion leak. Both the substrate and decoy fluxes
increase. [[Because there is no driving force from the ion leak pathway that pushes both the substrate and decoy to unbind (see inset
A vs B), the substrate and decoy are transported based on their binding affinities, resulting in a larger flux in both species but lower
discrimination. This is shown in panel C. ]] Inset is the kinetic pathway diagram of the model with the leak removed, resulting in
two symmetrical pathways for substrate and decoy transport. (C) Comparing the ratio of substrate to decoy flux (selectivity) for the
same model with and without an ion leak. With the ion leak, the selectivity approaches infinity due to the negligible decoy flux. In
contrast, removing the ion limits the selectivity to the expected equilibrium-like value of e∆∆G=1. Note that the sign change of the
selectivity is due to the change in substrate and decoy flux direction. [[For visual clarity, the binding and dissociation events are
shown implicitly. We note that the y-axis of panel C has a different range than panels A and B. From ∆µion -4 to -3 kBT , the ratio
of substrate to decoy fluxes for the discriminative model is negative, and is positive elsewhere, as expected from the panel A flux
traces. ]]
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To further investigate the mechanism of enhanced selectivity, we compared the original model B (Fig. 21A) to the same

model with the ion leak removed (Fig. 21B, note absence of central horizontal flow). The leak-free model – generated

by increasing the ion-only-bound conformational transition barrier energy by 100kBT – has symmetric pathways for

both substrate and toxin transport (Fig. 21B inset). Removing the leak dramatically decreases discrimination, as shown

in Figure 21C, especially near the ion chemical potential difference ∆µion = −4kBT at which MC sampling was

performed. In particular, the leak-free model exhibits a decrease in selectivity, approaching the expected

equilibrium-like value of e∆∆G ≈ 2.7 with ∆∆G = 1 (see Fig. 21B and S6 Figure) [108]. This suggests that the ion

leak is the prime mechanism driving enhanced selectivity for this model.

2.5.4 Meta-analysis of discriminative models

Our model-sampling approach yields numerous models. We examined them on a “systems basis” using a filtering and

clustering procedure.

To start, we filtered for the highest-performing models found during four separate runs of 1e6 MC steps (see S8 Text).

Specifically, models were filtered based on the ion-to-substrate flux ratio being greater than 0.1, and the

substrate-to-decoy ratio being greater than 10e∆∆G (ten times the expected discrimination ratio at equilibrium) [108],

where ∆∆G = 1 is the difference in binding affinities between the substrate and decoy substrate. These filtering

constraints ensured that the analysis only contained models with a sufficient stoichiometry of sodium ions to the

substrate, as well as a minimum baseline for enhanced selectivity.

Filtering for performance resulted in 1783 of the aggregate 8000 models exhibiting enhanced selectivity, and we probed

these via clustering based on a similarity metric. Clustering revealed four different mechanistic model classes (clusters)

with differing kinetic pathways leading to enhanced selectivity (Fig. 22). Procedurally, for each model in the filtered set,

the flows on all edges were scaled by the Euclidean norm of edge flows in that model. The normalized edge flows define

a flow vector used to calculate Euclidean distances and perform complete-linkage clustering [201] based on a distance

threshold of 0.65, which we found empirically to reveal qualitatively different pathways. [[The flow vector represents

the normalized edge flows of each network edge and has the same length and order for each model (i.e. the same edges

are used, none are removed). For visual clarity, edges with negligible normalized flow were omitted from the kinetic

diagrams. The clustering distance threshold was iteratively adjusted until the kinetic pathway diagrams (and flux traces)

of several randomly selected models were similar within each cluster, yet distinct from the other pathway diagrams of

the other clusters. Representative models were chosen randomly from this set of random models from each cluster.]]

All model clusters, which importantly were filtered for enhanced selectivity of substrate over decoy, contain an ion leak.

As discussed previously (see Fig. 20), the models shown in Figure 23 contain “futile” ion-leak cycles, which consist of

all the paths that include the central arrow connecting the ion-only-bound outward-facing to inward-facing

conformations. In many, but not all models (see models in clusters A, B, D), this ion leak is coupled to substrate and

decoy unbinding in the outward-facing state. In other words, the molecules bound to the OF state of the transporter are

effectively ejected back to the extracellular space in a process that expends free energy from the ion gradient.
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To further confirm the role of the futile ion cycle in promoting selectivity, the ion leak was removed for each of the

representative cluster models (Fig. 23A-D). This was done by raising the corresponding energy barriers as described

previously for model B. The resulting leak-free models again exhibited a decrease in selectivity to the expected

equilibrium value (e∆∆G with ∆∆G = 1), indicating that the ion leak is indeed the driving mechanism for enhanced

selectivity in our models as in Hopfield-like kinetic proofreading [108]. We note that in our formulation, the difference

in binding affinities is effectively a kinetic parameter that adjusts the reaction rate, as seen from (6). Our results are thus

consistent with recent theoretical arguments which suggest that only kinetic parameters adjust the ratio of stationary

fluxes [9].

2.5.5 Model class analysis

It is instructive to examine all the model classes further to understand their differences. Models corresponding to

clusters A and B (Fig. 23A,B) share a similar network structure where the substrate (or decoy) tends to bind before the

ion, followed by the unbinding of both substrate and decoy, which favors the stronger-binding substrate for transport. A

and B differ slightly in that models in cluster A contain an ion-only binding transition in the outward conformation and

have a single unbinding pathway for the substrate and ion in the inward-facing conformation (i.e. one symporting

pathway). The models in cluster B have two unbinding pathways for the substrate and ion in the inward-facing

conformation (i.e. two symporting pathways, see Fig. 20C).

The model class of cluster C (Fig. 23) embodies a much less intuitive mechanism. First, the model is fully connected:

each allowed state transition has a non-zero flow. Unlike the other three model classes, class C does not exhibit a net

Figure 22: Pathway Meta-analysis: Clustering analysis of the best-performing models based on model similarity. The
dendrogram was truncated to four levels for visual clarity, with the number of models below the truncation shown in parenthesis.
Dendrogram created using Python/SciPy and Matplotlib.
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Figure 23: Kinetic Pathways of the Four Model Classes (A-D) Found From Clustering Analysis (Fig. 22). Each of these models
exhibits a high level of selectivity due to an ion leak, as discussed in the text. Note that the net flow values shown along edges
are scaled by the maximum flow edge of the individual model. [[For visual clarity, the binding and dissociation events are shown
implicitly.]]

flow of substrate unbinding in the outward-facing conformation. Model C also contains parallel futile cycles with no

net transport for either the substrate and decoy in which the ion dissipates its gradient. In the inward-facing

conformation, both the substrate and decoy are driven by the ion leak to bind and then unbind again, resulting in more

substrate than decoy flux due to their different binding affinities.

Models in cluster D (Fig. 20) contain unbinding steps for both the substrate and decoy in both OF and IF conformations,

driven by an ion leak. On the OF side, ion driving appears to force all the decoy to unbind, since there are no horizontal

transitions from outward-facing on the left to the corresponding inward-facing states on the right, whereas a fraction of

the native substrate remains bound (stronger affinity by ∆∆G = 1kBT ) during the OF-to-IF conformational transition;

more precisely, there is an equal and opposite flow of conformational transitions for the decoy-bound states, while the

substrate exhibits a net productive flow into the cell. The ion leak also drives the substrate and decoy to bind and unbind

in the inward-facing conformation, but these processes ‘cancel out’ and do not lead to net flux of the decoy substrate.

For all four models, at low ion chemical potential differences (similar to the magnitude of the substrate/decoy chemical

potential difference), there is a regime where the ion and substrate are transported into the cell, and the decoy is

transported out of the cell (see Fig. 21A and S7 Figure). This suggests an alternative mode of transport in which the

cell ’detoxifies’ by exporting the decoy substrate.
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We can also probe the costs and restrictions on enhanced selectivity. Although our Monte Carlo sampling optimized

substrate-to-decoy selectivity at a particular set of chemical-potential differences, the enhanced selectivity generally

occurs over a range of thermodynamic driving forces (S12 Figure). However, some models exhibit high selectivity at a

low cost (i.e., low stoichiometric ratio of ion to substrate flux), without any added constraints on the flux ratios.

Analysis of the representative models suggests that uniformly high discrimination over a range of thermodynamic

conditions occurs with a correspondingly uniformly high cost (see S11 Figure), although this is not necessarily a

representative sample. This issue will be of interest in future work.

2.6 Discussion

Overall we have seen that Monte Carlo sampling of model space can find diverse, testable models that provide insight

into complicated cotransport systems. Unlike prior related work for ion channels [91, 164, 237], we have not sought to

fit or optimize a single model to a set of experimental data. Rather, we have taken a systems approach in asking for sets

of models capable of performing a given function and applied this to discover multiple transporter models with a

discriminatory capability not previously envisioned in the literature, to our knowledge. Our main point is not that

proofreading surely occurs in transport, but rather that an automated approach is required to consider mechanistic

possibilities in a systematic way.

First, the model-sampling approach systematically identified ideal and mixture pathways for both simple symporters

and antiporters, validating the approach. Subsequent study of a more complex state space including the very realistic

possible binding of a “decoy” substrate indicates the possibility of cotransporters that exhibit enhanced selectivity

similar to Hopfield’s and Ninio’s kinetic proofreading models [108, 178]. The enhnanced-selectivity models all exhibit

an ion leak which, when removed, prevents the enhanced discrimination. This apparently unreported mechanism for

secondary active transporters can enhance selectivity to a remarkable degree in a limited range of conditions. Clustering

analysis of all models sampled shows a fairly diverse group of model classes that exhibit enhanced selectivity using

different kinetic pathways. [[However, we acknowledge that our sampled models may not be representative of all

possible kinetic pathways for enhanced selectivity and that there may be more diversity within our clusters than

presented in our selected representative models. Future work will explore enhanced sampling and classification

methods for a more robust characterization of transporter mechanisms.]]

Every kinetic model that is generated is also thermodynamically consistent with both equilibrium and non-equilibrium

constraints. Since all biochemical reactions are governed by the laws of thermodynamics, this consistency is an

important part of accurately modeling the mechanisms of molecular machines. The energy-based formulation of

reaction rates αij , including non-equilibrium effects where appropriate, combined with an automated state-space

construction distinguishes our method from similar approaches. We believe the steady-state conditions studied here

provide the best simple model for many cellular conditions which may change very slowly – over timescales of minutes,

hours, or days – but undoubtedly transient effects are important for some physiological conditions such as release from
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starvation conditions. Also many experiments study transient phenomena by construction [160, 14, 132, 200] and so it

will be valuable to use our models accordingly in future work.

Although our approach was not developed for the study of evolutionary molecular biology, the method “discovers”

working models starting from unproductive models akin to earlier work [45, 82, 91, 164, 237]. The changes to rate

constants observed in some trajectories may be related to structurally feasible changes. In the future, a more

sophisticated approach could attempt to build in additional structural constraints to develop candidate feasible pathways

for transporter evolution. We note that the present study already included constraints on the similarity of substrate and

decoy, as well as their mutually exclusive binding.

In addition, by utilizing additional ‘base states’ (i.e. Ni, No, Nb, see S1 Text) our method may be extended to include

an arbitrary number of additional binding sites for a given species. This will generate a larger state-space to search for

models with a range of possible substrate/solute binding sites and pathways. This capability is particularly useful to

study systems which may exhibit variable (or unknown) substrate/solute stoichiometries [132] and is a direction for

active work.

All the enhanced-selectivity models sampled in this study, by construction, were of the ‘Hopfield type’ [108] where

substrate discrimination results from the interplay of an external driving force (due to the ion gradient) and a difference

in binding affinity between the two substrates. No additional differences between the substrate and decoy were

permitted: specifically, all barrier energies were constrained to be identical for both species. Note that by Eqs (1) and

(2), our barrier energies Ebar are absolute energy levels and not the conventional “barrier heights,” which are energy

differences Ebar
ij − Ei. Thus, in our Hopfield-like model with equal Ebar

ij values for substrate (S) and decoy (W), the

effective barrier heights differ between S and W because the stabilities (affinities) Ei differ. In other words, the kinetic

parameters are coupled to the affinity/stability parameters, although formulations can be constructed in which they are

independent [9].

Hopfield-type proofreading differs from what might be called “internal proofreading” where additional discrimination

results from differing barrier heights [61]. Biological proofreading can be expected to mix both mechanisms to some

degree [9], but we chose to focus on Hopfield proofreading because an arbitrary degree of discrimination can result

from differing barriers – for example, if the decoy species has a negligible on-rate for the transporter. Our approach

differs somewhat from Hopfield’s and Nino’s [108, 178] in that no irreversible steps enter our models. The full

reversibility appears to be a necessary ingredient in the ideal discrimination (unbounded ratio of substrate to decoy flux)

that occurs in some models for specific concentrations.

As emphasized decades ago by Hill [100], in complex networks such as those explored here, it is the network as a

whole rather than key steps which define the mechanism. The current networks are simple enough that we can point to

intuitive processes coupling ion leaks to unbinding, but the mechanism is defined by the overall process. Undoubtedly,

in more realistic networks including a fuller set of conformational states, it will become more difficult to describe an
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intuitive mechanism. Nevertheless, the principles uncovered in the simple systems can provide useful guidance for

conceptualizing complex systems.

2.7 Conclusion

Motivated by evidence for the alternative behavior of molecular machines, we have developed a thermodynamically

consistent approach to systematically explore a range of mechanisms, generating multiple experimentally testable

kinetic models based on a predetermined fitness function. Prior work has focused on developing individual sets of

optimal parameters [91, 164, 237] and not on generating model sets, which we believe is essential for developing

precise mechanistic hypotheses. The approach was designed for complex state spaces which can be automatically

generated, and which would be difficult to analyze by intuition alone. To our knowledge, the platform is the first to

enable model sampling building in both equilibrium and non-equilibrium thermodynamic rules. This ‘systems biology’

approach to analyzing mechanisms of molecular machines was applied to a cotransporter state-space with and without a

decoy substrate. After validating the method against ‘textbook’ symporter/antiporter models, we generated a variety of

mechanisms that enhance selectivity – including Hopfield-like proofreading networks, which could have important

biological implications and biotechnology applications. The mechanisms discovered using an automated approach

would be difficult to design on an ad hoc basis starting from a limited set of experimental structures.

2.8 Supporting information

[[See the attached appendices for the supporting information on this chapter.]]

S1 Text. Detailed methods. Details regarding the string-based creation of states, state definitions, equivalent

states/transitions, tempering procedures, and flux calculations

S2 Table. Simulation parameter values. Table containing the parameter values used for each of the simulations in

this study.

S3 Figure. Symporter model pathway (without decoy substrate). Pathway of a symporter model found at MC step

= 1800. This model exhibits a combination of all four ideal symporter pathways which result in the intracellular

transport of one substrate per ion. Note that the flows are scaled by the largest flow edge.

S4 Figure Antiporter model pathway (without decoy substrate). Pathway of an antiporter model found during the

antiporter simulation run at MC step = 845000. This model exhibits a combination of two ideal antiporter pathways

which result in the extracellular transport of one substrate per ion. Note that the flows are scaled by the largest flow edge

S5 Figure. Antiporter flux diagram (without decoy substrate). Flux of an antiporter model found during the

antiporter simulation run at MC step = 845000, analyzed over a range of ion chemical potential differences. This model
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exhibits a 1:1 ratio of ion influx to substrate efflux over a wide range of ion chemical potential differences. Note that the

fluxes are scaled by the largest flux value.

S6 Figure. Symporter model pathway with ion leak removed (and decoy substrate present). Pathway of the

model with enhanced selectivity representing cluster B, with the futile ion cycle removed. The energy barrier between

the ion-only bound states in the inward and outward conformations was raised by 100 kBT , effectively shutting off the

ion leak. Note the two symmetrical pathways for substrate and decoy transport. The net flows have been scaled by the

maximum flow edge.

S7 Figure. Flux diagrams of the representative models for each cluster. Flux of the representative model for each

cluster, scaled by the maximum flux, over a range of ion chemical potential differences. Each model has a narrow

regime where the toxin flows down its gradient out of the cell, while the substrate is driven into the cell by the ion. Near

the optimized conditions for the simulation, ∆µion = −4kBT , these models have negligible decoy flux, resulting in an

unbounded substrate to decoy discrimination ratio.

S8 Text. Model clustering method. Details on the clustering procedure, parameters, and the chosen representative

models.

S9 Figure. Trajectory in model space. Trajectory in the model space of four different 1e6 Monte Carlo (MC) step

simulations at different sampling settings. Simulations were run for transporters in a ‘competitive’ environment with a

decoy using the MC energy function: −Jsubstrate
|Jsubstrate|+ϵ
|Jdecoy|+ϵ where Jsubstrate and Jdecoy are the fluxes of the substrate and

decoy respectively, and ϵ = 1e-15. Lower MC energy values denote models that are more fit, by convention. As shown

in the figures, the tempering schedule aids in avoiding low energy basins. Note that each point on the trajectory is a

kinetic model.

S10 Figure. Trajectory in cluster space. Trajectory in the cluster space of four different 1e6 MC step simulations.

Simulations were run for transporters in a ‘competitive’ environment with a decoy. Models were filtered based on a cost

(ion to substrate flux ratio) below 10, and selectivity (substrate to decoy ratio) above 10e∆∆G=1. Clusters were

determined using hierarchical clustering with complete-linkage and the Euclidean distance between the scaled flows of

each model. The threshold of 0.65 was determined empirically to produce qualitatively different kinetic pathways.

These graphs indicate that each run only finds a few model classes during the simulation – implying the need for

improved sampling methods. Note that in run 4, models meeting the selection criteria (i.e. cost and selectivity) were not

found until approximately 1.5e5 MC steps.

S11 Figure. Cost of the representative models. The cost of the representative model for each cluster, over a range

of ion chemical potential differences. All of these models exhibit a cost above the ideal 1:1 stoichiometric ratio for a
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wide range of chemical potential differences. The extra ions transported relative to the substrate suggest a futile ion

transport cycle - i.e. an ion leak. Note that the cost was not included as a constraint in the energy function

S12 Figure. Selectivity of the representative models. The stoichiometric ratio of the substrate to ion flux

(selectivity), over a range of ion chemical potential differences. All the models demonstrate enhanced selectivity over a

range of chemical potential differences, and unbounded selectivity at the optimized condition (at ∆µion = −4kBT ).

Models A and D exhibit enhanced discrimination over a wide range of conditions. The expected equilibrium value

(e∆∆G=1) is shown as a reference. Note that this stoichiometric ratio was used as a primary constraint in our energy

function.

Acknowledgments

We thank Barmak Mostofian and Jeremy Copperman for their helpful discussions.

49



3 Constructing a robust pipeline for calibrating mechanistic transporter

models

50



Constructing a Robust Pipeline for Calibrating Mechanistic Transporter Models

August George1, Daniel M. Zuckerman1*,

1 Department of Biomedical Engineering, Oregon Health and Science University, Portland, Oregon, USA

* zuckermd@ohsu.edu

3.1 Abstract

Mechanistic modeling holds out the promise of providing valuable insights into the intricate processes of proteins, such

as membrane transporters implicated in numerous diseases. A significant challenge in this field is ensuring accurate

estimation of model parameters consistent with the data. Issues such as model construction errors, poor convergence of

parameter estimates, inadequate validation, and sparse data often result in biased parameter estimates which yield

inaccurate predictions. Our research introduces a Bayesian inference pipeline designed for solid-supported membrane

electrophysiology-based (SSME) experiments. We propose strategies for model construction, simulation, and

calibration suitable and present a high-performing, reproducible pipeline that encompasses user-friendly model

construction, optimized model simulation, and efficient model calibration using Bayesian inference. Our results

indicate that we can reliably estimate microscopic biophysical properties of complex protein systems from small,

sparse, and noisy datasets while maintaining unbiased prior assumptions of the model. This work advocates for a shift

towards more robust model calibration methods and sets the stage for studying more complex systems as well as more

traditional systems biology models.

3.2 Author summary

This research aims to enhance our understanding of proteins, specifically transporters, which perform essential

biological processes. Our method uses mechanistic models, mathematical descriptions of the underlying biochemical

reactions, to discern the complex behavior of these proteins. Determining the exact set of biochemical reactions and

their governing parameters is challenging experimentally due to the inability to directly observe all the microscopic

processes that occur during transport. To help overcome these obstacles, we have developed a computational approach

to determine model parameters and their uncertainties that use data generated from an emerging experimental method.

We utilize state-of-the-art techniques to construct mechanistic models, simulate experimental assays used in transporter

research, and statistically infer the model parameters. Our approach is validated using synthetic data with known

parameter values, demonstrating the ability for unbiased model parameter estimation. These promising results pave the

way for a more comprehensive study of transporter mechanisms.
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3.3 Introduction

Proteins are nanometer-scale biological assemblies that perform specific functions that are required for life [4, 5, 19].

They are involved in critical processes such as signal transduction, structural support, and transport [5, 93, 128, 83]. Of

interest in this study are secondary active transporters which use the energy stored in electrochemical gradients to

selectively move nutrients across a membrane [5, 25, 64]. These proteins have substantial relevance to biomedical

research given their connection to several diseases and role as therapeutic targets for diseases such as diabetes and

depression [257, 236, 154, 76, 145]. A notable example is the use of selective serotonin reuptake inhibitors which

target serotonin transporters and are used to treat anxiety and depression [157, 207]. In addition, certain active

transporters have shown complex transport mechanisms, such as the ability to efflux a wide range of dissimilar drugs,

contributing to multidrug resistance as found in some infectious diseases and cancers [97, 199, 115, 86, 200].

While transporters have been extensively studied, determining their biophysical mechanisms and kinetics, i.e. the exact

set of biochemical reactions and their respective reaction rate constants, is an ongoing challenge

[116, 54, 239, 261, 264]. Due to the time and length scales of many membrane transporters, their mechanism can only

be partially observed with experimental methods, and traditional atomistic simulations are computationally intractable

[124, 55]. Instead, biochemical reaction networks are commonly used to describe complex biological processes [249, 6].

Mathematically, each biochemical reaction is represented with a rate equation that determines how the concentrations

of products and reactants change over time, typically governed by a reaction rate constant. These equations are

combined to form a system of ordinary differential equations (ODEs), which when given the rate constants and initial

values, can be integrated to fully predict the time evolution of the model. Alternatively, the differential equations can be

simulated stochasticly, such as with the Gillespie algorithm [77]. This approach is typically used when random

fluctuations of the underlying chemical reactions are significant, such as with a small number of molecules [98, 235].

These types of network models can scale from the behavior of proteins involved in transport to the complex processes

involved in cell metabolism [81, 56, 68]. Given the complexity of these types of models, it is important to use

systematic approaches to construct, validate, and calibrate each model to reduce bias and the chances of human errors.

Great strides have been made in the greater systems biology field to develop best practices [155, 167, 196] and robust

tools, such as interoperable models using systems biology markup language (SBML) [111, 127], efficient model

simulation with Libroadrunner [230], rules-based construction of networks using BioNetGen [60], and all-in-one

packages such as COPASI [107]. However, there have been limited applications towards membrane transport proteins,

and accurately and efficiently determining model parameters (i.e. reaction rate constants) and their uncertainty from

data is an ongoing challenge [196]. Unbiased parameter estimates are needed to improve our understanding of the

underlying biological processes, as well as ensure that the model predictions are accurate.

Two common approaches for parameter estimation are maximum likelihood estimation (MLE) [134] and Bayesian

inference (BI) [73, 256]. Briefly, MLE returns the model parameters that best fit the data given a likelihood (or cost)

function. Optimization methods such as simulated annealing [133] or genetic algorithms [126] are used to determine
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the optimal set of parameters given the data, but the high-dimensional, non-convex, and non-linear nature of many

biological models makes convergence challenging in practical timescales. While MLE only returns a single value,

methods utilizing the profile likelihood, bootstrapping, and the curvature near the maximum likelihood function (i.e.

Fischer information matrix) can be used to quantify the uncertainty of the model parameter estimates [144, 58, 221, 67].

In contrast, Bayesian inference, generates a distribution of model parameters that fit the data, given some prior

assumptions about the parameters and data, as well as a likelihood function. Bayesian inference is based on Bayes’

theorem:

p(θ|D) =
p(D|θ)p(θ)

p(D)
∝ p(D|θ)p(θ) (15)

where p(θ|D) (i.e. posterior) is the probability of a parameter set given the data, p(D|θ) (i.e. likelihood) is the

probability of the data given a parameter set, p(θ) (i.e. prior) is the probability of the parameters, and p(D) (i.e.

evidence) is the probability of the data. One challenge in BI is the choice of priors and likelihood, which may introduce

strong biases into your model, and should be carefully chosen based on domain knowledge. In addition, the posterior

requires the integration of a complex multidimensional integral which is generally intractable for problems of interest.

Markov chain Monte Carlo (MCMC) [220, 36, 117] and variational inference (VI) [24, 263, 52] are two methods that

numerically approximate the posterior distribution. Variational inference trades accuracy for efficiency by optimizing

tractable distributions (like Gaussians) to approximate the true posterior distribution. For complex models, the

distributions used in VI may not be sufficient to accurately capture the complexity of the posterior. As an alternative,

Markov chain Monte Carlo methods are statistical sampling methods that generate a random list of parameter values, a

Markov chain, that after convergence will approximate the posterior distribution. Briefly, a new parameter value is

randomly selected based on its current value, and either accepted or rejected based on the probability of that candidate

parameter value [165, 92], creating a long chain of parameter values that eventually approximate the target distribution.

This accuracy comes at an increased computational cost, and convergence may still be intractable due to issues arising

from large dimensions, complex posterior geometries, and strong parameter correlations [203, 42]. Many different

software tools [32, 184, 72] and algorithms have been developed to address these issues such as Hamiltonian Monte

Carlo [20], and sequential Monte Carlo [38], but choosing the appropriate algorithm and its associated hyperparameters

is non-trivial for biochemical reaction network models, and great care should be used when checking for convergence.

Here we develop a parameter estimation pipeline using Bayesian inference for secondary active transporters that

combines current best practices and methodologies in systems biology with an emerging experimental technique for

transporter research, solid-supported membrane electrophysiology (SSME). SSME involves a series of external

concentration perturbations that yield a net aggregate measurement of transient current, which is generated by the

movement of ions across the membrane via transporter proteins. SSME experiments can have higher signal-to-noise,

higher time resolution, and improved stability compared to traditional electrophysiology methods [214, 12, 13]. Like

other systems biology datasets such as those used to study gene expression dynamics [71, 112] or signal transduction

53



pathway models [173, 3], SSME generates noisy time series data that changes over time due to perturbations and is

sparse compared to the number of model parameters.

While related work using model calibration and Bayesian inference has been done in many areas within systems

biology [155, 151, 152, 26], including ion channel transporters [169, 31, 224], to our knowledge no robust pipelines

have been developed focused on secondary active membrane transporters or SSME-type experiments. Motivated by this

gap in methodology and application, we present a tool to efficiently simulate SSME-like assays for a given transporter

model and estimate its parameters via machine learning accelerated Bayesian inference. We validate our method using

synthetic data with known synthetic ground truth and show that precise estimation of microscopic rate constants is

indeed possible for transporter models and SSME-like datasets - even with extremely uninformative priors.

3.4 Materials and methods

3.4.1 Pipeline overview

Our methodology involves the following steps as shown in Fig 24: We select a dataset representing an SSME assay

current trace. The Bayesian inference probabilistic model (priors and likelihood) is defined as well as an ODE model

describing the biochemical network for the transporter. Assay conditions for the simulation are also defined in

alignment with the data. Once the model calibration problem has been specified, we do Bayesian inference. This

process iteratively selects model parameter values, simulates the assay based on the parameter values and problem

specification, computes the likelihood, and then accepts or rejects that parameter candidate. After convergence, the

Bayesian inference pipeline will output the posterior, a rich set of parameter distributions of the model based on the

given data.

Figure 24: Model Calibration Pipeline for Transporter Research The different elements of the process to estimate transporter
reaction rate constants and assay nuisance parameters from SSME-like data.
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3.4.2 Transporter model specification

We use an idealized tightly coupled 1:1 antiporter transport cycle (see Fig 25) based on an alternating access model

which is the prevailing mechanism used for secondary active transporters [116, 64, 147]. Here, the transporter is

assumed to pivot between an outward-facing and an inward-facing conformation, ‘OF’, and ‘IF’ respectively. In the

forward direction, one ion (H) is transported from outside to inside, while the substrate (S) is transported from inside to

outside (see figure). The transporter reaction cycle consists of a set of coupled elementary biochemical reactions such

as species binding, unbinding, and protein conformational changes, where each reaction is governed by reaction rate

constants. Note each reaction is reversible and that the transport cycle is therefore reversible under certain

electrochemical conditions.

Figure 25: Antiporter Transport Cycle A cartoon representing the biochemical reaction network of coupled transport of an ion (H)
and substrate (S) across a membrane via an alternating access mechanism, with outward-facing (OF) and inward-facing (IF) protein
conformations.

The change in each biochemical species over time is defined with a set of ordinary differential equations (ODEs)

motivated by the law of mass action [250, 251, 129]. Here the rate of a reaction is assumed to be the product of the

reactant concentrations. That proportionality constant is the reaction rate constant, kji , where i is the reaction step and j

denotes the forward (’f’) or reverse (’r’) reaction.
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The governing differential equations are shown below (see the SI for specific reaction rates):

dHin

dt
= kf4 · IF_Hb_Sb− kr4 · IF_Sb ·Hin,

dSin

dt
= −(kf3 · IF_Hb · Sin − kr3 · IF_Hb_Sb),

dOF

dt
= (kf6 ·OF_Sb− kr6 ·OF · Sout)− (kf1 ·OF ·Hout − kr1 ·OF_Hb),

dOF_Hb

dt
= (kf1 ·OF ·Hout − kr1 ·OF_Hb)− (kf2 ·OF_Hb− kr2 · IF_Hb),

dIF_Hb

dt
= (kf2 ·OF_Hb− kr2 · IF_Hb)− (kf3 · IF_Hb · Sin − kr3 · IF_Hb_Sb),

dIF_Hb_Sb
dt

= (kf3 · IF_Hb · Sin − kr3 · IF_Hb_Sb)− (kf4 · IF_Hb_Sb− kr4 · IF_Sb ·Hin),

dIF_Sb
dt

= (kf4 · IF_Hb_Sb− kr4 · IF_Sb ·Hin)− (kf5 · IF_Sb− kr5 ·OF_Sb),

dOF_Sb
dt

= (kf5 · IF_Sb− kr5 ·OF_Sb)− (kf6 ·OF_Sb− kr6 ·OF · Sout).

Here the outward or inward-facing conformation state is denoted with an ‘OF’ or ‘IF’ respectively, and the ion and

substrates are compartmentalized as inside (‘Xin’), outside (‘Xout’), or bound to the protein (‘Xb’), with the rate

constants as specified earlier. Due to the nature of the SSME experiment, the outside concentrations are held fixed for a

given assay stage (i.e. dHout
dt = dSout

dt = 0).

To account for the effects of the membrane voltage on the transport of charged chemical species we use a modified

Arrhenius rate formulation using Eyring rate theory [23, 85]:

kji (V ) = kji (0) exp(−ϵ
j
iV F/(RT )) (16)

where kji (0) is the rate constant at zero voltage, F, R, and T are their usual biophysical meanings, V is the membrane

voltage, and ϵji is the fractional charge transported during reaction step i, in the j (forward or reverse) direction. In our

model, it is assumed that all the charge is transported when an ion, H+, binds or unbinds inside the liposome. In other

words, ϵf4 = 1, ϵr4 = −1, and all other ϵ = 0.

The membrane voltage, V, is time-dependent and is approximated using an idealized capacitor model of the membrane

[104, 27, 187]:

Vm(t) = Q(t)/Cm =

∫
I(t)dt/Cm (17)

where I(t) is the current of the transported ion, derived from the change in concentration of the ion inside the liposome,

and Cm is the capacitance of the liposome membrane, which is known empirically. Empirical results for our model

suggested a negligible effect of the membrane voltage on the rate constants and observables (see SI).

At equilibrium, the products of the forward reaction rate constants must equal the products of the reverse reaction rate

constants for each step to preserve microscopic reversibility [101, 15]. This necessarily means that one rate constant is
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not independent. In our implementation, we explicitly set k−6 as the non-independent rate constant defined by the ratio

of remaining forward and reverse reaction rate constants. See the SI for more details on the model specification.

3.4.3 Synthetic assay specification

We simulate three-stage SSME assays (see Fig 26) motivated by Gdx and EmrE transporter research [240, 114] to test

and validate our model calibration strategies, although our implementation is flexible to accommodate other assays. In

short, transporter proteins are reconstituted into liposomes which are deposited on a solid-supported membrane. The

system is in a controlled external bath solution and allowed to equilibrate to a steady-state. After an equilibration phase,

the external concentrations are perturbed to create a chemical gradient that drives solution exchange and transport until

a new steady-state is reached. The transport of ions across the membrane creates a charge differential. Since the

liposome membranes and the solid-supported membrane are coupled, the charge differential across many liposomes

and transporters generates a net current that can be measured externally (see Fig 26). We refer to the guide by Bazzone

et al [13] for a more in-depth discussion on SSME for transporter research.

Figure 26: SSME Assay Diagram Simplified diagram of an SSME experiment with a three-stage assay (top) and observed output
(bottom). A collection of liposomes with transporters is deposited on a solid-supported membrane in an external bath solution. The
concentrations of the external species is perturbed after equilibration which induces a transient current via the transport of ions across
a membrane.

We numerically simulate the assay by integrating the ODEs describing the system in three discrete sections

corresponding to the equilibration, activation, and reversal stages at t=0, 1, and 2 seconds. During each assay stage, the

external bath solution concentrations are adjusted and held at a fixed value (see concentration tables in SI). We use a

stiff ODE solver (CVODES) [217] with a low tolerance to improve numerical stability. The net current is calculated

from the change in internal ion concentrations of a single liposome – converting from the change in molar

concentration to current, and multiplying by the number of liposomes in the experiment.

Inet(t) = Iliposome(t)Nliposomes = (
d[H+

in]

dt
VolinNAvz)Nliposomes (18)
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where Volin is the internal volume of a single liposome embedded with transporters, NAv is Avogadro’s constant, z is

the elementary charge of an H+ ion, and Nliposomes is the total number of liposomes in the SSME assay. Here we

assume uniformity across the aggregate of liposomes. We do not explicitly model water or the anions of the bath

solution mixture, which are assumed to be controlled during SSME-like experiments to have a negligible effect on the

(synthetic) observed current. Furthermore, for improved readability, we notate using protons (H+) as the active

transported ion rather than hydronium ions (H3O
+) which are generally found in aqueous solutions. For more

information on the exact assay simulation settings, see the SI.

We note that while our data generating function in Eq. 18 is relatively simple with few parameters, the underlying

dynamics are determined by the set of ordinary differential equations defining the model. In particular, the change in

the ion concentration d[H+
in]

dt used to generate the data is coupled to the other differential equations. These differential

equations are governed by the reaction rate constants that we are estimating but are hidden from our data, so we only

have partial observations of our model. So in effect, we are doing parameter estimation for latent variables describing

the transporter reaction network - i.e. the ODE model.

3.4.4 Probabilistic model specification and Bayesian inference

Our probabilistic model used for Bayesian inference depends on a) a choice of priors and b) a choice of the likelihood

function. For transporter biochemical reaction network models we use a log scale for the model parameters, with

extremely uninformative (i.e. uniform) priors covering six orders of magnitude for the rate constants. This allows for

unbiased prior assumptions but greatly increases the computational cost. We assume the noise in our data has a mean of

zero with unknown variance σ2, and that the errors are normally distributed. As such we use a Normal (i.e. Gaussian)

log-likelihood function [21, 204]:

L(θ, σ2|D) = −n

2
ln(2π)− n

2
ln(σ2)− 1

2σ2

n∑
i=1

(Di −Dpred(θ)i)
2 (19)

Here our synthetic observation data, D, is generated from Eq. 18 by solving the governing ODEs with a set of known

reaction rate constants, compartment volumes, number of liposomes, and initial concentrations, and then adding

Gaussian white noise. The predicted data, Dpred, is similarly generated by using estimated reaction rate constants (θ

vector) from the sampling (or optimization) process, with the Gaussian noise variance estimated as a separate nuisance

parameter (σ2). We assume a known compartment volume, number of liposomes, and the initial concentrations of

transporters, ions, and substrates - unless specified otherwise (see algorithm comparison and test models below).

For Bayesian inference, we use a cutting-edge method developed for astronomy, Preconditioned Monte Carlo (PMC)

[122]. This is a sequential Monte Carlo algorithm that uses multiple independent Markov chains (i.e. walkers or

particles) to iteratively transition from sampling a tractable distribution (the prior) to the target distribution (the

posterior).

p(θ|D)β ∝ p(D|θ)βp(θ) (20)
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where β=0,...,1. Initially, at β=0, the walkers are assigned parameter values based on the prior distribution. Then each

walker is independently propagated using a proposal distribution. After this propagation, the walkers are assigned a

weight based on their likelihood, resampled, and β is incremented. This process is continued until β=1, where the

walker positions now approximate the target posterior distribution.

Sequential Monte Carlo methods have several advantages: they do not require derivative information (unlike

Hamiltonian Monte Carlo methods [20]), are inherently parallelizable, can approximate multi-model distributions, and

can estimate normalizing constants of the target density (i.e. model evidence in a Bayesian context) [7, 46, 53].

However, a careful choice of proposal distribution, number of walkers, and sequence of β values is required, which may

be difficult due to complex distribution geometries arising from highly correlated parameters. PMC helps alleviate this

issue by leveraging normalizing flows [183] via specialized autoencoder neural networks [182, 75, 148] to learn a

transformation of the sampled distribution into a Standard Normal distribution.

In short, for each β stage after the initial sampling of the priors at β = 0, the samples (i.e. walker positions) from the

previous stage are used to train a deep neural network that encodes a reversible transformation from the current

posterior to a Normal distribution with zero mean and unit variance. After training, the Markov chain Monte Carlo

sampling proceeds in the transformed sampling space, using the Metropolis-Hastings random walk criterion [92] with a

Normal distribution with zero mean and unit variance. If the learned transformation is accurate, then the transformed

posterior and MCMC proposal distribution will be approximately identical, resulting in efficiently drawn independent

samples - a challenge for many complex biological models that have highly correlated parameters.

The primary gap that Bayesian methods fill as compared to standard methods such as maximum likelihood estimation is

the ability to incorporate prior knowledge and the estimation of the full posterior distribution which provides detailed

parameter uncertainty quantification that we can use to precisely identify mechanisms. In other words, we can get

unbiased point estimates as well as robust confidence intervals for transporter reaction rate constants. However, the

challenge of Bayesian methods is the convergence of the sampler due to sampling space geometry - something that is

also a difficulty for optimization problems (i.e. maximum likelihood estimation). Our pipeline using preconditioned

Monte Carlo combines both sequential tempering and machine learning methods (as described above) to address this

gap in sampling and optimization capabilities. Furthermore, this work specifically aims to bring these tools to

SSME-like data sets for active transporter research, which to our knowledge has not been done before.

3.4.5 Algorithm comparison

To validate our pipeline using precondition Monte Carlo we examine several different parameter estimation strategies

for comparison. For Bayesian inference we use the affine invariant ensemble sampler (AIES) [79] as an alternative

method for comparison. Briefly, AIES uses multiple MCMC chains (i.e. walkers), each sampling the posterior space

via correlated jumps based on the position of other walkers and the posterior geometry. This method is well suited for

multi-modal posteriors of moderate dimensions with unknown complex geometries and requires minimal tuning. We

contrast these Bayesian methods using several maximum likelihood estimation [21] approaches. For these algorithms,
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the goal is to minimize the negative likelihood (i.e., maximize the likelihood) using numerical optimization strategies

that generate a single estimate of the parameters that are the most likely. We use ten different optimization algorithms

to minimize the negative log-likelihood function: differential evolution[233], basin hopping[252], dual annealing [133],

Nelder Mead [177], Powell [190], conjugate gradient [96], limited-memory Broyden–Fletcher–Goldfarb–Shanno with

box constraints (L-BFGS-B) [156], constrained optimization by linear approximations (COBYLA) [191], direct search

[139] and sequential least squares programming (SLSQP) [142]. These methods, while not exhaustive, provide a survey

of local and global optimizers [198, 137] covering a wide breadth of algorithmic strategies, and serve as useful baseline

models to compare our pipelines’ performance.

Test models and data To explore the scalability of these methods with increasing complexity we use two transporter

models. We first use a 1:1 antiporter model (see Fig 25) with 12 free parameters: 11 reaction rate constants (one for

each reaction, minus one constraint) and an unknown noise standard deviation. Synthetic data is generated via a

simulated assay (described in Methods) with Gaussian white noise added. We use reference rate constants and assay

conditions motivated by Gdx and EmrE transporter studies [240, 114].

Building off the previously described 1:1 antiporter model (see Fig 25) with 12 free parameters we create another

model with 16 free parameters, with 4 additional nuisance parameters: scaling factors for the initial external ion and

substrate concentrations, a scaling factor for the known number of transporters in the assay, and a scaling factor for the

observed net current. These additional nuisance parameters scale using a value between 0.8 to 1.2, allowing for an

uncertainty of +/- 20% of their associated parameter’s respective nominal value - e.g. the initial ion concentration could

be adjusted by up to 20%. This increases the complexity of the probabilistic model in order to better represent the

uncertainty of experimental conditions, such as the exact amount of transporter proteins present or a systemic bias in the

observations. We use the same synthetic data as described previously. Both of these test models are detailed in the SI.

Simulation conditions We use the preconditioned Monte Carlo and affine invariant ensemble under their default

hyperparameter settings unless otherwise noted. Three replicas are run for each Bayesian inference algorithm and

model, generating a total of twelve likelihood and posterior distributions from the sampling. We use the default

hyperparameters unless otherwise noted.

We conduct three independent runs from random starting points for the Bayesian inference pipeline using pocoMC

[123] implementation of the preconditioned Monte Carlo sampler [122]. As described in the Methods and SI, we use

broad uninformative priors and a Normal log-likelihood function for the probabilistic model. Each replica run generates

3000 samples of the posterior after convergence. For the 16D model, we adjusted the correlation coefficient γ in

pocoMC [123] from its default value of 0.75 to 0.70, in order to increase the number of intermediate sampling steps (i.e.

the number of β values) and improve convergence.
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For AIES we also conduct three independent runs from random starting points with the same broad uninformative

priors and a Normal log-likelihood function for the probabilistic model. Each replica run generates uses 1000 walkers

and 10,000 steps, for 1e7 total samples - with the first 5e6 (i.e. half) of the samples removed.

Each maximum likelihood estimation algorithm was tuned using randomized hyperparameter optimization [262]. We

then conducted ten independent runs from random starting points for each algorithm, resulting in one hundred

maximum likelihood estimation trials.

3.4.6 Implementation

We use the Tellurium package [37] in python [244] to build human-readable systems biological markup language

(SBML) files using Antimony [226] and simulate the ODEs using libroadrunner [230]. For improved reproducibility,

we use a .yaml [17] configuration file to specify the relevant model and data files, as well as the simulated assay

conditions and model calibration settings. Bayesian inference with preconditioned Monte Carlo is done using the

pocoMC package [123], affine invariant ensemble sampling using the emcee package [79] and maximum likelihood

estimation is done using the Scipy Optimize package [248]. Graphs are generated using Matplotlib [113], and numerics

are done using numpy [243]. The code is available on GitHub: github.com/ZuckermanLab/Bayesian_Transporter

3.5 Results

To validate our Bayesian inference pipeline using preconditioned Monte Carlo we use synthetic data with known

synthetic ground truth values for the model parameters. Our study examines two levels of model complexity for the

same transporter protein and dataset and contrasts these findings to those from an alternative Bayesian inference

algorithm (AIES) [79] and various maximum likelihood estimation algorithms. Our outcomes demonstrate the strength

of our pipeline in reliably determining reaction rate constants, nuisance parameters, and their uncertainties with

minimal adjustments or fine-tuning. Our approach, while computationally expensive, finds the most likely models of all

the methods tried, in addition to generating a posterior with better convergence performance than an alternative

Bayesian method. Finally, we find that for our model and dataset, only a limited number of model parameters can be

precisely and practically identified.

3.5.1 Log-Likelihood Comparisons

We begin our comparison by examining the log-likelihoods generated by the MLE algorithm replicas and Bayesian

inference replicas (Fig. 27). As compared to the reference log-likelihood generated from known reference values, the

MLE values are generally many orders of magnitude lower than the reference value which suggests poor convergence

by the MLE algorithms. We also observe a large variance in the parameter estimates between most algorithms and

between replicas for a given algorithm - much lower than the range of estimates generated from our pipeline with PMC.

The exception is the differential evolution algorithm which is consistently close to the reference value. We note that
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some of the MLE algorithms perform better for the more complex model, which is likely an artifact from the

randomized hyperparameters used across models.

Figure 27: Maximum Log-Likelihood Comparison - MLE The maximum values found for each MLE algorithm and replica.
The reference log-likelihood using the known synthetic model parameters is shown as a dashed line. Also, the Bayesian likelihood
minimum and maximum values are shown for comparison. Most of the MLE algorithms fail to consistently estimate values near the
reference value, or within the bounds of our PMC pipeline. The exception is the differential evolution algorithm. We note the wide
range of the AIES due to poor sampling convergence.

Next, we investigate the log-likelihood distributions generated from Bayesian inference methods (Fig. 28) and compare

that to the best log-likelihood estimates from each algorithm. We find that AIES and PMC find higher log-likelihood

estimates than any of the MLE methods, and that the differential evolution algorithm performs the best from the MLE

methods. The AIES algorithm appears to be partially stuck in local minimal as there are multiple modes at low

log-likelihood values that correspond to MLE values from other algorithms such as L-BFGS-B and Basin-hopping.

3.5.2 Predicted Current Traces

These results can be further explored through predictive analysis (Fig. 29 and Fig. 30). Here we take the parameter

estimates from a given algorithm and plot the predicted SSME-like current trace (see Methods). These traces can be

compared against the synthetic observed data to check for goodness of fit. We plot predicted traces for each MLE

algorithm and replica. As compared to the observed data, most MLE algorithms did not consistently generate

well-fitting curves. While differential evolution had the best fits, direct search and dual annealing also had fairly close

fits compared to the remaining algorithms. We also note that L-BFGS-B, failed to have a single replica with a close fit

to the data. These results are consistent with the log-likelihoods shown previously.

For the Bayesian inference methods, we do predictive posterior analysis. Here we select 100 random samples from the

posterior corresponding to 100 model parameters (i.e. rate constants) and generate predicted current traces. AIES does

not consistently predict well-fitting curves from its posterior but our method utilizing PMC does. Amongst all of the
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Figure 28: Log-Likelihood Comparison - Bayes The log-likelihood distributions of each Bayesian algorithm and replica are shown,
with the full range on the top row, and a reduced x-scale on the bottom row. The reference log-likelihood is shown as a dashed
line, with markers denoting the best MLE estimates overlaid on the distributions. The AIES algorithm appears to be stuck in local
minimal as there are multiple modes at low log-likelihood values. Also, the Bayesian inference methods find higher log-likelihood
values than the MLE methods, with PMC sampling the maximum value.
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MLE and Bayesian methods, differential evolution and PMC consistently generate predicted data sets that fit the data

well across both models.

Figure 29: Predicted Current Traces I The predicted current traces using the parameter sets from each MLE replica run plotted
against the synthetic observed data (dots), for selected algorithms. Differential evolution and direct algorithms generate closely fit
traces across both models.

3.5.3 Computational Cost

In addition to evaluating the accuracy and consistency of each algorithm, we also examine the computational cost. We

track the wall-clock run time in seconds (per replica), the number of log-likelihood evaluations used during the

algorithm per replica, and the average number of log-likelihood evaluations per second (per replica). This is shown in

Fig. 31. As expected the Bayesian inference methods incur the highest cost both in terms of run time and number of

calculations used. The third most expensive algorithm was differential evolution, which used 1-2 orders of magnitude

fewer log-likelihood calculations and wall clock time. However, we note that the Bayesian inference methods generate
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Figure 30: Predicted Current Traces II The predicted current traces using the parameter sets from each MLE replica run plotted
against the synthetic observed data (dots), for the remaining algorithms. For the Bayesian inference algorithms, 100 random
parameter sets are chosen from the posterior and used to plot the current trace. Our pipeline using PMC generates closely fit
parameter sets across both models.
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a full posterior that contains information for both parameter estimates as well as uncertainty quantification and

parameter correlations. Furthermore, we find that the Bayesian inference methods have a comparable efficiency

(log-likelihood calculations per second) as differential evolution.

Figure 31: Computational Cost Comparison The run time (top row), number of log-likelihood evaluations (middle row), and
number of log-likelihood evaluations per second (bottom row) are shown for all the algorithms tested. The Bayesian inference
methods AIES and PMC have the longest run time and number of log-likelihood evaluations, followed by differential evolution. We
note that the Bayesian inference methods do not only estimate parameters, but also generate a full posterior distribution, and have a
similar efficiency (log-likelihood calculations/sec as differential evolution).

3.5.4 Bayesian Marginal Posterior Analysis

Finally, we examine the marginalized posterior distributions generated from our Bayesian inference replica runs for

both the 12D (Fig. 32) and 16D (Fig. 32) models. Unlike MLE methods, Bayesian inference generates a posterior
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which contains detailed uncertainty and correlation information of the model parameters. This posterior can be

leveraged via marginalization to determine parameter means, modes, variances, and confidence intervals. For the 12D

model, we find the PMC replicas are all in agreement suggesting convergence. On the other hand, the AIES replicas do

not appear to be fully converged as there is a divergence between them for certain parameters (i.e. log10kr5). However,

we do find a general agreement between both of the Bayesian methods, and they both cover the synthetic reference

values. For this data set and model, only one rate constant (kf2 ) is precisely determined within less than one order of

magnitude, with a few other rate constants within 2-3 orders of magnitude (kr2 and kf5 ), and the rest covering many

orders of magnitude. The extremely broad distributions covering many orders of magnitude make several parameters

effectively unidentifiable for biophysical purposes (kf4 and kr4).

For the 16D model, we find that as with the 12D model, all three PMC replicas are in agreement (suggesting

convergence), but not all three of the AIES replicas are in agreement (as shown for log10kr2 , log10kr3 , and log10kr5

parameters). Also, we see that both Bayesian inference algorithms generate marginal distributions that cover similar

ranges, including the synthetic reference values. As before, for the given data set and model, only one rate constant (kf2 )

is precisely determined within less than one order of magnitude, with a few other rate constants within 2-3 orders of

magnitude (kr2 and kf5 ), and the rest covering many orders of magnitude. Due to the increased uncertainty, the rate

constants distributions are broadened when compared to the results for the 12D model. Examples of this are log10k
f
3

and log10k
r
3 which widen. The scaling factor nuisance parameters have extremely wide distributions which suggest

they are insensitive - e.g. do not change the model predictions when varied.

3.6 Discussion

Overall we have seen that our Bayesian inference pipeline can reliably converge on the posterior in order to determine

the biophysical properties of a biochemical reaction network and characterize uncertainty in the data. While related

work has been done using Bayesian inference in systems biology contexts and ion channels, we introduce a novel

application for solid-supported electrophysiology experiments. In addition, in our implementation we utilize a machine

learning accelerated inference algorithm and prioritize reproducibility and compatibility with existing systems biology

software tools. We also enforce broad and unbiased priors to allow for equal consideration of all physically realizable

rate constants. In order to emphasize the importance of method validation when performing parameter estimation, we

use synthetic data and carefully check for convergence of the algorithms used. Finally, we find that our Bayesian

inference pipeline utilizing preconditioned Monte Carlo can reliably converge while maintaining a similar efficiency as

the best-performing MLE algorithm of differential evolution.

First, we developed a Python pipeline, combining existing systems biology modeling tools with a state-of-the-art

Bayesian inference algorithm and commonly used maximum likelihood estimation algorithms. We use SBML to

encode the biochemical reaction network which enables the transfer of models to different modeling tools. We

emphasize using a high-performing and robust ODE integrator (such as Libroadrunner) to solve systems biology

problems which are often stiff non-linear systems that prove challenging to integrate without special consideration. Our
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Figure 32: Marginal Posteriors for 12D Model The 1D marginal posteriors are shown for each replica run for both the PMC and
AIES Bayesian methods. The posteriors from both methods cover the synthetic reference values (dashed lines) and mostly agree
with each other. However, the AIES replica distributions have increased variance between themselves (i.e. log10kr

5) which suggests
that the sampler hasn’t fully converged. In contrast, all of the PMC replicas are in agreement with each other.

implementation also enables the user definition of the SSME assay protocol, ODE simulation settings, as well as

Bayesian inference and maximum likelihood settings. This configuration can be further developed to integrate with

developing parameter estimation standards and methods such as PEtab [209] and pyPESTO [208]. While the focus of

the pipeline has been using the preconditioned Monte Carlo algorithm for Bayesian inference, it is easily extendable for

use with other Bayesian inference methods such as the affine invariant ensemble sampler [79], or maximum likelihood

estimation methods - as used in this study. Finally, while we focused on SSME and membrane transporters, our pipeline

could be expanded to work with traditional electrophysiology experiments and ion channels.

Next, we examined a 12D and 16D transporter model and found that both Bayesian inference with PMC and

differential evolution are able to reliably estimate the rate constant parameters, yielding predictions that closely fit the

observed data across multiple samples and replicas. These methods generated log-likelihoods near the maximum value

consistently, although we note that both PMC and AIES log-likelihood distributions contained the largest log-likelihood

values of all the algorithms. However, the other MLE algorithms tested as well as AIES failed to reliably converge to
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Figure 33: Marginal Posteriors for 16D Model The 1D marginal posteriors are shown for each replica run for both the PMC and
AIES Bayesian methods. The posteriors from both methods cover the synthetic reference values (dashed lines) and mostly agree
with each other. However, the AIES replica distributions have increased variance between themselves (i.e. log10kr

2 , log10kr
3 , and

log10kr
5) which suggests that the sampler hasn’t fully converged. In contrast, all of the PMC replicas are in agreement with each

other.

the maximum log-likelihood values and generate accurate predictions. The main point here is not that these methods

are inherently worse than our pipeline using PMC, but rather that a careful choice of algorithm and hyperparameters is

needed to ensure meaningful results, and that these results should be validated for convergence - this is true whether

using Bayesian inference or maximum likelihood estimation. In particular, for typical problems in systems biology,

many ’out-of-the-box’ solutions, as we have demonstrated with AIES and other MLE algorithms such as L-BFGS-B

and SLSQP. We suggest that any model calibration should include a validation step to ensure convergence, and that

when possible multiple algorithms and replicas should be examined.

In addition, the computational cost of the algorithm used is important to consider when doing parameter estimation and

uncertainty quantification. Here we examined both the run time and number of function (log-likelihood) evaluations

used. The Bayesian inference methods were the most expensive, 1-2 orders of magnitude greater than differential

evolution, but this cost enables the estimation of a posterior distribution which is much richer with information than the
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point estimates provided by maximum likelihood estimation. Similarly, we find that both differential evolution and

Bayesian methods have a comparable efficiency in terms of number of log-likelihood calculations per second. Based on

the results of this work, we suggest differential evolution for limited computational budgets, or if only a single most

likely parameter estimate is needed. However, for larger computational budgets, when robust parameter uncertainties or

correlations are needed along with parameter estimates, we suggest the preconditioned Monte Carlo method.

We note that there are many alternative MLE and Bayesian inference algorithms, but it was outside the scope of this

work to perform an exhaustive survey. We used MLE algorithms found in the standard Scipy library as a representative

set, but this does not include a particle swarm optimization algorithm which may perform better for non-linear and

non-convex problems [130, 247]. Similarly, we did not examine approximate Bayesian computation [43, 16, 234] or

variational inference [80, 181] methods for Bayesian inference which may provide better performance and scaling than

the preconditioned Monte Carlo algorithm. During the development of the pipeline, Markov chain Monte Carlo

methods such as the No-U-Turn sampler [105] were found empirically to have poor convergence. Future work will

examine these alternative model calibration strategies in more depth.

Our results indicate that our pipeline can reliably converge and provide estimates for model parameters and their

uncertainty using Bayesian inference with preconditioned Monte Carlo. For the validation data, we found that the

several parameter estimate variances increased with the model complexity, and that only a limited number of reaction

rate constants could be identified within a narrow biophysical range - i.e. were practically identifiable. This suggests

that our data does not have sufficient information to adequately characterize the reaction rate constants of our model.

Potentially, data from other experimental methods like nuclear magnetic resonance [94] could be used to generate more

informative priors and improve the practical identifiability of the rate constants. Further, this raises an interesting

question of what, if any, experimental SSME protocol could be used to improve the identifiability of the rate constant

estimates. And further, how can we determine if our model is correct to begin with? One advantage of using Bayesian

inference is that the posterior contains a comprehensive description of the model and data uncertainty (and information

content) which can be leveraged to explore these questions. We aim to further investigate this matter in future work.

In the future, we aim to incorporate experimental data from a range of experimental conditions and transporter proteins.

This will require the development of more complex models to better capture sophisticated transport processes and

experimental conditions. While we used a tightly coupled 1:1 cycle model, many transporters of interest exhibit

multiple possible reaction pathways in a loosely coupled 2:1 cycle which increases the dimensionality of the

computational model. Experimental data will likely also include additional sources of uncertainty and artifacts that are

not seen in the data. In particular, issues of transporter polarity and uniformity, time delays from the mechanics of fluid

mixing, and membrane capacitive coupling should be closely examined [13]. Despite these potential challenges, our

results are a promising first step toward a complete modeling and analysis platform for transporter research.
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3.7 Conclusion

In conclusion, we have developed a pipeline incorporating Bayesian inference and maximum likelihood estimation

methods, motivated by solid-supported membrane electrophysiology experiments used for transporter research. Under

the conditions studied, we found that the preconditioned Monte Carlo and differential evolution algorithms had superior

convergence performance. Preconditioned Monte Carlo generated the maximum log-likelihood among all the

algorithms, along with full posterior distribution for a comparable relative efficiency as differential evolution but higher

absolute cost. We emphasize that any algorithm selected for parameter estimation should be carefully validated to

ensure meaningful results and reliable model predictions. Our initial findings suggest a relatively low amount of

information in the synthetic SSME data which yields a large variance for most rate constant estimates. Future work will

focus on exploring strategies to reduce the uncertainty in model parameters, as well as methodological improvements

for Bayesian inference to enable better scalability. Finally, our insights inform future model calibration studies within

the broader systems biology field, and our pipeline provides a versatile tool to aid in transporter research - an essential

biophysical process.

3.8 Supporting information

See the attached appendices for the supporting information on this chapter.

S1 Text Detailed method specifications

S2 Text and Fig Electrogenic characterization of simulated SSME assay

S3 Additional figures MLE Tuning and Algorithm Performance
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4.1 Abstract

This study develops tools to address gaps in our knowledge in the mechanistic diversity of transporters, such as the

multi-drug resistance transporters, including EmrE, that exhibit impressive adaptability and are of notable biomedical

interest for therapeutics. Despite their significance, the exact characterization of transporter proteins is an ongoing

challenge. Here we utilize data motivated by solid supporting membrane-based electrophysiology, an important

biophysical technique that generates high signal dynamical data, and apply information theoretical and Bayesian

methods to quantify the information contained within these datasets. Leveraging the Kullback-Leibler divergence

between Bayesian posterior and prior distributions, we provide insight into the information contained in SSME-type

datasets. We extend this approach to compare the information content of several different assay protocols, providing a

ranking of the most informative assay conditions, which is used to perform model selection against alternative

transporter mechanisms. Our results suggest that assays containing large perturbations and their combinations provide

the most information and are able to distinguish between potential transport cycle mechanisms. The findings support

the utility of Bayesian inference as a robust framework for uncertainty, offer recommendations for experimental design,

and suggest how SSME may be able to fully determine the reaction pathways of transporters.

4.2 Author summary

In our study, we focus on the complexity of transporter proteins, such as multidrug resistance transporters. These

transporters are able to remove a wide range of drugs from inside the cell and are implicated with resistance to

chemotherapeutics and antibiotics. Our challenge is to try and figure out exactly how these proteins work, particularly

since their behavior can significantly vary. To address this we utilize concepts from information theory and Bayesian

inference, along with (simulated) data from solid-supported membrane electrophysiology, to determine how much

useful information can be derived from this data. In particular, we examined how the amount of information changed

across different simulated experiments. We found that experiments that generated a large signal, or combinations of

different experiments, provided the most information to aid with the identification of the mechanism. These results help

guide the design of future experiments and how these advanced statistical methods can better understand important

biological systems.
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4.3 Introduction

Transporters are a type of molecular machine that helps regulate cellular homeostasis by pumping substances across a

membrane and maintaining ion gradients [5, 213]. As such these transporters play in essential role in the uptake of

nutrients and expelling of waste, among other roles. These proteins operate in a stochastic molecular environment

which suggests they exhibit some degree of stochasticity in their mechanism, a concept recently emerging as ‘pathway

heterogeneity‘. In essence, evidence suggests that these proteins may exhibit more complexity than previously thought

[239, 200, 95, 132]. In particular, multidrug resistance transporters present the remarkable ability to export a wide

range of drugs that are structurally dissimilar. These proteins are found across a wide range of organisms, from humans

to bacteria. In humans, the multidrug resistance transporters such as the P-gp [199, 119] protein exports a wide range of

substances due to a low specificity [140]. However, this allows for the export of chemotherapeutic drugs when in a

tumor and cancer environment. As such these proteins are of significant biomedical interest as a therapeutic drug target.

Similarly in bacteria, the EmrE protein [211] is part of the small multidrug resistance family of transporters. Studies

have shown that this protein could potentially exhibit a wide range of mechanistic behaviors including 2:1 and 1:1

transport stoichiometry [86, 200]. The low specificity of these proteins suggests an adaptability which may be a result

of pathway heterogeneity. These multidrug resistance transporters are clearly of biomedical significance, but their exact

mechanisms are poorly understood and are challenging to observe directly due to the challenges in directly observing

the transport process at sufficiently high time and length scales.

An emerging method, solid-supported membrane electrophysiology (SSME) [12, 214] generates dynamic information

at a high time resolution but without any spatial resolution regarding the protein conformational states during transport.

Three-stage reversal assays [240] provide transient current traces across an aggregate of transporters, and can be used to

determine select kinetic properties [12]. However, it is unknown how well SSME can recapture microscopic

information from the generated macroscopic dataset that includes noise and sparsity. In other words, it is not known

how much information is contained in these datasets, which is an important gap in knowledge that we aim to address in

this study.

To investigate the information content of these datasets, information measures of some kind are needed. Information

quantification has roots in information theory, stemming back to Shannon’s seminal work relating entropy to

information [219]. Originally developed for telecommunications and signal processing applications, a host of

quantitative measures have been developed that quantify the information contained in a noisy signal [78]. This includes

entropy, mutual information, Kullback-Leibler divergence (KL divergence), and cross-entropy measures. Briefly,

entropy serves as a fundamental measure of information, with high entropy suggesting less predictability and therefore

more information. Mutual information [143] measures how reducing uncertainty in one variable reduces the

information of the other variable. KL divergence measures the dissimilarity between a reference and non-reference

distribution, and the related cross-entropy which is the KL divergence [158] plus entropy of the reference distribution.

These methods provide different, but related insight into the information content in a signal, and the choice of

information quantification strategy depends on the specific needs of the problem at hand.
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Relatedly, biological modeling has continued to adopt these ideas in various capacities to study a wide range of systems.

Entropy has been used to quantify the complexity of coding and non-coding DNA sequences [89] and for protein

structural analysis [171]. Mutual information has been used to study the information in the cardiorespiratory system

[188] and gene regulatory networks [149]. KL divergence has been used for evolutionary studies [225] and comparative

genomics [253]. And cross-entropy has been used in genomics [29] and protein prediction [193] problems. These

selected examples demonstrate the wide breadth of application that these quantitative approaches have within

computational biology. However, to our knowledge, these techniques have not been applied to secondary active

transport proteins (i.e. EmrE) in the context of SSME experiments and Bayesian inference.

Furthermore, the information quantity of a dataset provides important insight into the design of experiments. Here

information criteria like KL divergence can be used to determine how much uncertainty can be reduced from the

experiment[146]. This can then be used as part of a larger model calibration pipeline to infer model parameters with

greater precision, yielding better predictive accuracy in the associated model [90]. This approach can be done ‘online’,

picking the optimal experiment one at a time, or ‘offline‘ to provide a ranking of experiments [218, 245]. The improved

precision from optimal experiment design also relates to the potential multiple reaction pathways that some transporters

are thought to exhibit. With more informative datasets, the estimated model parameter variances will be lower which

can be leveraged to potentially distinguish between competing mechanistic models.

Motivated by the gap in the knowledge about these multidrug transporters and electrophysiology datasets, as well as

recent the use of posterior information analysis in related systems biology problems [110], we extend our previous work

on Bayesian inference for SSME data and transporter research. The Bayesian inference paradigm naturally fits with the

notion of information quantification via the prior and posterior which effectively describe the information contained in

the data set. More specifically, we use the KL divergence between the prior and posterior distributions to quantify the

information from different synthetic SSME datasets in order to provide a ranking of optimal experiment protocols.

Using these datasets we then use a Bayesian model selection strategy to compare four idealized 1:1 transport cycles.

We find that the Bayesian inference pipeline is well suited for this task, efficiently generating posterior distributions

across the various models and synthetic assays studied. The experiment optimization ranking found assays with large

perturbations as well as combinations of different assays to contain the most information. Also, we found that

high-information datasets could distinguish between the four possible mechanistic models, whereas low-information

datasets could not. These results underpin the utility of Bayesian inference and information theory in studying

transporter mechanisms, giving insight into optimal experimental design, and suggesting how SSME may be able to

fully determine the reaction pathways of multidrug resistance proteins.
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4.4 Materials and methods

4.4.1 Quantifying Information Content and Experiment Recommendation

Bayesian Inference Method We use a Bayesian inference pipeline to model transporters in SSME experiments, as

explained in previous work. Briefly, SSME experiments[12] consist of many proteoliposomes with reconstituted

proteins deposited on a solid membrane. This system is placed in a bath of chemical species and when perturbed

creates a gradient that drives ion transport across the membrane that is measured. After an initial equilibration stage, the

concentrations are perturbed, letting the system relax to a new steady-state condition. Then the external concentrations

are adjusted back to the initial values, switching the gradient and driving transport in the opposite direction. This is the

three-stage reversal assay. An important note is that due to the stability of SSME [12] multiple assays can be done in

sequence under different perturbation amounts - an important consideration of this work. Figure 34 shows an idealized

diagram of an SSME experiment.

Figure 34: A Simplified Diagram of SSME Experiments The top panel illustrates the apparatus and experimental setup used for
SSME, where transporters embedded on liposomes transfer ions under a gradient, inducing a current. The bottom panel shows a
three-stage reversal assay. The concentrations of the external species are perturbed after equilibration which induces a transient
current via the transport of ions across a membrane.

Ordinary differential equations are used to model the dynamics of a biochemical network describing the transporter

system [74] (see SI). Our implementation uses Systems Biology Markup Language (SBML) [111, 127] to encode the

model and its governing equations, and simulation is done using Libroadrunner [230]. The three-stage SSME assay is

simulated by adjusting external concentrations of the transporter SBML at discrete time points reflecting the different

external bath perturbations typical of a reversal assay. The integration of the ordinary differential equation results in

concentrations over time, where the rate of change of the transported ion on a single liposome is converted into a net

current, using a uniformity assumption for the liposomes.
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This process generates predicted data which can then be used in the Bayesian pipeline to estimate the probability of the

model parameters given the data, as given by Bayes’ theorem:

P (θ|D) =
P (D|θ) · P (θ)

P (D)
(21)

where:

P (θ|D) is the posterior probability of the model parameters θ given the observed data D.

P (D|θ) is the likelihood of observing the data D given the model parameters θ.

P (θ) is the prior probability of the model parameters θ.

P (D) is the marginal probability of the data D.

As in our previous work, we use a Normal log-likelihood function and wide priors spanning several size orders of

magnitude to reduce bias:

L(θ, σ2|D) = −n

2
ln(2π)− n

2
ln(σ2)− 1

2σ2

n∑
i=1

(Di −Dpred(θ)i)
2 (22)

We use the preconditioned Monte Carlo sampler implementation pocoMC [123] which is accelerated via machine

learning [122].

Information Quantification Information is quantified using KL divergence [146], which for discrete values is

defined as:

DKL(P ||Q) =
∑

P (x) log

(
P (x)

Q(x)

)
(23)

where:

DKL(P ||Q) is the Kullback-Leibler divergence from Q to P,

P (x) is the probability distribution for P

Q(x) is the probability distribution for Q

When estimated with a large number of samples this becomes :

DKL(P ||Q) ≈ 1

N

∑
log

(
P (xi)

Q(xi)

)
(24)

where:

DKL(P ||Q) is the Kullback-Leibler divergence from Q to P,

P (xi) is the probability of the i-th sample under P,

Q(xi) is the probability of the i-th sample under Q,

N is the total number of samples.
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In our Bayesian context, we let P (xi) be the posterior distribution and Q(xi) be the prior distribution, giving the

divergence between our updated beliefs after data has been observed, to our prior beliefs before data was observed. We

assign this divergence as our information score criteria to rank different data sets.

An important consideration is that the number of samples generated by the preconditioned Monte Carlo method may

not be large enough to satisfy the large number approximation of the KL divergence. To overcome the issue of low

sample number and the ‘noise‘ in the posterior distribution, we utilize a Gaussian mixture model (GMM) [197] to

estimate a smooth approximation of the estimate posterior.

GMMs are a probabilistic model that aim to fit a collection of weighted multidimensional Gaussians to the target (in

this case posterior) distribution. They generate a smooth analytical function that can easily generate a large number of

samples, or be used directly for calculations.

p(x) =

K∑
i=1

πiN (x|µi,Σi) (25)

where:

• x is the data vector.

• πi is the mixture weight for the i-th Gaussian, and all weights sum to 1.

• N (x|µi,Σi) is the i-th Gaussian distribution with mean µi and covariance Σi.

• K is the total number of Gaussian distributions in the mixture model.

A key hyper-parameter governing GMMs is the number of Gaussians, K. We use an elbow plot method [138] to select

K. Here we iterate from small to larger K values, calculate an information criteria value that balances the goodness of fit

against the number of parameters, and stop when a minimum has been reached.

For this study, we used the Bayesian Information Criterion (BIC)[176]:

BIC = ln(n)k − 2 ln(L̂) (26)

where n is the number of observations, L̂ is the computed likelihood and k is the number of free parameters in the

model.

This entire process of information quantification is outlined in figure 35 below.

Experiment Recommendation Building off the information quantification method described above, we implement

an experiment recommendation system. Multiple assays can be simulated (or performed via experiment) generating

multiple datasets, under different assay conditions. For each dataset, Bayesian inference is performed and the posterior

is estimated. The information score from the KL divergence is calculated for that particular dataset (and model). The

scores from each experiment are then ranked, giving the assay protocols with the most informative data. This is

illustrated in Figure 36.
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Figure 35: Information Quantification Workflow Bayesian inference generates an estimated posterior which is approximated
using a Gaussian mixture model (GMM). The number of Gaussians is optimized using the Bayesian information criterion that
penalizes over-fitting. The GMM, representing the posterior, can then calculate the KL divergence with the prior distribution.

Figure 36: Pipeline for Experiment Recommendation Different datasets are generated which result in different posterior
distributions, that in turn give different information scores. This approach enables the ranking of datasets and assay protocols based
on their information quality.
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To validate this approach, we compare eight different experimental protocols corresponding to four different

perturbation conditions (experiments 1-4) and four different combinations of assays. Experiment 1 is repeated x2 and

x4, experiment 1 is combined with experiment 2, and all the experiments are combined (see Fig. 37). The buffer

concentrations and assay protocols used for each data set are specified in Tables 2 and 3. All experiments contain the

same level of noise and are generated using the same transporter model (cycle 1), shown in Fig. 36. Further details on

the simulation settings are found in the SI.

Protocol Synthetic Data Hout Concentration in M
1 Experiment 1 1.e-7, 0.5e-7, 1.e-7
2 Experiment 2 1.e-7, 0.5e-7, 1.e-7
3 Experiment 3 1.e-7, 0.5e-7, 1.e-7
4 Experiment 4 1.e-7, 0.5e-7, 1.e-7
5 Experiment 1x2 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7
6 Experiment 1+2 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7
7 Experiment 1x4 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7
8 Experiment 1+2+3+4 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7, 0.5e-7, 1.e-7

Table 2: Buffer concentration sequence for experiment recommendation data sets - Hout concentrations

Protocol Synthetic Data Sout Concentration in M
1 Experiment 1 1.e-3, 1.0e-3, 1.e-3
2 Experiment 2 1.e-3, 0.353e-3, 1.e-3
3 Experiment 3 1.e-3, 0.5e-3, 1.e-3
4 Experiment 4 1.e-3, 0.25e-3, 1.e-3
5 Experiment 1x2 1.e-3, 1.0e-3, 1.e-3, 1.0e-3, 1.e-3
6 Experiment 1+2 1.e-3, 1.0e-3, 1.e-3, 0.353e-3, 1.e-3
7 Experiment 1x4 1.e-3, 1.0e-3, 1.e-3, 1.0e-3, 1.e-3, 1.0e-3, 1.e-3, 1.0e-3, 1.e-3
8 Experiment 1+2+3+4 1.e-3, 1.0e-3, 1.e-3, 0.5e-3, 1.e-3, 0.353e-3, 1.e-3, 0.25e-3, 1.e-3

Table 3: Buffer concentration sequence for experiment recommendation data sets - Sout concentrations

Model Selection The Bayesian inference pipeline is utilized in order to compare different mechanistic models. To

validate our method, we use a reference model to generate synthetic data. Then using that dataset, the ‘ground truth’

reference model and three other 1:1 antiporter models are sampled using Bayesian inference. This results in four

posterior distributions and likelihood distributions. Comparing the likelihood shows which models best explain or fit

the data [73]. Additionally, if a sequential Monte Carlo sampler [66] is used, the model evidence can be determined and

compared for another comparison between models [136]. This workflow is shown in Figure 38. The synthetic reference

data is the same as previously used for experiment recommendation, with the same underlying transporter cycle used to

generate all the synthetic ‘ground truth’ data.

The four ideal 1:1 antiporter models all transport a single ion (H) and substrate (S) in opposite directions and consist of

six reaction states, with a unique set of reactions and conformational states between the models. These differences

amount to distinct reaction pathways (i.e. mechanisms) of transport, as shown in Fig. 39. For example, in cycles 1 and

3, kf1 corresponds to an ion binding, but in cycles 2 and 4, kf1 corresponds to a substrate unbinding. These different
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Figure 37: Synthetic SSME Assay Datasets Eight different datasets corresponding to four different perturbation amounts and four
different combinations of experiments. Experiment 1 is repeated x2 and x4, experiment 1 is combined with experiment 2, and all the
experiments are combined. All experiments contain the same level of noise and are generated from the same model (cycle 1).
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Figure 38: Pipeline for Mechanism Identification A method to compare alternative mechanistic models using Bayesian inference.
Here four ideal 1:1 transporters are compared against a dataset generated by one of the four models as a reference point. Bayesian
inference generates the likelihood which can be used to compare models. Similarly, the model evidence can be estimated as an
alternative comparison point.

physical processes arise from the different states used in the model, such as with an unbound outward-facing state used

for cycles 1 and 3, and a doubly bound outward-facing conformation in cycles 2 and 4. Their governing differential

equations are shown below, with further simulation and parameter details described in the SI.

Cycle 1 differential equations:

d[Hin]

dt
= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]

d[Sin]

dt
= −(kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[OF ]

dt
= −(kf1 [OF ][Hout]− kr1[OF_Hb]) + kf6 [OF_Sb]− kr6[OF ][Sout]

d[OF_Hb]

dt
= kf1 [OF ][Hout]− kr1[OF_Hb]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[IF_Hb_Sb]
dt

= kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb]− (kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin])

d[IF_Sb]
dt

= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb]− kr6[OF ][Sout])
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Cycle 2 differential equations:

d[Hin]

dt
= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]

d[Sin]

dt
= −(kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[OF_Hb_Sb]
dt

= −(kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]) + kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb]

d[OF_Hb]

dt
= kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[IF_Hb_Sb]
dt

= kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb]− (kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin])

d[IF_Sb]
dt

= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb])

Cycle 3 differential equations:

d[Hin]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]

d[Sin]

dt
= −(kf4 [IF ][Sin]− kr4[IF_Sb])

d[OF ]

dt
= −(kf1 [OF ][Hout]− kr1[OF_Hb]) + kf6 [OF_Sb]− kr6[OF ][Sout]

d[OF_Hb]

dt
= kf1 [OF ][Hout]− kr1[OF_Hb]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb]− kr3[IF ][Hin])

d[IF ]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]− (kf4 [IF ][Sin]− kr4[IF_Sb])

d[IF_Sb]
dt

= kf4 [IF ][Sin]− kr4[IF_Sb]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb]− kr6[OF ][Sout])
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Cycle 4 differential equations:

d[Hin]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]

d[Sin]

dt
= −(kf4 [IF ][Sin]− kr4[IF_Sb])

d[OF_Hb_Sb]
dt

= −(kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]) + kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb]

d[OF_Hb]

dt
= kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb]− kr3[IF ][Hin])

d[IF ]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]− (kf4 [IF ][Sin]− kr4[IF_Sb])

d[IF_Sb]
dt

= kf4 [IF ][Sin]− kr4[IF_Sb]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb])

In these equations, [X] denotes the concentration of state [X], OF and IF represent the outward-facing and

inward-facing conformations. The transported ion (H) and substrate (S) are compartmentalized into either outside the

liposome (Xout), inside the liposome (Xin), or bound to the transporter protein (Xb). The reaction rate constant kfx

corresponds to the rate constant for reaction x, in the forward clockwise direction ‘f’, with the counterclockwise

direction denoted with ‘r’.

Quantitative metrics for distribution analysis and comparison For experiment optimization and recommendation,

we are primarily interested in screening for protocols that yield high information data and reduce the variance of our

parameter estimates. As discussed previously we use the KL divergence between posterior and prior as a metric for the

information gained for a given data set. Additionally, there are many possible methods to quantify the reduction in

variance between two posterior distributions, such as comparing the Bayesian credible intervals, computing the KL

divergence, computing the overlapping coefficient, or the computing sum of standard deviations. For this work, we opt

to compare the sum of standard deviations across the marginalized posterior:

Marginalized Total Standard Deviation for Di =

N∑
i=1

σDi,xj (27)

where xj is the jth parameter (N total) and Di is the ith data set, σ is the standard deviation.

Further, for model comparison and selection, we primarily examine the log-likelihoods, which in our formulation

essentially describe the scaled mean-squared error of the residuals (plus additional terms as shown previously). With

Bayesian inference, we generate a distribution of log-likelihoods, which correspond to the log probability of the data

given the model parameters. The ability to discern the most likely model depends on the separation of these

log-likelihood distributions - if all models are equally likely then their log-likelihood distributions will be overlapping,

and if one model is more likely then its log-likelihood distribution will contain the maximum and be separated from the
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Figure 39: Four Tightly Coupled 1:1 Antiporter Reaction Cycles Each cycle transports an ion (H) and a substrate (S) in opposite
directions via alternating access (outward-facing, OF, and inward-facing, IF) conformations. Each network has six unique reaction
states and reaction pathways resulting from different outward and inward-facing binding states. For example, cycle 1 contains an
unbound outward-facing conformation, with a kf

1 corresponding to the reaction rate of an ion (H) binding. In contrast, cycle 2 has a
doubly bound outward-facing conformation, with a kf

1 corresponding to the reaction rate of a substrate (S) dissociating. The ion
(un)binding reactions are highlighted in blue, with the substrate (un)binding reactions are highlighted in orange, with each cycle
having a unique combination of ion and substrate reactions. The binding and unbinding (i.e. dissociation) events are shown implicitly
for improved visual clarity.

others. We can quantify this by comparing the difference between the modes of the distributions and the 95%

confidence interval overlap. Additional metrics for model comparison include evaluating the model evidence and Bayes

factor which are presented in the SI.

4.5 Results

4.5.1 Recommendation of Informative Experimental Protocols

We examine the 1D marginal posterior distributions of all eight tested data sets (Fig 40). Here the combination of all

assay conditions in protocol 8 has the lowest variance in parameter estimates. This combined data set has significantly

lower variance in k1, k2, and k6, than the other data sets. The data from only experiment 3 had noticeably higher

variance than the other data sets. This is corroborated when examining the total marginalized standard deviation for the

data sets (Fig. 42). We see that the data set with only experiment 3 has the largest total standard deviation and that the

data set with experiments 1, 2, 3, and 4 has the lowest standard deviation. This data set has significantly lower standard
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deviation compared to both single experiment data sets, and replica experiments of the same size. The standard

deviations for each marginal are examined further in the SI.

Similarly, the KL divergence is approximated for all eight tested datasets (Fig 41). The data set from experiments 1, 2,

3, and 4 combined had the most information (protocol 8), followed by the data from the combination of experiments 1

and 2 (protocol 6), then the data from only experiment 4 (protocol 4). The data from only experiment 3 has noticeably

lower information than the other datasets. Also, the (synthetic) replicas for experiment 1, as shown in protocols 5 and 7,

do not have noticeably more information compared to the single experiment in protocol 1.

Since experiment 4 single experiment (protocol 4) has the largest magnitude relative to the noise, data sets containing

that experiment were expected to have the highest information score (protocol 8). However, we do see that the

additional experiments are providing some information, as the combination of all experiments in protocol 8 has a higher

score than just the experiment 4 dataset alone. Similarly, protocol 6, containing data from experiments 1 and 2, has the

second highest score, while the replica runs (protocols 5 and 7) have marginally higher scores compared to their single

experiment data set (protocol 1). The disparity of information between the different protocols suggests that certain assay

conditions are significantly better at exciting the underlying transporter, yielding a higher current signal-to-noise ratio.

4.5.2 Model Selection Outcomes

We compare the four ideal 1:1 antiporter cycles described previously, using a moderate and high information dataset

from our ranking method. We use experiment 1 (protocol 1) and experiment 1+2+3+4 (protocol 8) datasets for

Bayesian inference, which are generated from the same model, cycle 1.

First, we examine the log-likelihood distributions (Fig. 43) for the protocol 1 data set, comparing their modes and 95%

confidence intervals (from 2.5 to 97.5%). We see that the distributions for cycles 1 and 2 are nearly identical, having

similar modes and overlapping confidence intervals. This suggests that cycles 1 and 2 cannot be distinguished from

each other based on this data set. Cycles 3 and 4 have similar overlapping distributions with each other, and a slight

separation from cycles 1 and 2. So, based on the given data set, it is not possible to clearly separate the different

reaction mechanisms. We note that the synthetic ground truth model (cycle 1) does find the maximum log-likelihood as

expected, although it is not significantly larger than the maximum of an alternative model (cycle 2).

Next, we examine the log-likelihood distributions (Fig. 44) for the protocol 8 data set combining the data from

experiments 1, 2, 3, and 4. As before, we compare their modes and 95% confidence intervals (from 2.5 to 97.5%). In

stark contrast to the previous data set, we see that the distributions for all of the cycles are clearly separated, as

indicated by the confidence intervals not overlapping. Furthermore, we see that there is a large difference between the

distribution modes with cycle 1 (the reference model) having the largest mode and maximum log-likelihood value. The

next most likely model (cycle 3), has a mode that is approximately 38 less than the cycle 1 mode, corresponding to a

e38 (1e16 orders of magnitude) less likely model. These results suggest that the reference model can be correctly

identified based on this data set, an important validation step for this pipeline.
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Figure 40: 1D Marginal Posteriors Across Datasets The 1D marginal distributions for each synthetic assay are shown. Here
the combination of all assay conditions (experiments 1+2+3+4) has the lowest variance in parameter estimates. This dataset has
significantly lower variance in k1, k2, and k5, than the other datasets.

Figure 41: Information Ranking The ranking of information content based on the KL divergence between prior and posterior
distributions across eight datasets. The data set from experiments 1, 2, 3, and 4 combined had the most information, followed by the
data from the combination of experiments 1 and 2, then the data from only experiment 4. Technical replicas do not significantly
increase the information content for the data studied.
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Figure 42: Total Standard Deviation Comparison The comparison of the total standard deviation from the marginal 1D posteriors
generated from Bayesian inference of different data sets. The data set from experiments 1, 2, 3, and 4 combined had the lowest total
standard deviation, with a 2.5x reduction in the standard deviation as compared to the experiment 3 dataset.

Figure 43: Log-Likelihood Distributions I Distribution of the log-likelihoods generated from Bayesian inference of four different
models using a less informative data set (protocol 1), with the violin plots shown on the bottom panel. Here transporter cycle 1
(reference model) and cycle 2 models have overlapping likelihood distributions, with close modes and confidence intervals. Cycles 3
and 4 have similar overlaps with each other, with a small separation between cycles 1 and 2. Overall, all these distributions have a
significant overlap, making model selection infeasible using the given data set.
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Figure 44: Log-Likelihood Distributions II Distribution of the log-likelihoods generated from Bayesian inference of four different
models using a very informative data set (protocol 8), with the violin plots shown on the bottom panel. Here transporter cycle 1
(reference model) has the maximum log-likelihood and largest log-likelihood mode. The remaining models for cycles 2, 3, and 4 are
greatly separated from cycle 1 and each other, as demonstrated by the non-overlapping confidence intervals and large differences in
modes. Here the difference between the mode of cycle 1 and the next most likely model (cycle 3) is approximately 38, suggesting a
e38 (1e16 orders of magnitude) more likely model.

Overall, we found that as expected, information-poor data sets make model selection challenging. However with a

careful choice of experimental protocol more informative data sets can be generated that enable model selection, and

therefore the identification of transporter reaction mechanisms. These general findings are also corroborated when

using other quantitative metrics for model selection such as model evidence and the Bayes factor (see SI).

It’s worth pausing to consider why certain models performed better than others: due to different physical processes

occurring in each model - i.e. different binding or unbinding event orders during transport. As the data becomes more

informative these differences are likely to become more noticeable, resulting in the clear separation between models.

In this study, we have investigated the information content under different experimental conditions and used this to

distinguish between multiple transporter models. We found that combining all assay conditions significantly reduced

parameter variance and increased the information in the data. In contrast, technical replicas did not significantly

improve the information content. When using an informative dataset, we were able to accurately identify cycle 1 as the

most likely model. These findings with synthetic data validate our approach but also provide insight into experimental

design and mechanism identification, which we will discuss next.

89



4.6 Discussion

To summarize, this study investigated how much information was contained in noisy SSME-type datasets, leveraging

Bayesian inference.

An important finding of our work was that the most significant reduction in parameter estimate variance and the

maximum amount of information was when all assay conditions were combined into a single dataset. This shows how

integrating multiple experiments generates more informative data. Our results also indicate that repeated experiments

under the same conditions do not significantly contribute to the increased amount of information. These results suggest

a shift in experimental design to focus on diverse assay conditions instead of repetition. Including additional pH

adjustments is another potential way to add more diverse assay parameters.

We note that it is expected that more information can be extracted from data sets containing larger signal-to-noise ratios

and increasing amounts of data. However, our results suggest an interesting balance between large magnitude

perturbations, data amount, and protocol design. For example, we find that a single experiment (experiment 4) is more

informative than a data set containing four times as much data containing lower magnitude perturbations. Future work

will examine this in greater detail.

This work could pave the way for automated experimental design in SSME. By quantifying the data in a given

experiment, sophisticated algorithms [150, 162, 33] could choose the most informative experiment to do next. Or more

simply, synthetic experiments could be run first to pick the most informative ones to run given limited resources. Either

of these approaches could dramatically improve the efficiency of experimental design and data analysis.

Our investigation of four 1:1 antiporter cycles demonstrated the power of this method. By using high-information

datasets from a combination of assay conditions, we were able to identify the most probable mechanism, illustrating a

proof of concept for this approach to estimate complex mechanisms and potentially disentangle ambiguous reaction

pathways. Future work could explore how well this method is able to precisely determine mechanistic heterogeneity

from within a single model. That is to say, if there are multiple pathways within a single model, how well would this

approach hold?

These results lay the foundation for future work to advance the understanding of the true mechanisms of multidrug

resistance transporters such as EmrE. Our results show that with informative data sets (i.e. optimized experimental

protocols), the uncertainty of parameter estimates is significantly reduced and the separation between model likelihoods

is significantly increased. More precise estimates open the door to more robust and exact modeling of transporter

behavior, which could eventually lead to better therapeutic treatments. However, to study more complex transporters,

more efficient computation methods would be needed to reduce the run time, as well as stronger assumptions on the

network to reduce the complexity.

In addition, the informative nature of diverse assay conditions suggests that complementary or even orthogonal data

sources may be beneficial to better understanding transporters. For example, single-molecule methods like FRET
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[202, 212] or fluorescence tracking [168, 118] may be a rich source of information alongside the macroscopic data

generated by SSME. However, appropriately incorporating this data into a comprehensive model will be a significant

challenge.

It is worth noting again that we used synthetic datasets in our current work and that applying this method to real

experimental SSME data will likely introduce additional complexities. Experimental artifacts from issues in sample

prep, contamination from the environment, and non-homogeneity, along with potentially more complex noise

variability, are potential issues that could arise [12]. Sample prep issues and contamination can likely be accounted for

with the scaling bias term - but adjustments may be required such as expanding the prior range to allow for more

extreme effects. Non-homogenous mixtures are a greater obstacle and would likely require a different probabilistic

model - such as hierarchical Bayes[184].

4.7 Conclusion

In summary, this research sheds new light on the study of transporter proteins, offering a systematic method to compare

mechanisms and guide experiment design, through the use of Bayesian inference and information theory. Not only does

this method improve the precision of our parameter estimates, but it also guides the design of the experiment to

generate the most informative data. Future work will focus on refining our methods, expanding this approach to include

real SSME data, and extending our techniques to more complex models of transporters - such as 2:1 transporters.

Ultimately, we aim for this pipeline to be useful for empirical transporter research. By enabling effective model

comparison, precise parameter estimation, and informed experimental design, this method could help move the field

toward a more complete understanding of transporter mechanisms and their far-reaching implications.

4.8 Supporting information

See the attached appendices for the supporting information on this chapter.

S1 Text Additional Methods Used: Detailed explanation of the network and assay model, model comparison

strategies, and Gaussian mixture model validation.
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5 Discussion

5.1 Synopsis of the Dissertation and Key Findings

5.1.1 Restatement of Research Objectives and Outcomes

The primary research question guiding this work was, “Can the development of robust computational methods provide

more accurate modeling of transporter proteins and their mechanistic complexities?"

This was addressed across two major research areas in the dissertation:

1. Developing robust computational tools to improve biochemical network modeling and data analysis

techniques targeting transporter proteins

2. Utilizing these computational tools to explore the mechanistic heterogeneity and complexity of transporter

proteins in silico

The fundamental hypothesis underlying this work was that the use of novel and robust computational methods would

provide more detailed insights into transporter protein complexities than previous methodologies.

The following sections provide an overview of how these objectives were met during this research.

Developing robust computational tools The development of robust computational tools was at the heart of this

dissertation, and each main chapter highlighted the development or implementation of novel computational tools for

transporter research. In the first research chapter, a brand new computational approach was implemented,

ModelExplorer, that enabled the study of alternative transport mechanisms. This modeling method was demonstrated to

be robust through its validation with different model types, as well as the sheer number of different ‘engineered’ models

that were generated and clustered into classes. Importantly it improved on existing methods by forcing physical

constraints into the optimization process, and by expanding the search space to include all possible conformational

(reaction) states.

Similarly, in the second research chapter an implementation of a powerful statistical method, Bayesian inference [73],

was developed in order to analyze data from electrophysiology-type datasets. This enabled the determination of

microscopic rate constants from noisy and sparse macroscopic data. This approach was shown to be robust by

outperforming competing algorithms and demonstrating convergence without the presence of biasing prior knowledge.

Finally, this pipeline is the first to target SSME datasets, improving the current modeling capabilities in that way.

In addition, in the third research chapter, information quantification and model selection strategies were implemented to

extend the capabilities of the previously discussed Bayesian inference pipeline. The robustness of these methods was

demonstrated across the analysis of different transporter models and information criteria. This approach provides a

foundation to improve upon current ad-hoc experiment design strategies in SSME-like experiments by giving an
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automated workflow to explore protocol design, and enables a systematic and efficient determination of transporter

reaction pathways from a collection of models.

Aside from methodological robustness, this study emphasized robust implementation. Engineering best practices such

as thorough documentation, version control, and unit testing were employed whenever possible to ensure reliability and

accuracy. Further, the robustness of the software was improved through the use of more efficient algorithms and

parallelization - enabling faster analysis of models and datasets.

In summary, each research project provided a new set of computational methods in the context of transporter research,

that were robust in their ability to create, analyze, and infer from biochemical networks - with data inspired by

solid-supported membrane-based electrophysiology (SSME) [12] as a motivating force. In each case, the methods

provided improvements against alternative approaches by ensuring physical consistency and limited bias, as well as

new modes for automated transporter study through model exploration, selection, and decision support.

Exploring the mechanistic complexity of transporters The other primary goal of this work was to investigate the

theoretical complexity of reaction mechanisms for transporter models, and, in a broader sense, help change the

paradigm of overly simplistic models for molecular machine research. This was achieved through each major research

effort in this dissertation. First, ModelExplorer was explicitly developed to find different reaction pathways and

engineer optimal networks based on an arbitrary fitness function. This approach yielded new theoretical models that

exhibit a novel function of enhanced selectivity, utilizing a complex set of reaction steps to achieve this goal. This result

highlights the potential for a new behavior to emerge from simple sets of reactions and supports the notion of

alternative functionality in transporters on a theoretical basis.

In the second major research thrust, integrating Bayesian inference methods for transporters, the mechanistic

complexity was examined in a more subtle way. Here, instead of directly searching for new reaction pathways as above,

a platform is built that can be used to inspect pathway information from data. Through the selection and comparison of

competing algorithms for inference, the Bayesian posterior is estimated, which can provide detailed information about

protein mechanisms and whether alternative mechanisms may be used.

To that end, the third and final research focus augments the Bayesian inference pipeline to better reckon with potential

alternative mechanisms. Here an automated approach to design and recommend experiments is developed with the

expressed purpose of improving the mechanistic determination from data. By selecting the proper set of experiments,

mechanistic information can be inferred with greater precision, and therefore, complex or alternative mechanisms can

be disentangled from the data. This is demonstrated through the selection of a particular transport cycle from similar

competing models that may be present in a complex transporter system. In short, the transport mechanisms and

potential alternative pathways can be more precisely determined from data through the use of automated decision

support from Bayesian inference.

Below, each major research focus is examined in more depth.

93



5.1.2 Overview of ModelExplorer

The primary motivation behind the development of ModelExplorer was to address a key challenge in the study of

transporter proteins: the understanding and identification of diverse potential reaction pathways. Existing methods did

not have the ability to fully account for the wide spectrum of possible mechanisms, or groups of mechanisms while

maintaining detailed balance constraints.

ModelExplorer was developed as a critical part of this dissertation. It presents a unique computational tool designed to

probe this space of chemical possibilities. Its robust design principles and functionalities enabled it to generate and

explore various optimized models and cluster them into classes. A notable feature was the enforcement of physical

constraints into the optimization process, thereby ensuring greater accuracy in its modeling.

In the context of this research, ModelExplorer proved invaluable in discovering new mechanisms. As an example, it

revealed new theoretical models that exhibited enhanced selectivity. This enhanced selectivity was made possible

through complex sets of elementary reaction steps without biasing the network model. As with kinetic proofreading

[108, 178], these mechanisms all featured a reversible unbinding step to enhance the selectivity of a desired substrate

vs. a decoy. These theoretical discoveries highlight the potential for novel behaviors to emerge from seemingly simple

biochemical reactions, thereby supporting the notion of alternative mechanistic pathways and behaviors in transporters.

Not only was a single mechanism discovered, but classes of mechanisms with divergent mechanisms were all found to

have this enhanced selectivity capacity. This suggests a certain robustness of the enhanced selectivity function, as it is

possible across a range of different mechanisms. These results were validated through repeated independent trials of the

ModelExplorer tool, demonstrating the robustness of our approach.

5.1.3 Overview of the Bayesian Inference Pipeline

Figure 45: Bayesian Inference Pipeline - Revisited Schematic of the Bayesian inference pipeline implemented in this dissertation

The decision to use Bayesian inference was made to bolster the robustness of transporter model calibration. This

statistical method brings the advantage of incorporating prior knowledge and a general probabilistic interpretation of
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results. These characteristics make Bayesian inference an ideal strategy for dealing with noisy and sparse data sets,

such as electrophysiology experiments.

The Bayesian inference pipeline (fig. 45) was specifically targeted toward solid-supported membrane electrophysiology

datasets. It utilized a state-of-the-art sampling method enhanced with machine learning, which enabled the Bayesian

inference pipeline to estimate parameters more reliably than alternative methods, including maximum likelihood

estimation.

The robustness, accuracy, and adaptability of the Bayesian inference pipeline were validated using synthetic data where

a synthetic ground truth is known for comparison. In these validation efforts, the Bayesian inference method was able

to accurately estimate parameters for a complex model, whereas competing methods could not. Even with a small data

set and extremely wide and uninformative prior assumption, certain microscopic quantities were able to be precisely

determined from a macroscopic measurement.

The ability of Bayesian inference to accurately estimate model parameters and their uncertainty gives it an advantage

over alternative methods and enables better scrutiny of the mechanistic details of transporters. In doing so, a robust

Bayesian inference pipeline as presented in this dissertation, can offer unparalleled insight into the mechanistic

complexity of transporters.

5.1.4 Overview of the Decision Support and Selection Pipeline

Figure 46: Experiment Recommendation Pipeline - Revisited Schematic of the experiment recommendation pipeline implemented
in this dissertation

The implementation of a decision support and model selection pipeline (fig. 46) was a critical step in the overall

Bayesian inference methodology. This process was designed to increase the robustness of findings and streamline

decision-making processes involved in transporter research. This method complemented the Bayesian inference

pipeline by utilizing the posterior distribution to provide an automated workflow for solid-supported membrane
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electrophysiology experiment design, along with the systematic and efficient determination of transporter reaction rates

and pathways.

This approach was utilized in order to determine the most suitable experiments needed to gather mechanistic

information. The recommendations showed a dramatic improvement in the precision of parameter insights.

Furthermore, the precise estimates enabled the differentiation of reaction mechanisms based on the data without prior

knowledge enforced.

The results demonstrate the value of both the Bayesian inference method and the experiment recommendation system,

which, when coupled together, provide unparalleled insight into transporter mechanisms from SSME-type datasets.

5.1.5 Key Findings and their Implications

The key findings of this dissertation are shown in figure 47 presented below and expanded on in the following sections.

Figure 47: Key Findings

Innovative Exploration Method: Our research was instrumental in developing a pioneering method to stochastically

and adaptively traverse the complete reaction space of molecular machines or transporters. This approach facilitates the

comprehensive investigation of potential reactions within the biochemical reaction space, significantly enhancing the

depth and breadth of our understanding.

Engineering In Silico Transporter Function: We successfully applied our novel exploration method to optimize new

transporter functions in silico. By leveraging elementary biochemical reactions available in the entire reaction space of
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an idealized transporter, we could simulate and study novel transporter behaviors, marking a notable theoretical

advancement in transporter protein research.

Enhanced Selectivity in Transport: Our study discovered enhanced selectivity in transport processes, the ability to

discriminate against substrates with similar structures at an extremely high level. We identified different classes of

network structures exhibiting this selectivity, all of which showcased an additional unbinding ’leak’ step similar to

Hopfield and Ninio’s [108, 178] kinetic proofreading. This finding suggests transporters could have more complexity

than originally thought, enabling a more nuanced understanding of selective transport processes. Similarly, these

mechanisms may give insight into evolutionary forces acting on the single-celled organisms in a hostile environment,

where enhanced selectivity is (potentially) extremely beneficial to life

Robust Bayesian Inference Pipeline: We implemented a robust Bayesian inference pipeline specifically designed for

solid supporting membrane electrophysiology [12, 13], (SSME) type data, commonly used in transporter research. This

pipeline offers a powerful tool for data analysis to complement experimental methods, enhancing the accuracy and

resiliency of data interpretation through the use of a Bayesian posterior.

Effective MCMC Sampling: Our research revealed a machine-learning accelerated Preconditioned Monte Carlo

(PMC) sampler as the best-performing algorithm for Bayesian inference among Markov chain Monte Carlo (MCMC)

and its related methods. This finding streamlines future computational workflows by identifying the most proficient

tools for data sampling in complex biological systems.

Precise Identification of Microscopic Reaction Rate Constants: We precisely identified a set of microscopic rate

constants for a synthetic data set and idealized transporter. This advancement enhances the precision of our model

predictions and improves our understanding of the underlying mechanism.

Experiment Recommendation through KL Divergence: This research demonstrated an experiment recommendation

system via ranking of information gained from the posterior and prior (Kullback-Leibler divergence) under different

assay protocols, using synthetic data. We found that larger perturbations along with combinations of experiments

provided more insightful data, indicating that assays producing large perturbations or a sequence of unique

perturbations may be the most informative.

Model Selection for 1:1 Transporters: We implemented model selection by comparing four different 1:1 transporter

mechanisms using a synthetic dataset with a known synthetic ground truth mechanism. We found that with a

low-information dataset, it was not possible to distinguish all the models, but with a high-information dataset, the

models could be differentiated via likelihood comparison. Moreover, high-information datasets yielded much more

precise parameter estimates, indicating the importance of high-quality data in understanding transporter mechanisms.

Generalizable Methods: While this dissertation focused on secondary active transporter research, it could also be

applied to other molecular machines to varying degrees. The approach used in the ModelExplorer project could be

extended to other machines, such as ATPases or motor proteins, because of its generic ability to build reaction networks
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from a set of user-defined states and then optimize based on a given cost function. Similarly, the Bayesian inference

(and model selection) pipeline could be adapted to work with any dynamic reaction network system since it uses

general systems biology tools such as SBML [127] and libroadrunner [230] for model specification and simulation, and

generic optimizers/samplers for parameter estimation. The primary adjustment would be creating a custom

data-generating function for the molecular machine of interest that can simulate the experimental data - as our approach

was customized for electrophysiology-type experiments used for transporter research. These robust methods could help

the broader fields of systems biology and protein research.

5.1.6 Applications and Broader Implications:

The outcomes of this work can be leveraged in several different ways.

The ModelExplorer tool provides a framework for future studies to engineer new functions in biology or artificial

molecular machines. The applications of these engineered nanomachines are numerous, from improved drug delivery to

technologies for biochemical processing and bioremediation, and also greatly improve our understanding of biological

systems. This type of nano-scale precision and design could enable more advanced materials and potentially

revolutionize the pharmaceutical and biotechnologies fields.

The theoretical mechanism of enhanced selectivity could be utilized to inform the design of drug delivery systems that

leverage enhanced selectivity and boost the biological processes that rely on selective transport. This could result in

novel therapeutics, improved drug designs, and optimal biochemical reactions.

The computational tools developed in this work could improve data analysis and modeling across many scientific areas,

such as systems biology, computer science, and physics. Future work that builds on these tools could make them more

efficient, reliable, and accessible, accelerating the pace of scientific discovery.

Finally, experiment recommendation and model selection systems can aid in the design of experiments, making them

more efficient and lowering the cost. Future researchers could leverage these tools to pick the optimal experimental

conditions and to interrogate competing reaction mechanisms more precisely. A possible direction of this work in the

future could be to make the prototype system into a user-friendly software package online, expanding the impact of

these tools.

5.2 Reflections on the Research Process

The overarching research methodology used in this dissertation is described below:

5.2.1 Research Design

The initial motivation for this work was the emerging idea of alternative mechanisms for proteins [97, 200]. Since

proteins operate at the nanoscale where randomness has a strong effect on movement[185], it seemed plausible that

proteins did not have rigid mechanisms but instead had some level of flexibility. This raised the question of how these
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proteins might change behaviors under different conditions or external conditions. Due to the vast space of

environmental conditions and reaction states that any given protein could have, computer simulations of the reaction

networks seemed the most appropriate approach to examine different mechanisms.

Existing tools did not have the combination of flexibility, performance, or accessibility that this work required. For

example, network engineering strategies had been used to probe a reaction space via evolutionary processes, but they

did not consider the entire reaction space or include physical constraints on the energy of the system [237, 164, 91]. As

such, a hypothesis was formed that more robust tools were needed to study the possible alternative functions of proteins

in various environments.

This hypothesis was further boosted by the continued emergence of solid-supporting membrane electrophysiology

experiments that generated high-resolution time series data under different environmental conditions. This datatype

seemed well suited for biochemical networks, which abstract out most structural details and instead focus on kinetics.

This realization helped motivate the development of the Bayesian inference pipeline.

5.2.2 Data Collection and Analysis

For ModelExplorer, the goal was to explore mechanisms in silico, so no experimental data was necessary. All data were

simulated and then analyzed for novel mechanisms. With the Bayesian inference paradigm, the primary motivation was

to use experimental data. However, due to technical challenges, synthetic data was used instead. Throughout this

dissertation, different software tools and programming languages have been used, with Perl being used initially, then

Julia and Python exclusively.

Using synthetic data has many trade-offs. For methods development, synthetic data provides exact control of model

parameters so that there is a known ground truth that can be used for method testing and validation (e.g. Bayesian

inference methods development). In addition, control over the model allows for the exploration of rare or new

theoretical processes, as shown with the proof-reading transporter models. Synthetic data is also generally less

expensive than biophysical experiments such as electrophysiology and is reproducible. However, synthetic data may be

generated from oversimplified models that make strong assumptions, leading to misleading results. Because of this,

experimental data should be used in combination with synthetic data when possible. Importantly for this project,

experimental data could be used to confirm the existence of proof-reading transporters, and corroborate the parameter

estimates from the Bayesian inference pipeline using synthetic data.

5.2.3 Methodological Decisions

In general, well-tested existing methods were preferred when possible. However, due to the challenging nature of

computational biology research, novel approaches are often required. Novel algorithms became necessary due to the

struggle with sampling (as discussed in the next section) from the posterior during Bayesian inference. The decision to
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use Bayesian inference was due to its more robust treatment of uncertainty and bias [73]. However, this choice proved

to be a major obstacle that impacted the trajectory of this research.

5.2.4 Challenges and Issues Encountered

The primary challenge of this dissertation was statistical sampling. This obstacle forced flexibility in order to adopt new

methodologies. Over the course of this dissertation, numerous alternative sampling methods were tested:

Metropolis-Hastings [165], Parallel Tempering [57], Hamiltonian Monte Carlo [20], Nested sampling [8], Annealed

Importance sampling [174], Data Tempering methods [38], Variational methods [24], approximate Bayesian

computation [16], slice sampling [175], sequential Monte Carlo [38], affine invariant ensemble sampling [79], and

finally preconditioned Monte Carlo [122]. The mixed results of most of these methods led to the development of novel

algorithms and extensions, including an adaptive grid with data tempering, a parallelized affine invariant sampler, and a

‘top heavy’ annealed importance sampler. The challenge of sampling that occurred during this dissertation cannot be

understated.

An additional challenge was the standard issue that arises from software development and programming - bugs.

Occasionally, small mistakes in the implementation of an algorithm or model went undetected for extended periods of

time. This obstacle was exacerbated by the issues with sampling, making it difficult to disentangle the root causes of

failure. The adoption of stricter testing and validation methods helped overcome this challenge.

Finally, a critical obstacle was the computational cost of simulating and fitting biochemical networks. Even for

relatively simple networks associated with transporter proteins, the problem’s dimensionality gets prohibitively large as

new conformational states or biochemical species are added. This obstacle necessitates a careful choice of simulation

engine (i.e., ordinary differential equation solver) and parallelization strategies to remain computationally feasible.

5.2.5 Evolution of Research

The direction of research changed dramatically throughout this dissertation. The most significant shift was the change

from forward modeling with ModelExplorer to inverse modeling with Bayesian inference. This change was reflected on

many levels. First, the core algorithms and tools are much different, and second, the datatype is different. As previously

discussed, statistical sampling was a major obstacle to using Bayesian inference effectively. Consequently, the direction

and scope of this dissertation moved from biological modeling and insight to focus on sampling methods development

and evaluation more heavily. This new direction, while intriguing, resulted in less biologically relevant research than

was initially intended.
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5.3 Implications and Future Directions of the Research

5.3.1 Potential Impact

In this dissertation, new computational tools were developed and applied to better study transporter proteins. This may

have far-reaching impacts on biological research and more.

The computational tools developed in this dissertation can greatly enhance the ability to study and predict the

mechanistic complexity of transporters. However, by providing robust, efficient, and accurate methods that model

biochemical networks at large, these tools could be utilized in a broader systems biology context to study a wide array

of systems and gain valuable insight.[242, 2]

Also, the new knowledge from these models could potentially advance drug discovery and design methods. Since

transporters play an essential role in drug transport within the body, a precise understanding of their mechanism could

help with targeted drug design that aims to modulate transporter behavior or test their behavior under different

conditions.

As an example, consider the mechanistic complexity of vSGLT and EmrE-like transporters. From the study of potential

kinetic proofreading and multi-drug efflux mechanisms, we can gain insight into the survival strategies of bacteria in

the presence of antibacterial drugs. This knowledge could be leveraged to improve the performance of antibacterial

treatments, which may be less effective due to enhanced selectivity or multi-drug efflux pathways that are poorly

understood. More specifically, the reaction rate constants and pathways that are predicted from our computational

models could be used to fine-tune, and guide computer-aided drug design - providing key kinetic parameter ranges to

search and test potential drug substances, which would then be tested and verified experimentally before translational

trials.

Finally, this dissertation could potentially influence broader policy decisions. For example, this research could inform

regulatory guidelines regarding drug testing or approval processes for drugs that interact with transporters.

5.3.2 Future Research Opportunities

This research has created several interesting areas for future work.

The immediate direction of research should incorporate experimental SSME data into the Bayesian inference and

model selection pipeline. In collaboration with experimentalists, our synthetic data and models should be validated and

updated as required based on this experimental data. Then, using Bayesian inference, the EmrE protein free-exchange

model [200] could be robustly quantified from the data, providing even stronger evidence for the complexity of

transporter mechanisms.

In addition, the current trajectory of research exploring transporter mechanisms could be extended to larger transporter

models and experimental datasets, possibly from other sources besides EmrE. This would require fine-tuning the
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Figure 48: Future Directions

implementation to handle more extensive networks efficiently and potentially more detailed models to better account

for experimental uncertainty.

Similarly, we could introduce orthogonal data from different experimental methods to improve the precision and

identifiability of our model parameters (i.e., rate constants). This could be done initially through priors based on data

from other experiments of the same system - such as with nuclear magnetic resonance experiments for transporters

[200, 94]. Afterward, the orthogonal datasets could be integrated directly into the data-generating function and

log-likelihood formulation, allowing for statistical inference as new data from either experimental method is added.

On a related note, the computational tools developed for this research could also likely be applied to study other

biological systems that can be framed as a biochemical network. This could be, for example, a similar molecular

machine such as a motor protein [5] kinesin or a more extensive metabolic network [56]. This would again require

refining and exploring the methods for the particular system studied, aiming to balance precision and efficiency in the

selected model and algorithms.

Also, future studies could focus on experimental validation of the theoretical predictions generated by this dissertation.

While our tools were validated with synthetic data, they have not been well-tested with experimental data. Doing so

would lend more credibility to the approaches and theoretical models discussed in this work - such as the kinetic

proofreading models with enhanced selectivity.

Finally, the modeling could be expanded into other areas and levels of abstraction to provide a more holistic view of

transporters, or other systems studied. For example, transporters could be integrated into a whole cell model in a more

coarse-grained way but preserve their essential characteristics. Or different data sources could be integrated, such as
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genomics or metabolic data. These combined analysis tools and datasets could allow for greater biological insight, such

as metabolic data in light of transporter activity.

In summary, the tools and insights gained from this research contain many exciting possibilities for future work that

advances biological understanding.

5.3.3 Limitations and Challenges

The research presented in this dissertation is not without its limitations and challenges, which may present opportunities

for further research.

One of the primary limitations is the lack of relevant experimental data to validate the findings. While the synthetic

results have had interesting implications, they require validation from experimental data. Future work should focus on

coordinating computational predictions with expert experimental design and validation. This could be achieved through

increased collaboration with experimental laboratories, and doing so would further the field.

Next, larger and more complex models are not tractable with the current sampling limitations. This limits the study of

larger transporter systems or hierarchical models of transporters. Future work should focus on developing more efficient

computational methods that can estimate the posterior (or similar metrics), potentially leveraging acceleration through

machine learning techniques. This will enable the study of full reaction spaces of transporters in a Bayesian framework.

Additionally, in order to move towards a more complete multi-scale model of molecular machines, the challenge of

integrating different levels of detail becomes apparent. There needs to be an efficient strategy to combine a highly

detailed individual model of a transporter with more coarse-grained models that treat transporters as a node with a net

flow. Future work could focus on developing multi-scale modeling and model integration methods.

Finally, the experiment recommendation system is too inefficient to use in an ‘online’ or real-time use, and it currently

lacks the capacity to fully automate the process of experimental design. Efficiencies aside, future work could focus on

enhancing the experiment recommendation system by incorporating the Bayesian inference methodology more directly

into the experimental apparatus with a controller device. This could enable a fully automated and closed system to start,

analyze, recommend, and repeat.

In summary, while these are notable challenges, they also serve as exciting opportunities for innovation and research.

Implementing the above goals could dramatically advance the field as well as our understanding of transporters.

5.4 Conclusion

The central research theme of this dissertation is the detailed complexity of molecular machines, and specifically

transporters, that compete against the notion of simple machine behavior. If these machines are as complex as emerging

evidence suggests, how can improved computational approaches better model this behavior? This motivated the

overarching objectives of the dissertation: the development of robust computational pipelines and the in silico
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exploration of diverse transporter mechanisms. To realize these goals, a rigorous research methodology was used to

develop new computational methods and implement pipelines for transporter research. These tools enabled the efficient

and accurate investigation of alternative transporter mechanisms and the analysis of electrophysiology-type data. A key

methodology was the newly developed ModelExplorer which provided a powerful engine to optimize and engineer

transporter biochemical networks in silico. The implementation of ModelExplorer demonstrated resilience, flexibility,

and the ability to identify novel transporter functions.

Concurrently, the implementation of advanced Bayesian methods delivered a statistical framework for the analysis of

solid-supported membrane electrophysiology used for transporter research. This approach permitted the precise

determination of microscopic rate constants from macroscopic data containing noise and sparsity - a novel development

for this type of experimental assay and transporter system. In addition, experiment recommendation and model

selection strategies were integrated to further enhance the power of the Bayesian inference pipeline. These

contributions enabled greater precision for mechanistic differentiation and systematic experimental decision support.

The research presented in this dissertation aligns with the emerging perspective [200, 86, 239] that transporters exhibit

complex mechanisms outside of the simple 1:1 transporter shown in textbooks often [5]. The exploration of transporter

mechanisms and model classes of enhanced selectivity found by ModelExplorer strongly support this notion. In

addition, the new computational methods developed offer more robust and powerful approaches than alternatives used

for transporter research.

The future of molecular machine research seems very promising. Potential areas of work include the development and

utilization of machine learning / deep learning methods to deal with more complex models and larger datasets, as well

as the integration of multilevel models to capture a more comprehensive picture of these machines. More efforts to

streamline the experiment recommendation and model comparison methods could significantly enhance the efficiency

and performance of experimental data collection. Also, improved collaboration between computational and

experimental scientists could lead to exceptionally better insights into the detailed functioning of transporters.

In conclusion, this dissertation displays an improvement in the computational exploration of transporter proteins. The

methodologies and tools developed, along with the sights gained from their use, all significantly contribute to

transporter research and systems biology overall. This progress provides many areas for future research and

development, and it is hoped that the efforts of this dissertation will motivate that effort.
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7 Appendix of Additional Sampling Efforts

7.1 Adaptive Grid-Based Sampler

Motivated by data tempering methods by Chopin et al. in IBIS, this algorithm performs non-stochastic data tempering

by gradually increasing the amount of data included and updating the estimated posterior using an adaptive grid. The

grid starts uniform and relatively coarse for a small amount of data but increases fineness in a small subset of regions

seen to be important. The important regions are updated as more data are added. The procedure avoids the uncertainties

of stochastic (e.g., MCMC) sampling even if MCMC is used for exploring the parameter space because all

likelihood/posterior computations are grid-based. A schematic is shown in the figure below:

Schematic of multigrid data tempering algorithm. In this non-stochastic approach, grid-based calculation is used as increasing
amounts of data are added for Bayesian posterior calculation. The grid is adapted to each amount of data, both by becoming finer and
by growing to accommodate nearby regions with significant probability as well as pruning away regions with negligible probability.

We have obtained highly promising preliminary results with the method for a toy system. Synthetic time-course data is

used based on the function y(t) = y0 e
−k1t for 0 ≤ t ≤ 2 with y0 = 50 and k1 = 5.0. The function is sampled using

ten evenly sampled time points with Gaussian noise added based on σ = 0.5. As shown in the figure below, the

procedure does indeed narrow the grid down to a region surrounding the true values as more data is added.

An implementation of this algorithm can be found here: https://github.com/ZuckermanLab/pyGridSampler
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Adaptive grid. The initial grid (left) covers the full space of possible parameters. Based on the first two data points, the set of active
points is significantly pruned, and the grid is made finer (middle). The grid adaptively occupies an increasingly smaller volume with
increasing grid fineness (right) as more data is added. The grids shown represent the first iterations for a system with true parameters
of k1 = 5 and σ = 0.5.

7.2 Parallel Affine Invariant Ensemble Sampler

Motivated by the ability of the affine invariant ensemble sampler (by Goodman and Weare and others) to sample

complex distribution, an extension was developed for parallelization. Here ensembles are run independently in a

trivially parallel fashion, and then after some time point, walkers are mixed between all the ensembles. This mixing

improves the resiliency against trapping and may improve the overall sampling efficiency. Similarly, parallelization

allows for the utilization of many more walkers than just a single ensemble. A schematic is shown below:

Diagram of the parallel affine ensemble sampler with mixing. Parallel ensembles are launched and then periodically mixed
among themselves until a termination point is reached.

An implementation of this algorithm can be found here: https://github.com/ZuckermanLab/pyPAM

126



8 Chapter 2 Appendix

8.1 Detailed methods

8.1.1 String-based state-space specification

The state string consists of a set of user-defined ‘base state’ strings, each of which describes a different characteristic of

the machine. For a transporter, this includes the conformational state (inward or outward facing; IF or OF), sodium-ion

state (bound to protein, intracellular/“inside”, or extracellular/“outside”; Nb, Ni, or No), and a substrate binding state

(Sb, Si, or So), resulting in a 3D state-space. The inside and outside designations are necessary to define the direction of

a transition (e.g., N binding from outside) but note that under the steady-state conditions analyzed here, species

concentrations are held fixed but with differing values inside and outside. That is, transitions do not change the

steady-state concentrations.

To examine transport mechanisms in heterogeneous environments, we add an additional binding base state for the

competing substrate (W) following the same conventions (Wb, Wi, or Wo). These states are defined in an analogous

manner: e.g., OF-Nb-Wi. By choice, S and W cannot both be bound simultaneously.

Ultimately, steady-state populations are calculated for distinguishable states. For example, the “OF-Nb-Si" and

“OF-Nb-So” states are not distinguishable in steady state because inside and outside substrate concentrations are held

fixed. (As noted above, the inside and outside designations are necessary to assign directionality to binding events.) In

contrast, the “OF-Nb-Si" and “OF-Ni-Sb” states differ in their binding state making them distinguishable. Likewise the

“OF-Nb-Si" and “IF-Nb-Si” states are distinguishable. Hence, as detailed below, the full set of states is mapped to a

smaller set of physically unique states for determining populations. Furthermore, any set of indistinguishable states

must be energetically equivalent with the same state energy, Ei, value. These indistinguishable states are “tied”

together for the Monte Carlo procedure. Note that state populations cannot be directly inferred from the equilibrium Ei

values because we are studying driven, non-equilibrium steady states.

127



8.1.2 State name definitions

OF Outward-facing conformation

IF Inward-facing conformation

No Extracellular sodium ion

Ni Intracellular sodium ion

Nb Bound sodium ion

So Extracellular substrate

Si Intracellular substrate

Sb Bound substrate

Wo Extracellular decoy substrate

Wi Intracellular decoy substrate

Wb Bound decoy substrate

8.1.3 Equivalent states and transitions

We have defined groups of states that are physically equivalent at steady state with fixed extracellular and intracellular

concentrations. After a species (e.g. ion or substrate) is transported, the physical state will remain the same because of

the steady-state assumption. As an example, consider a hypothetical transporter of a substrate (S) driven by a sodium

ion (N). The state ‘OF-Nb-So’ describes the extracellular (outward) facing conformation (OF) with sodium-bound (Nb)

and substrate unbound and in the extracellular region (So). This is physically equivalent to the state ‘OF-Nb-Si’, which

only differs by the “location” of the unbound substrate (Si, substrate inside the cell). The location of a substrate or ion

is needed in order to fully identify transitions – i.e., the origin (inside or outside) of the substrate or ion in a binding

process.

Transitions are similarly grouped based on states that are equivalent under the conditions stated above. Considering the

same hypothetical transporter: an extracellular-to-bound sodium transition (No→ Nb) would be physically equivalent

for extracellular (So) and intracellular (Si) substrate in the outward-facing conformation (OF). The equivalent state and

transition groups are constrained to share the same state or transition energy during the Monte Carlo (MC) energy

perturbations for self-consistency.

To investigate the Hopfield kinetic proofreading model of transport, we have an additional constraint that groups

‘equivalent’ transitions for the substrate and decoy substrate. As an example, an inward-to-outward facing

conformational transition with only the decoy bound (e.g. OF-No-So-Wb to IF-No-So-Wb) would be equivalent to an

inward-to-outward facing conformational transition with only the substrate-bound (e.g. OF-No-Sb-Wo to

IF-No-Sb-Wo). This extra constraint prohibits a difference in transition energies between equivalent substrate and

decoy transitions; effectively removing “internal proofreading” models from our search.
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List of equivalent states/transitions for a cotransporter without decoy substrate

Equivalent states:

• IF-Ni-So, IF-No-Si, IF-No-So, IF-Ni-Si

• OF-No-So, OF-Ni-Si, OF-No-Si, OF-Ni-So

• IF-Ni-Sb, IF-No-Sb

• IF-Nb-So, IF-Nb-Si

• OF-No-Sb, OF-Ni-Sb

• OF-Nb-So, OF-Nb-Si

Equivalent transitions:

• OF-Ni-Sb←→OF-Ni-Si, OF-No-Sb←→OF-No-Si

• OF-Ni-So←→OF-Ni-Sb, OF-No-So←→OF-No-Sb

• IF-Nb-Si←→IF-Ni-Si, IF-Nb-So←→IF-Ni-So

• OF-No-So←→OF-Nb-So, OF-No-Si←→OF-Nb-Si

• OF-No-So←→IF-No-So, OF-Ni-Si←→IF-Ni-Si, OF-Ni-So←→IF-Ni-So, OF-No-Si←→IF-No-Si

• OF-Ni-Sb←→IF-Ni-Sb, OF-No-Sb←→IF-No-Sb

• IF-No-So←→IF-Nb-So, IF-No-Si←→IF-Nb-Si,

• OF-Nb-Si←→OF-Ni-Si, OF-Nb-So←→OF-Ni-So,

• OF-Nb-So←→IF-Nb-So, OF-Nb-Si←→IF-Nb-Si

• IF-No-So←→IF-No-Sb, IF-Ni-So←→IF-Ni-Sb,

• IF-No-Sb←→IF-No-Si, IF-Ni-Sb←→IF-Ni-Si
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List of equivalent states/transitions for a cotransporter with decoy substrate

Equivalent states:

• OF-Nb-So-Wb, OF-Nb-Sb-Wo, OF-Nb-Sb-Wi, OF-Nb-Si-Wb

• IF-Ni-So-Wb, IF-No-Sb-Wo, IF-Ni-Sb-Wo, IF-No-Sb-Wi, IF-Ni-Si-Wb, IF-No-Si-Wb, IF-Ni-Sb-Wi,

IF-No-So-Wb

• OF-No-So-Wb, OF-No-Si-Wb, OF-Ni-So-Wb, OF-Ni-Sb-Wo, OF-No-Sb-Wo, OF-Ni-Si-Wb, OF-Ni-Sb-Wi,

OF-No-Sb-Wi

• IF-Nb-So-Wo, IF-Nb-Si-Wo, IF-Nb-Si-Wi, IF-Nb-So-Wi

• IF-Ni-So-Wo, IF-Ni-Si-Wo, IF-No-Si-Wi, IF-No-So-Wo, IF-No-Si-Wo, IF-Ni-So-Wo, IF-Ni-So-Wi,

IF-No-So-Wi, IF-Ni-Si-Wi

• IF-Nb-So-Wb, IF-Nb-Sb-Wi, IF-Nb-Si-Wb, IF-Nb-Sb-Wo

• OF-Nb-So-Wo, OF-Nb-Si-Wo, OF-Nb-Si-Wi, OF-Nb-So-Wi

• OF-No-So-Wo, OF-Ni-So-Wi, OF-No-Si-Wi, OF-Ni-Si-Wo, OF-Ni-Si-Wi, OF-No-Si-Wo, OF-No-So-Wi,

OF-Ni-So-Wo

Equivalent transitions:

• IF-No-So-Wb←→IF-Nb-So-Wb, IF-No-Sb-Wi←→IF-Nb-Sb-Wi, IF-No-Sb-Wo←→IF-Nb-Sb-Wo,

IF-No-Si-Wb←→IF-Nb-Si-Wb

• OF-Nb-So-Wi←→IF-Nb-So-Wi, OF-Nb-Si-Wo←→IF-Nb-Si-Wo, OF-Nb-Si-Wi←→IF-Nb-Si-Wi,

OF-Nb-So-Wo←→IF-Nb-So-Wo

• IF-Nb-So-Wb←→IF-Nb-So-Wi, IF-Nb-Si-Wb←→IF-Nb-Si-Wi, IF-Nb-Sb-Wo←→IF-Nb-Si-Wo,

IF-Nb-Sb-Wi←→IF-Nb-Si-Wi

• OF-Nb-Si-Wb←→IF-Nb-Si-Wb, OF-Nb-So-Wb←→IF-Nb-So-Wb, OF-Nb-Sb-Wo←→IF-Nb-Sb-Wo,

OF-Nb-Sb-Wi←→IF-Nb-Sb-Wi

• IF-Nb-Sb-Wi←→IF-Ni-Sb-Wi, IF-Nb-So-Wb←→IF-Ni-So-Wb, IF-Nb-Si-Wb←→IF-Ni-Si-Wb,

IF-Nb-Sb-Wo←→IF-Ni-Sb-Wo

• OF-No-Sb-Wo←→OF-No-Si-Wo, OF-No-Sb-Wi←→OF-No-Si-Wi, OF-Ni-Si-Wb←→OF-Ni-Si-Wi,

OF-No-Si-Wb←→OF-No-Si-Wi, OF-Ni-Sb-Wo←→OF-Ni-Si-Wo, OF-Ni-So-Wb←→OF-Ni-So-Wi,

OF-No-So-Wb←→OF-No-So-Wi, OF-Ni-Sb-Wi←→OF-Ni-Si-Wi
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• OF-Ni-Sb-Wo←→IF-Ni-Sb-Wo, OF-Ni-So-Wb←→IF-Ni-So-Wb, OF-No-Sb-Wi←→IF-No-Sb-Wi,

OF-Ni-Sb-Wi←→IF-Ni-Sb-Wi, OF-No-Sb-Wo←→IF-No-Sb-Wo, OF-Ni-Si-Wb←→IF-Ni-Si-Wb,

OF-No-Si-Wb←→IF-No-Si-Wb, OF-No-So-Wb←→IF-No-So-Wb

• IF-No-Si-Wb←→IF-No-Si-Wi, IF-Ni-Sb-Wo←→IF-Ni-Si-Wo, IF-No-So-Wb←→IF-No-So-Wi,

IF-No-Sb-Wi←→IF-No-Si-Wi, IF-Ni-So-Wb←→IF-Ni-So-Wi, IF-Ni-Sb-Wi←→IF-Ni-Si-Wi,

IF-No-Sb-Wo←→IF-No-Si-Wo, IF-Ni-Si-Wb←→IF-Ni-Si-Wi

• OF-Ni-Si-Wi←→IF-Ni-Si-Wi, OF-No-So-Wi←→IF-No-So-Wi, OF-Ni-Si-Wo←→IF-Ni-Si-Wo,

OF-No-So-Wo←→IF-No-So-Wo, OF-Ni-So-Wo←→IF-Ni-So-Wo, OF-No-Si-Wo←→IF-No-Si-Wo,

OF-No-Si-Wi←→IF-No-Si-Wi, OF-Ni-So-Wi←→IF-Ni-So-Wi

• OF-Nb-Sb-Wo←→OF-Nb-Si-Wo, OF-Nb-So-Wb←→OF-Nb-So-Wi, OF-Nb-Sb-Wi←→OF-Nb-Si-Wi,

OF-Nb-Si-Wb←→OF-Nb-Si-Wi

• IF-No-Si-Wi←→IF-Nb-Si-Wi, IF-No-Si-Wo←→IF-Nb-Si-Wo, IF-No-So-Wi←→IF-Nb-So-Wi,

IF-No-So-Wo←→IF-Nb-So-Wo

• OF-Nb-So-Wi←→OF-Nb-Sb-Wi, OF-Nb-Si-Wo←→OF-Nb-Si-Wb, OF-Nb-So-Wo←→OF-Nb-So-Wb,

OF-Nb-So-Wo←→OF-Nb-Sb-Wo

• IF-Nb-So-Wo←→IF-Ni-So-Wo, IF-Nb-Si-Wi←→IF-Ni-Si-Wi, IF-Nb-Si-Wo←→IF-Ni-Si-Wo,

IF-Nb-So-Wi←→IF-Ni-So-Wi

• OF-No-Si-Wi←→OF-Nb-Si-Wi, OF-No-Si-Wo←→OF-Nb-Si-Wo, OF-No-So-Wi←→OF-Nb-So-Wi,

OF-No-So-Wo←→OF-Nb-So-Wo

• OF-Nb-Si-Wb←→OF-Ni-Si-Wb, OF-Nb-So-Wb←→OF-Ni-So-Wb, OF-Nb-Sb-Wo←→OF-Ni-Sb-Wo,

OF-Nb-Sb-Wi←→OF-Ni-Sb-Wi

• OF-No-Sb-Wo←→OF-Nb-Sb-Wo, OF-No-So-Wb←→OF-Nb-So-Wb, OF-No-Si-Wb←→OF-Nb-Si-Wb,

OF-No-Sb-Wi←→OF-Nb-Sb-Wi

• IF-No-Si-Wo←→IF-No-Si-Wb, IF-Ni-Si-Wo←→IF-Ni-Si-Wb, IF-Ni-So-Wi←→IF-Ni-Sb-Wi,

IF-Ni-So-Wo←→IF-Ni-Sb-Wo, IF-No-So-Wo←→IF-No-So-Wb, IF-No-So-Wo←→IF-No-Sb-Wo,

IF-Ni-So-Wo←→IF-Ni-So-Wb, IF-No-So-Wi←→IF-No-Sb-Wi

• OF-Nb-So-Wi←→OF-Ni-So-Wi, OF-Nb-Si-Wo←→OF-Ni-Si-Wo, OF-Nb-Si-Wi←→OF-Ni-Si-Wi,

OF-Nb-So-Wo←→OF-Ni-So-Wo

• OF-No-So-Wi←→OF-No-Sb-Wi, OF-No-So-Wo←→OF-No-So-Wb, OF-Ni-So-Wo←→OF-Ni-Sb-Wo,

OF-No-Si-Wo←→OF-No-Si-Wb, OF-No-So-Wo←→OF-No-Sb-Wo, OF-Ni-Si-Wo←→OF-Ni-Si-Wb,

OF-Ni-So-Wo←→OF-Ni-So-Wb, OF-Ni-So-Wi←→OF-Ni-Sb-Wi
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• IF-Nb-Si-Wo←→IF-Nb-Si-Wb, IF-Nb-So-Wo←→IF-Nb-Sb-Wo, IF-Nb-So-Wo←→IF-Nb-So-Wb,

IF-Nb-So-Wi←→IF-Nb-Sb-Wi
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8.1.4 Tempering

In order to avoid trapping in deep “energy” (high fitness) basins we employ a tempering procedure. This procedure

cyclically raises and lowers the inverse-temperature β in the Metropolis-Hastings acceptance criterion, facilitating the

exploration of different areas in the model space because of the increased likelihood of acceptance. ModelExplorer

allows for both adaptive and fixed-cycle tempering. Adaptive tempering tracks the change in fitness of the previous

models, decreasing β (heating) if the fitness has not changed over several models, and then increasing β (cooling) once

a user-defined threshold is met (see below). Fixed-cycle tempering sets a fixed heating and cooling schedule for the

duration of the simulation. The tempering procedure is fully customizable and increases the diversity of models found

in a simulation. Figure 2 (main text) is an example of the Monte Carlo “energy” trajectory in model space produced in

ModelExplorer for a simple symporter system using fixed-cycle tempering. Note that the initial models which are not

easily visible at the very left of the graph exhibit poor fitness (positive MC energy), but negative-energy models are

quickly found.

Automated tempering Automated tempering tracks the change in fitness of the previous models, decreasing β (heating)

if the fitness has not changed over several models, and then increasing β (cooling) once a user-defined threshold is met.

An initial β is set and then checked at fixed Monte Carlo step intervals. At these intervals, the fractional Monte Carlo

energy difference from that previous checkpoint is calculated: Efrac
MC = 2

Enew
MC−Eold

MC

|Enew
MC |−|Eold

MC | where Enew
MC is the current

Monte Carlo energy and Eold
MC is the Monte Carlo energy at the previous checkpoint. If the fractional energy is

approximately constant, |Efrac
MC | < tolerance, β decreases (heats) by a user-constrained scale factor. If the fractional

energy difference has decreased, β increases (cools) by a user-constrained scale factor, subject to a user-defined

probability to stay at the current beta, P stay
β . If the fractional energy has increased, β decreases (heats) by a

user-constrained scale factor, subject to a user-defined probability to stay at the current beta, P stay
β .

Manual tempering Manual tempering uses a fixed schedule that adjusts β by a set amount at each Monte Carlo step

interval. The user defines the minimum and maximum β (inverse temperature) and also defines how many Monte Carlo

steps remain at the minimum and maximum β, decrease β from maximum to minimum, and to increase β from

minimum to maximum. This schedule can then be scaled by a user-defined factor for further sampling optimization.

For enhanced selectivity simulations, the default tempering schedule (found empirically) is 125 MC steps at the

minimum β, 100 MC steps increasing β, 1450 MC steps at the maximum β, and 325 MC steps decreasing β.

8.1.5 Flux calculation

The flux of a given species x, Jx, is calculated by summing the net flows along a user-defined set of transitions for that

species. For the ion, this is the set of transitions from an ion-bound state to an ion-inside state (Nb→Ni). The substrate

flux is calculated from the set of transitions from a substrate-bound state to a substrate-inside state (Sb→Si). Similarly,

decoy flux is calculated from the set of transitions from a decoy-bound state to a decoy-inside state (Wb→Wi). For

simplicity, we have removed ’backdoor’ transport which would allow a species to be transported in the opposing
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direction of the conformational state (e.g. OF-Nb→OF-Ni). Due to these added constraints, the flux for a given species

is calculated using only the net flows of the (un)binding transitions for that species in the inward-facing conformation.
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8.2 Simulation parameters

8.2.1 Cotransporter without decoy substrate

Symporter Antiporter

MC steps 1e6 1e6

Random seed 123456 123456

Maximum ∆E for state/transition [kBT ] 1.0 1.0

Tempering schedule Automatic Automatic

Tempering tolerance 0.3 0.3

β initial [kBT ]−1 1e1 1e1

β scale factor 1e3 1e3

P stay
β 0.2 0.2

MC steps to change β 2e2 2e2

∆µion [kBT ] -4 -4

∆µsubstrate [kBT ] +2 -2

Rate prefactor, k0 [s−1] 1e-3 1e-3

Energy function, EMC −Jsubstrate +Jsubstrate
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8.2.2 Cotransporter with decoy substrate

Run 1 Run 2 Run 3 Run 4

MC steps 1e6 1e6 1e6 1e6

Random seed 456789 456789 456789 456789

Maximum ∆E for state/transition [kBT ] 1.0 0.5 0.2 1.0

Tempering schedule Manual Manual Manual Manual

Tempering scale factor 1.0 0.5 1.0 2.0

βmin [kBT ]
−1 1e-100 1e-100 1e-100 1e-100

βmax [kBT ]
−1 1e30 1e30 1e30 1e30

MC steps to change β 1 1 1 1

∆µion [kBT ] -4 -4 -4 -4

∆µsubstrate [kBT ] 2 2 2 2

∆µdecoy [kBT ] 2 2 2 2

∆∆G [kBT ] 1 1 1 1

Rate prefactor, k0 [s−1] 1e-3 1e-3 1e-3 1e-3

Energy function, EMC −Jsubstrate
|Jsubstrate|+ϵ
|Jdecoy|+ϵ ... ... ...

Numerical stability constant, ϵ 1e-15 1e-15 1e-15 1e-15
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8.3 Symporter model pathway (without decoy substrate).

[[Note that the binding and dissociation events are shown implicity for visual clarity]]

SI Fig 8.3 Pathway of a symporter model found at MC step = 1800. This model exhibits a combination of all four ideal symporter
pathways which result in the intracellular transport of one substrate per ion. Note that the flows are scaled by the largest flow edge.
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8.4 Antiporter model pathway (without decoy substrate).

SI Fig 8.4 Pathway of an antiporter model found during the antiporter simulation run at MC step = 845000. This model exhibits a
combination of two ideal antiporter pathways which result in the extracellular transport of one substrate per ion. Note that the flows
are scaled by the largest flow edge.
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8.5 Antiporter flux diagram (without decoy substrate).

SI Fig 8.5 Flux of an antiporter model found during the antiporter simulation run at MC step = 845000, analyzed over a range of
ion-chemical potential differences. This model exhibits a 1:1 ratio of ion influx to substrate efflux over a wide range of ion chemical
potential differences. Note that the fluxes are scaled by the largest flux value.
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8.6 Symporter model with ion leak removed (and with decoy substrate present)

SI Fig 8.6 Pathway of the model with enhanced selectivity representing cluster B, with the futile ion cycle removed. The energy
barrier between the ion-only bound states in the inward and outward conformations were raised by 100 kBT , effectively shutting off
the ion leak. Note the two symmetrical pathways for substrate and decoy transport. The net flows have been scaled by the maximum
flow edge.
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8.7 Flux diagrams of the representative models for each cluster

SI Fig 8.7 Flux traces of the representative model for each cluster, scaled by the maximum flux, over a range of ion chemical
potential differences. Each model has a narrow regime where the toxin flows down its gradient out of the cell, while the substrate is
driven into the cell by the ion. Near the optimized conditions for the simulation, ∆µion = −4kBT , these models have negligible
decoy flux, resulting in an unbounded substrate to decoy discrimination ratio.
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8.8 Model clustering and sampling

Simulations were run for transporters in a ‘competitive’ environment with a decoy. The resulting models were filtered

based on a cost (ion to substrate flux ratio) below 10, and selectivity (substrate to decoy ratio) above 10e∆∆G=1.

Clusters were determined using hierarchical clustering with complete linkage and the Euclidean distance between the

scaled flows of each model. The threshold of 0.65 was determined empirically to produce qualitatively different kinetic

pathways. This method produced four separate clusters. Representative models corresponding to each cluster were

analyzed in the main text and SI.

The representative models used:

Run MC step number
Cluster A model 1 3500
Cluster B model 1 29000
Cluster C model 3 3000
Cluster D model 3 829000
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8.9 Trajectory in model space

SI Fig 8.9 Trajectory in the model space of four different 1e6 Monte Carlo (MC) step simulations at different sampling settings.
Simulations were run for transporters in a ‘competitive’ environment with a decoy using the MC energy function: −Jsubstrate

|Jsubstrate|+ϵ
|Jdecoy|+ϵ

where Jsubstrate and Jdecoy are the fluxes of the substrate and decoy respectively, and ϵ = 1e-15. Lower MC energy values denote
models that are more fit, by convention. As shown in the figures, the tempering schedule aids in avoiding low-energy basins. Note
that each point on the trajectory is a kinetic model. [[We note that each run finds a distribution of models, from highly fit (energy
-̃1e-3) to moderately fit (energy -̃0.25e-4), to poorly fit (energy 0̃).]]
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8.10 Trajectory in cluster space

SI Fig 8.10 Trajectory in the cluster space of four different 1e6 MC step simulations. Simulations were run for transporters in a
‘competitive’ environment with a decoy. Models were filtered based on a cost (ion to substrate flux ratio) below 10, and selectivity
(substrate to decoy ratio) above 10e∆∆G=1. Clusters were determined using hierarchical clustering with complete linkage and
the Euclidean distance between the scaled flows of each model. The threshold of 0.65 was determined empirically to produce
qualitatively different kinetic pathways. These graphs indicate that each run only finds a few model classes during the simulation –
implying the need for improved sampling methods. Note that in run 4, models meeting the selection criteria (i.e. cost and selectivity)
were not found until approximately 1.5e5 MC steps. [[We note that certain runs 1, 2, and 4 fail to find models that are highly fit,
likely due to poor sampling. It is likely that these sampling runs were ‘trapped’ in a low energy region and unable to escape to
explore even lower energy regions. This could be further addressed in the future by better optimizing our tempering procedure, or
with other sampling algorithms.]]
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8.11 Cost of representative models

Here we examine the ion-to-substrate stoichiometry (cost) for each model cluster.

SI Fig 8.11 Cost of the representative model for each cluster, over a range of ion chemical potential differences. All of these models
exhibit a cost above the ideal 1:1 stoichiometric ratio for a wide range of chemical potential differences. The extra ions transported
relative to the substrate suggest a futile ion transport cycle - i.e. an ion leak. Note that the cost was not included as a constraint in the
energy function.
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8.12 Selectivity of representative models

Here we examine the substrate to decoy stoichiometry (selectivity) for each model cluster.

SI Fig 8.12 The stoichiometric ratio of the substrate to ion flux (selectivity), over a range of ion chemical potential differences.
All the models demonstrate enhanced selectivity over a range of chemical potential differences, and unbounded selectivity at the
optimized condition (at ∆µion = −4kBT ). Models A and D exhibit enhanced discrimination over a wide range of conditions. The
expected equilibrium value (e∆∆G=1) is shown as a reference. Note that this stoichiometric ratio was used as a primary constraint in
our energy function.
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9 Chapter 3 Appendix

9.1 Transporter model definitions

We use a single reaction cycle of a 1:1 antiporter using alternating access, with the following coupled reactions:

Reaction 1: OF+Hout

kf
1−−⇀↽−−

kr
1

OF_Hb (28)

Reaction 2: OF_Hb
kf
2−−⇀↽−−

kr
2

IF_Hb (29)

Reaction 3: IF_Hb + Sout
kf
3−−⇀↽−−

kr
3

IF_Hb_Sb (30)

Reaction 4: IF_Hb_Sb
kf
4−−⇀↽−−

kr
4

IF_Sb + Hin (31)

Reaction 5: IF_Sb
kf
5−−⇀↽−−

kr
5

OF_Sb (32)

Reaction 6: OF_Sb
kf
6−−⇀↽−−

kr
6

OF+ Sout (33)

with the following definitions for biochemical states and species:

OF Outward-facing conformation

OF_Hb Outward-facing conformation with ion bound

IF_Hb Inward-facing conformation with ion bound

IF_Hb_Sb Inward-facing conformation with ion and substrate bound

IF_Sb Inward-facing conformation with substrate bound

OF_Sb Outward-facing conformation with substrate bound

Hout External (i.e. bath) ion

Sout External (i.e. bath) substrate

Hin Internal (i.e. inside lissome) ion

Sin Internal (i.e. inside lissome) substrate

Note that we use molar concentrations unless specified otherwise, and have omitted the enclosing brackets for visual

clarity.
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9.2 Reaction rates and differential equations

Given the reactions above we have the following net reaction rates using mass action kinetics:

vrxn1 = kf1 ·OF ·Hout − kr1 ·OF_Hb (34)

vrxn2 = kf2 ·OF_Hb− kr2 · IF_Hb (35)

vrxn3 = kf3 · IF_Hb · Sin − kr3 · IF_Hb_Sb (36)

vrxn4 = kf4 · IF_Hb_Sb− kr4 · IF_Sb ·Hin (37)

vrxn5 = kf5 · IF_Sb− kr5 ·OF_Sb (38)

vrxn6 = kf6 ·OF_Sb− kr6 ·OF · Sout (39)

(40)

Which yields the following ordinary differential equations:

dHin

dt
= vrxn4 (41)

dSin

dt
= −vrxn3 (42)

dOF

dt
= vrxn6 − vrxn1 (43)

dOF_Hb

dt
= vrxn1 − vrxn2 (44)

dIF_Hb

dt
= vrxn2 − vrxn3 (45)

dIF_Hb_Sb
dt

= vrxn3 − vrxn4 (46)

dIF_Sb
dt

= vrxn4 − vrxn5 (47)

dOF_Sb
dt

= vrxn5 − vrxn6 (48)

(49)

where the external ion and substrate solutions are constant for a given SSME assay condition (i.e. dHout

dt = 0 and
dSout

dt = 0 for each perturbation stage).

9.3 Constraint from detailed balance

At equilibrium, the forward flow must equal the reverse flow for any given reaction due to microscopic reversibility. In

a cycle, this means that the product of the forward reaction rate constants must equal the product of the reverse reaction

rate constants [101]. As a result, one of the reaction rate constants is not independent, and is defined by the remaining

reaction rate constants. This equilibrium relationship holds even when the system is not at equilibrium:∏ kfi
kri

= 1 (50)
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For our model we set kr6 as constant:

kr6 =
kf1k

f
2k

f
3k

f
4k

f
5k

f
6

kr1k
r
2k

r
3k

r
4k

r
5

(51)

9.4 Synthetic SSME assay conditions

Below are the conditions used for the synthetic SSME assays, rounded for visual clarity:

N liposomes total 1e11
N transporters total 5e12
Total external volume 70 uL
Total internal volume 0.07 uL
Total membrane volume 0.02 uL
Liposome membrane capacitance 2.4e-16 F

Summary of parameters

OF 0.44 mM
OF_Hb 0 mM
IF_Hb 0 mM
IF_Hb_Sb 0 mM
IF_Sb 0 mM
OF_Sb 0 mM

Initial transporter state concentrations (t=0 s)

Hout (t=0 s) 1e-4 mM
Sout (t=0 s) 1 mM
Hout (t=1 s) 0.5e-4 mM
Sout (t=1 s) 1 mM
Hout (t=2 s) 1e-4 mM
Sout (t=2 s) 1 mM

Assay protocol for external bath solution perturbation

We assume uniformity of the liposomes, such that the concentrations are the same between each liposome, and single

liposome volumes are equal to the total volume divided by the number of liposomes. Similarly, the voltage across the

membrane of a single liposome is assumed to be equal to the voltage across the membrane from all the liposomes. We

simulate a single liposome (with multiple transporters), and then convert that current into an aggregate net current (see

manuscript).

As described in the manuscript, we only explicitly model the driving ion and substrate that are directly coupled to the

transport process studied under SSME-like conditions. Therefore we do not explicitly model water, anions, or other

chemical species used in the bath solution. We assume that these species concentrations are controlled such that they

have a negligible effect on transport during an SSME assay. More specifically, we base our approach on related SSME

experiments [240] for the Gdx protein, which holds the chloride (Cl−) anion concentrations fixed throughout the bath
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solution via a controlled buffer, removing potential confounding effects from varied anion concentrations. Future work

will examine the role of anions and the aqueous external solution in greater detail.

The differential equations are integrated with the CVODES integrator with an absolute tolerance of 1e-15, relative

tolerance of 1e-12, and with 200 points stored per assay stage (600 points total). A separate integration run is used for

each of the stages (i.e. t=0-1s, t=1-2s, t=2-3s) to account for the discrete-time events. For the purposes of calculating

the log-likelihood, we remove the data from the equilibration stage (t=0 to t=1 s), and for the remaining assay stages,

we remove the first data point and the last 101 points, which leaves a total of 2 x 198 data points.

9.5 Reference values used for transporter model parameters

Rate constant Nominal value at V=0 Reaction type
kf1 1e10 (1/(M*s)) Ion binding reaction
kr1 1e3 (1/s) Ion unbinding reaction
kf2 1e2 (1/s) Conformational change reaction
kr2 1e2 (1/s) Conformational change reaction
kf3 1e7 (1/(M*s)) Substrate binding reaction
kr3 1e3 (1/s) Substrate unbinding reaction
kf4 1e3 (1/s) Ion unbinding reaction
kr4 1e10 (1/(M*s)) Ion binding reaction
kf5 1e2 (1/s) Conformational change reaction
kr5 1e2 (1/s) Conformational change reaction
kf6 1e3 (1/s) Substrate unbinding reaction

Rate constants used for ground truth model. Note that kr
6 is defined from the cycle constraints previously described.

9.6 Log-likelihood function

As mentioned in the manuscript, we use a Normal log-likelihood distribution for Bayesian inference:

L(θ, σ2|D) = −n

2
ln(2π)− n

2
ln(σ2)− 1

2σ2

n∑
i=1

(Di −Dpred(θ)i)
2 (52)

For maximum likelihood estimation, the negative log-likelihood is minimized.

9.7 Rate constant priors

We use extremely broad uniform priors with a log10 transformation for the reaction rate constants:

9.8 Nuisance parameters and priors

We assume that the residual errors in the SSME data are from a Normal distribution with zero mean and unknown

variance:
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log10 rate constant log10 nominal value at V=0 log10 prior range
log10 kf1 10 [6,12]
log10 kr1 3 [-1,5]
log10 kf2 2 [-2,4]
log10 kr2 2 [-2,4]
log10 kf3 7 [3,9]
log10 kr3 3 [-1,5]
log10 kf4 3 [-1,5]
log10 kr4 10 [6,12]
log10 kf5 2 [-2,4]
log10 kr5 2 [-2,4]
log10 kf6 3 [-1,5]

Priors used for rate constants, using wide uniform priors and a log10 transform

Dobs = Dtrue + δ (53)

where δ ∼ Normal(0, σ2)

For the 16D transporter model, we introduce additional sources of uncertainty by using scaling factors in the initial

transporter concentrations, the external bath perturbations concentrations, and the observed data.

OF (0)obs = ftransporter ·OF (0)true (54)

Houtobs = fHout
·Houttrue

(55)

Soutobs = fSout · Souttrue (56)

Dobs = fbias ·Dtrue + δ (57)

(58)

We use uniform priors for the nuisance parameters, with a log10 scale for the standard deviation.

nuisance parameter nominal value prior range
log10 σ -10.5 [-11,-9]
ftransporter 1 [0.8,1.2]
fHout

1 [0.8,1.2]
fSout

1 [0.8,1.2]
fbias 1 [0.8,1.2]

Priors used for nuisance parameters
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Electrogenic characterization of simulated SSME assay

9.9 Current, charge, and voltage

We examine the relationship between membrane voltage, charge, and current for our transporter model and simulated

SSME assays: Vm(t) = Q(t)/Cm =
∫
I(t)dt/Cm

Characterizing current, charge, and membrane voltage The total current, transported charge, and membrane voltage for
a simulated SSME assay for t=1-3 seconds. The equilibration phase creates a buildup of positive charge on the membrane’s
extracellular side, giving a negative charge Q(t) by convention.
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9.10 Effects of membrane potential on rate constants

We find that the membrane voltage has a negligible effect on the reaction rate constants and the resulting current, for the

conditions studied. Consider the modified rate constant form: k(v) = k0 ∗ exp(−ϵ ∗ V F
RT ). While exact values will vary

depending on the transporter and experimental setup, the peak of the net currents is often in the nA range and transport

a total charge in the nC range (see Bazzone et al, and Henzler-Wildman et al). This results in a per liposome membrane

total charge of 1e-23 C, which when divided by a typical liposome membrane capacitance of 1e-16 F results in a

voltage in the µV range. If we assume a maximum voltage of 1e-5 V, room temperature of 298K, and ϵ = 1, this yields:

k(v) ≈ k0 ∗ 0.9996. This suggests that the membrane voltage adjusts the rate constants by a negligible amount for the

conditions studied. We note that under physiological conditions, the resting membrane voltage is typically maintained

in the 50-100mV magnitude range. Under these conditions, the membrane voltage will significantly adjust the rate

constants, with k(v) ≈ k0 ∗ 0.15 for 50 mV.

9.11 Comparing Bayesian inference results with and without dynamic voltage

We compare the same 12D transporter model using a dynamic voltage, k(v) = k0 ∗ exp(−ϵ ∗ V F
RT ), and under a zero

voltage condition, k(v) = k0. As expected from our model described above, we find a negligible difference between

the two voltage formulations. Further work will investigate the membrane potential in greater detail.

Parameter distributions The 1D parameter distributions with and without dynamic voltage. Both voltage formulations result in
nearly identical parameter distributions, with three replicas for each formulation shown. The ground truth values are shown in
vertical dashed lines for reference.
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9.12 Additional Figures for MLE Tuning and Algorithm Performance

Improvement in MLE algorithms after tuning The difference between the maximum likelihood before and after randomized
hyperparameter tuning. Future work will explore more robust tuning methods.

Comparison of Algorithm Performance The average distance from the maximum log-likelihood value vs. the number of log-
likelihood calculations per second. We note that only comparing the averages may bias against Bayesian methods that generate
distributions as opposed to point estimates found during maximum likelihood estimation.
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10 Chapter 4 Appendix

10.1 Detailed Methods

The same simulation values in our prior work are used in this study unless otherwise noted.

10.1.1 Initial conditions

Model 2: Species Initial Concentrations

Species Label Initial Concentration

conc_OF_Hb_Sb 0.0004369941792375325
conc_OF_Hb 0
conc_IF_Hb 0
conc_IF_Hb_Sb 0
conc_IF_Sb 0
conc_OF_Sb 0
conc_H_in 1.e-7
conc_S_in 1.e-3

Model 3: Species Initial Concentrations

Species Label Initial Concentration

conc_OF 0.0004369941792375325
conc_OF_Hb 0
conc_IF_Hb 0
conc_IF 0
conc_IF_Sb 0
conc_OF_Sb 0
conc_H_in 1.e-7
conc_S_in 1.e-3

Model 4: Species Initial Concentrations

Species Label Initial Concentration

conc_OF_Hb_Sb 0.0004369941792375325
conc_OF_Hb 0
conc_IF_Hb 0
conc_IF 0
conc_IF_Sb 0
conc_OF_Sb 0
conc_H_in 1.e-7
conc_S_in 1.e-3
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10.1.2 Reactions and differential equations

Model 1 uses the same reactions, rates, and differential equations as described in our previous work and in the main

manuscript.

Model 2 reactions and rates:

rxn1: OF_Hb_Sb→ OF_Hb + Sout;

(k1f × OF_Hb_Sb− k1r × OF_Hb× Sout);

rxn2: OF_Hb→ IF_Hb;

(k2f × OF_Hb− k2r × IF_Hb);

rxn3: IF_Hb + Sin → IF_Hb_Sb;

(k3f × IF_Hb× Sin − k3r × IF_Hb_Sb);

rxn4: IF_Hb_Sb→ IF_Sb + H_in;

(k4f × IF_Hb_Sb− k4r × IF_Sb× H_in);

rxn5: IF_Sb→ OF_Sb;

(k5f × IF_Sb− k5r × OF_Sb);

rxn6: OF_Sb + H_out→ OF_Hb_Sb;

(k6f × OF_Sb× H_out− k6r × OF_Hb_Sb);

156



Model 2 differential equations:

d[Hin]

dt
= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]

d[Sin]

dt
= −(kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[OF_Hb_Sb]
dt

= −(kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]) + kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb]

d[OF_Hb]

dt
= kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb])

d[IF_Hb_Sb]
dt

= kf3 [IF_Hb][Sin]− kr3[IF_Hb_Sb]− (kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin])

d[IF_Sb]
dt

= kf4 [IF_Hb_Sb]− kr4[IF_Sb][Hin]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb])

Model 3 reactions and rates:

rxn1: OF +Hout → OF_Hb;

(k1f × OF×Hout − k1r × OF_Hb);

rxn2: OF_Hb→ IF_Hb;

(k2f × OF_Hb− k2r × IF_Hb);

rxn3: IF_Hb→ IF +Hin;

(k3f × IF_Hb− k3r × IF×Hin);

rxn4: IF + Sin → IF_Sb;

(k4f × IF× Sin − k4r × IF_Sb);

rxn5: IF_Sb→ OF_Sb;

(k5f × IF_Sb− k5r × OF_Sb);

rxn6: OF_Sb→ OF + Sout;

(k6f × OF_Sb− k6r × OF× Sout);
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Model 3 differential equations:

d[Hin]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]

d[Sin]

dt
= −(kf4 [IF ][Sin]− kr4[IF_Sb])

d[OF ]

dt
= −(kf1 [OF ][Hout]− kr1[OF_Hb]) + kf6 [OF_Sb]− kr6[OF ][Sout]

d[OF_Hb]

dt
= kf1 [OF ][Hout]− kr1[OF_Hb]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb]− kr3[IF ][Hin])

d[IF ]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]− (kf4 [IF ][Sin]− kr4[IF_Sb])

d[IF_Sb]
dt

= kf4 [IF ][Sin]− kr4[IF_Sb]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb]− kr6[OF ][Sout])

Model 4 reactions and rates:

rxn1: OF_Hb_Sb→ OF_Hb + Sout;

(k1f × OF_Hb_Sb− k1r × OF_Hb× Sout);

rxn2: OF_Hb→ IF_Hb;

(k2f × OF_Hb− k2r × IF_Hb);

rxn3: IF_Hb→ IF +Hin;

(k3f × IF_Hb− k3r × IF×Hin);

rxn4: IF + Sin → IF_Sb;

(k4f × IF× Sin − k4r × IF_Sb);

rxn5: IF_Sb→ OF_Sb;

(k5f × IF_Sb− k5r × OF_Sb);

rxn6: OF_Sb +Hout → OF_Hb_Sb;

(k6f × OF_Sb×Hout − k6r × OF_Hb_Sb);
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Model 4 differential equations:

d[Hin]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]

d[Sin]

dt
= −(kf4 [IF ][Sin]− kr4[IF_Sb])

d[OF_Hb_Sb]
dt

= −(kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]) + kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb]

d[OF_Hb]

dt
= kf1 [OF_Hb_Sb]− kr1[OF_Hb][Sout]− (kf2 [OF_Hb]− kr2[IF_Hb])

d[IF_Hb]

dt
= kf2 [OF_Hb]− kr2[IF_Hb]− (kf3 [IF_Hb]− kr3[IF ][Hin])

d[IF ]

dt
= kf3 [IF_Hb]− kr3[IF ][Hin]− (kf4 [IF ][Sin]− kr4[IF_Sb])

d[IF_Sb]
dt

= kf4 [IF ][Sin]− kr4[IF_Sb]− (kf5 [IF_Sb]− kr5[OF_Sb])

d[OF_Sb]
dt

= kf5 [IF_Sb]− kr5[OF_Sb]− (kf6 [OF_Sb][Hout]− kr6[OF_Hb_Sb])

10.1.3 Prior distributions

Model 2: Priors

Name Bounds Nominal

log10_k1_f [-1, 5] 3
log10_k1_r [3, 9] 7
log10_k2_f [-2, 4] 2
log10_k2_r [-2, 4] 2
log10_k3_f [3, 9] 7
log10_k3_r [-1, 5] 3
log10_k4_f [-1, 5] 3
log10_k4_r [6, 12] 10
log10_k5_f [-2, 4] 2
log10_k5_r [-2, 4] 2
log10_k6_f [6, 12] 10

Model 3: Priors

Name Bounds Nominal

log10_k1_f [6, 12] 10
log10_k1_r [-1, 5] 3
log10_k2_f [-2, 4] 2
log10_k2_r [-2, 4] 2
log10_k3_f [-1, 5] 3
log10_k3_r [6, 12] 10
log10_k4_f [3, 9] 7
log10_k4_r [-1, 5] 3
log10_k5_f [-2, 4] 2
log10_k5_r [-2, 4] 2
log10_k6_f [-1, 5] 3
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Model 4: Priors

Name Bounds Nominal

log10_k1_f [-1, 5] 3
log10_k1_r [3, 9] 7
log10_k2_f [-2, 4] 2
log10_k2_r [-2, 4] 2
log10_k3_f [-1, 5] 3
log10_k3_r [6, 12] 10
log10_k4_f [3, 9] 7
log10_k4_r [-1, 5] 3
log10_k5_f [-2, 4] 2
log10_k5_r [-2, 4] 2
log10_k6_f [6, 12] 10

10.2 Marginal Standard Deviations

Marginal standard deviations across each data set Note the order of data sets.
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10.3 Model Evidence and Bayes Factor

Sequential Monte Carlo methods (like the pocoMC implementation of preconditioned Monte Carlo) can estimate the

normalization constant in Bayes’ Theorem, P(D).

This can be used to compute the Bayes factor between models:

BF12 = P (D|M1)
P (D|M2)

where P (D|M1) is the marginal likelihood (model evidence) of the data under Model 1,

P (D|M2) is the marginal likelihood (model evidence) of the data under Model 2,

and P (D|M) =
∫
P (D|θ,M) · P (θ|M) dθ.

The Bayes factor calculates the odds of one model vs. another and is helpful for model selection.

For a single experiment (protocol 1, experiment 1), the model evidence and Bayes’ factors were calculated against all

four models, as shown below.

Model evidence using a single experiment

For a combined experiment (protocol 8, experiments 1,2,3, and 4 aggregated), the model evidence and Bayes’ factors

were calculated against all four models, as shown below.

161



Bayes factors using a single experiment

Model evidence using multiple experiments

Bayes factors using multiple experiments Note the large difference in model evidence between models 1, 2, and 4 results in Bayes
factors between those models that are extremely large as compared to models 1 and 3, and so are omitted from the plot.
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10.4 Gaussian Mixture Model Validation

Gaussian mixture models require a careful choice of the number of Gaussians to mix, K.

We use and compare both the Bayesian information criterion (BIC) and Akaike Information Criterion (AIC) and find

they both give similar results.

BIC is given by:

BIC = ln(n)k − 2 ln(L̂) (59)

where n is the number of observations, L̂ is the computed likelihood and k is the number of free parameters in the

model.

Where AIC is given by:

BIC = 2k − 2 ln(L̂) (60)

Below are the hyperparameter optimization and validation plots for all four models and the experiment 1 data set for

protocol 1, as well as the hyperparameter optimization and validation plots for all four models and the combined

experiments 1, 2, 3, and 4 data set for protocol 8:

Information Criterion Minimization for Cycle 1 and Protocol 1
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1D marginal with GMM using min AIC and BIC for Cycle 1 and Protocol 1

Information Criterion Minimization for Cycle 2 and Protocol 1
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1D marginal with GMM using min AIC and BIC for Cycle 2 and Protocol 1

Information Criterion Minimization for Cycle 3 and Protocol 1
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1D marginal with GMM using min AIC and BIC for Cycle 3 and Protocol 1

Information Criterion Minimization for Cycle 4 and Protocol 1
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1D marginal with GMM using min AIC and BIC for Cycle 4 and Protocol 1

Information Criterion Minimization for Cycle 1 and Protocol 8
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1D marginal with GMM using min AIC and BIC for Cycle 1 and Protocol 8

Information Criterion Minimization for Cycle 2 and Protocol 8
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1D marginal with GMM using min AIC and BIC for Cycle 2 and Protocol 8

Information Criterion Minimization for Cycle 3 and Protocol 8
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1D marginal with GMM using min AIC and BIC for Cycle 3 and Protocol 8

Information Criterion Minimization for Cycle 4 and Protocol 8
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1D marginal with GMM using min AIC and BIC for Cycle 4 and Protocol 8
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