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Abstract 
 

The work presented herein aims to characterize molecular interactions of 

importance to the assembly and maturation of human immunodeficiency virus type 1 

(HIV-1). Production of infectious virus particles depends on proper protein-protein 

interactions, protein-membrane interactions, and protein-nucleic acid interactions. PrGag 

and PrGag-Pol proteins have to be targeted to functional assembly sites within the 

producer cell, interact in a specific fashion, bud off from the cells, and undergo a 

concerted mechanism of proteolytic processing in order to become infectious. 

 

 Extensive X-ray and NMR studies have elucidated details about the structures of 

the HIV-1 capsid (CA) protein. The predominantly α-helical N-terminal domains (NTDs) 

have been modeled to form hexamer rings in the mature cores of virions, whereas the C-

terminal domains (CTDs) are thought to engage in dimerization. A role for a histidine 

switch model involving one or more of the highly conserved histidine residues in the CA 

NTD had been proposed. We chose to examine substitutions at histidine residue 84 

(H84), which has been modeled at the outside of hexamer rings, and H87, which is less 

well conserved and lies in the cyclophilin A (CypA) binding loop. Mutations at H84 

resulted in poorly infectious virus with aberrant cores and low reverse transcriptase 

activities in cores, whereas mutations at H87 yielded virus with only a slight reduction in 

infectivity. Our results suggest that HIV-1 CA residue 84 may be involved in stabilizing 

CA monomer tertiary structure and contributes to an arrangement which helps control 
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either NTD hexamer assembly or the organization of hexamers into higher-order 

structures. 

 

 Membrane targeting of PrGag and incorporation of HIV-1 Env have been 

attributed to the matrix (MA) domain of HIV-1 PrGag. To evaluate the specific 

requirements for the MA membrane-binding domain (MBD) in HIV-1 assembly and 

replication, we replaced MA with alternative MBDs. We chose the pleckstrin homology 

(PH) domains from AKT protein kinase and phospholipase C δ1, as well as the cysteine-

rich binding domain of phosphokinase C γ. Our results demonstrated that alternative 

MBDs could promote VLP assembly and release, but the viruses were not infectious. 

Notably, PrGag processing was reduced, while cleavage of GagPol precursors resulted in 

the accumulation of Pol-derived intermediates within virions. Our results indicate that the 

HIV-1 assembly machinery can accommodate considerable variations in MA with regard 

to its means of membrane association, but that alternative MBDs can interfere with the 

structural rearrangement of virus cores during maturation.  
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INTRODUCTION 
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1.1 Overview 

In the mid-1980s, several laboratories isolated T-cell-tropic virus samples from 

patients presenting with lymphadenopathy. The isolates were named by different 

laboratory groups: lymphadenopathy-associated virus (LAV) by Luc Montagnier’s group 

(28, 315), human T-cell lymphotropic virus type III (HTLV-III) by Robert Gallo’s group 

(21, 150, 402), and acquired immunodeficiency syndrome (AIDS)-associated retrovirus 

(ARV) by Jay Levy’s group (261). The International Committee on Taxonomy of Viruses 

recommended the name by which this virus is currently known: human 

immunodeficiency virus (HIV) (85, 132, 140).  

Two distinct subtypes are known: HIV-1 and HIV-2. HIV-1 predominates and is 

found throughout the world, whereas HIV-2 mostly occurs in West Africa (85, 132). 

HIVs cause AIDS in humans. Epidemiologic studies suggest that HIV-2 is not 

transmitted as easily as HIV-1 and is subject to a longer incubation period (85, 132, 166, 

167, 365).  

HIV is transmitted by direct sexual contact, by blood or blood products, or from 

infected mother to infant during birth or through breast-feeding (85, 103, 116, 132, 396, 

397, 429). There is no evidence that HIV can be spread by casual contact or insect bites. 

In the United States and Western Europe, infection is predominantly spread by needle-

sharing and homosexual contact, but worldwide, heterosexual contact is the primary 

mode of transmission, with a large proportion of commercial sex workers infected (1, 85, 

103).  
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As of December 2006, nearly 40 million people were estimated to be living with 

HIV-1 around the world, with 4.3 million new infections having occurred in that year. 

AIDS claimed 2.9 million lives in 2006 alone. Two thirds of people currently infected 

with HIV live in sub-Saharan Africa, where 34% of all AIDS-related deaths occurred in 

2006. The steepest increases in HIV infection were observed in East Asia, Central Asia, 

and Eastern Europe (1).  

HIV belongs to the genus Lentivirus within the Retroviridae family. Lentiviruses 

are characterized by cylindrical or conical nucleoprotein cores within the mature virion, 

and they carry regulatory genes in addition to the basic genes of simple retroviruses (85, 

143, 486). Virus isolates have been assigned to two major groups: group M, containing at 

least seven subtypes (or clades), and group O (132, 392). More recently, a group N was 

identified (132). Evidence suggests that the virus was first transmitted to humans from 

sooty mangabeys or chimpanzees (85, 192).  

HIV can infect a variety of cell types in culture, including dendritic cells, B cells, 

natural killer cells, epithelial cells, and many others. However, in infected hosts, the virus 

is found consistently and predominantly in CD4+ T cells and cells of the macrophage 

lineage (85).  

 

1.2 Immune response to HIV-1 infection  

The natural killer (NK) cells of the host immune system efficiently recognize and 

kill virus-infected cells. Thus, viruses have to be adept at evading the immune response 

of the infected organism in order to establish a successful infection. HIV-1 has adopted a 

variety of strategies to deal with the immune system. The time from infection to disease 
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can vary considerably, ranging from the development of AIDS in patients 6 to 12 months 

after infection to long-term non-progressors remaining asymptomatic 25 years after 

infection (246). 

HIV-1 infects cells of the immune system bearing its receptor, CD4, and a 

coreceptor, such as CCR5 or CXCR4. Infectious provirus can be recovered from 

dendritic cells (DCs), NK cells, and B cells (102, 233, 282, 313, 458). After an initial 

increase in viral load, the amount of virus in the blood decreases significantly, until 

another rise late in infection, when the CD4+ T-cell count has decreased and disease 

symptoms appear. During the acute phase of the infection, a stable reservoir of resting 

memory CD4+ T-cells harboring HIV is established (57, 82, 130, 246, 485). The innate 

immune system provides the initial response to HIV-1 infection. NK cell numbers are 

greatly increased and may be involved in decreasing the viral load. DCs also play a role 

in triggering the immune response. HIV-1 RNA activates DCs, which then induce the 

immune system via high levels of interferon-α (IFN-α), interleukin-12 (IL-12), tumor 

necrosis factor-α (TNF-α), and IL-6 (32, 191, 246, 335). Antibodies to HIV-1 are made 

within the first few weeks of infection, some of which have neutralizing capabilities to 

the predominant circulating virus. This, in turn, drives evolution of the virus to mutations 

not recognized by the antibody, different antibodies are made, the virus adapts, and the 

process keeps repeating itself, resulting in a large number of virus strains circulating in 

the system (145, 390, 391, 475). As the infection enters the chronic phase, however, the 

antibody response ceases to contribute to the control of the virus by the immune system, 

and antibody-generating B cells are depleted (246). After virus infection, CD8+ T cell 

numbers rapidly expand, and they appear to be involved in control of viral load (53, 239). 
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In the early phase of infection, CD4+ T cells directed against HIV-1 are induced and 

assist CD8+ T cells (96). However, this cellular immune response decreases over the first 

few months of infection (246, 269).  

Slow, gradual depletion of CD4+ T cells has been thought to cause the eventual 

failure of the immune system. Mathematical modeling attempts have disputed that notion 

(494). Recent studies have suggested that the initial massive viral replication during acute 

infection depletes CCR5+ CD4+ effector memory cells to the extent that the immune 

system is damaged considerably. Naïve and most central memory T cells are spared by 

this initial assault. Frequent activation results in the proliferation of short-lived effector 

CCR5+ CD4+ effector cells, which can control life-threatening infections, but also 

provide targets for the virus. Through this process, the regenerative capacity of the 

immune system is strained, leading to eventual collapse (175, 376, 377). 

More recently, the importance of cellular microRNAs (miRNA) in defense 

against a variety of viral infections has come to light. Evidence has been found that HIV-

1 is also subject to cellular RNA interference and employs mechanisms to counteract it 

(37, 254, 457, 463, 495). The cellular proteins Dicer and Drosha have been reported to 

inhibit virus replication, and siRNA-mediated knockdown of their expression accelerated 

HIV-1 replication (457). Clusters of cellular miRNAs were reported to be upregulated in 

the presence of HIV-1 infection, and further analysis indicated that these miRNAs 

downregulated the cellular histone acetylase PCAF, a Tat cofactor known to aid HIV-1 

replication (457). Other reports found an interaction of Tat with Dicer, and suggested that 

overexpression of Tat reduces miRNA processing in cells (36). Studies have also argued 

that HIV-1 encodes a miRNA capable of inhibiting viral and possibly cellular mRNAs 
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(341). In addition, TAR RNA may be processed into a miRNA by the cellular processing 

machinery (232). However, other investigators dispute these findings. They argue that 

exhaustive cDNA cloning of small RNA from infected cells does not yield viral siRNAs 

or miRNAs (271, 375), and that HIV-1 Tat does not block cellular miRNA function or 

RNAi against cellular genes (271). 

 

1.3 HIV-1 lifecycle 

An overview of the HIV-1 lifecycle is shown in figure 1.1 

1.3.1 Binding and entry  
Virus particles encountering a susceptible cell first bind to CD4 molecules on the 

surface of the cell (54). The normal function of CD4 is to stabilize the interaction of the 

T-cell receptor on the surface of T lymphocytes with major histocompatibility (MHC) 

class II molecules encountered on antigen-presenting cells. The C3 and C4 domains on 

HIV Envelope (Env) gp120 are necessary for high-affinity binding between gp120 and 

CD4, but a more discontinuous domain that is conformation-dependent plays a role (140). 

However, subsequent interaction of HIV Env with a coreceptor is essential for membrane 

fusion and virus entry. The coreceptors used by HIV belong to the CC or CXC families 

of chemokine receptors. The two most important coreceptors for HIV are CXCR4 (on T 

lymphocytes) and CCR5 (on macrophages) (38, 39). The HIV-1 Env V1 and V2 loops 

appear to influence coreceptor usage. The V3 loop on gp120 plays an important role for 

interaction with coreceptor, and thus influences HIV tropism (337). In addition, highly 

conserved regions on gp120 that are exposed upon CD4 binding are involved in 

coreceptor interactions (140). First, binding of CD4 to gp120 occurs, resulting in 
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conformational changes in gp120 that enhance interactions with the coreceptor, followed 

by conformational changes in HIV Env gp41 that lead to membrane fusion (337). The 

viral membrane directly fuses with the cellular membrane, allowing entry of the viral 

core into the cytoplasm (140). Alternatively, virus particles can be transferred to 

uninfected cells by direct cell-to-cell contact through virological synapses. These 

virological synapses share characteristics with immunological synapses, and HIV may 

use components of the immunological synapse machinery for its own spread (155, 219, 

424). 

 

1.3.2 Uncoating 
The viral core enters the cytoplasm and loses its protective capsid shell, retaining 

some viral proteins, but this process of uncoating is not well understood. HIV-infected 

cells produce a high proportion of defective virus particles, and this has made study of 

uncoating mechanisms difficult. Studies have suggested that uncoating may be influenced 

by capsid protein phosphorylation (469) and cellular factors (22). The cellular restriction 

factor TRIM5α has been suggested to exert part of its activity by modulating uncoating 

of the incoming viral capsid (436, 437). Uncoating unveils the pre-integration complex 

(PIC) and appears to be important for delivery of the PIC to the nucleus (108). Initiation 

of reverse transcription can initiate within the core, but disassembly is crucial for it to 

progress (68, 137, 140). 
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1.3.3 Reverse transcription 
The hallmark of retroviruses is their ability to convert single-stranded RNA 

genomes into double-stranded DNA, which then can be integrated into the host cell 

genome (310, 449, 450). The enzyme responsible for this process is reverse transcriptase 

(RT), which is incorporated into the virion (311, 451) together with two copies of single-

stranded positive-sense viral RNAs. These RNAs are held together near their 5’ ends, in 

part by the dimerization initiation sequence (DIS). Reverse transcription produces 

double-stranded DNA, termed the DNA provirus, which is transported to the nucleus as a 

component of the PIC containing viral structural proteins (85, 140, 381, 389). This 

process is discussed in more detail in section 1.6.1. 

 

1.3.4 Integration 
The double-stranded viral genomic DNA is integrated into the chromosomal 

DNA, becoming a part of the host cell genome. This DNA provirus then serves as a 

template for synthesis of viral RNA. Integration is catalyzed by the viral enzyme 

integrase (IN) and involves cleavage of host cell genomic DNA, ligation of viral DNA to 

cellular DNA, and gap repair mediated by the host cell. The integration process is well 

preserved across retrovirus species, and the viruses depend on the success of this process 

for their replication (30, 85, 140, 144, 223, 355, 356). Integration is discussed in more 

detail in section 1.6.2. 

 

1.3.5 Transcription and translation 
High levels of viral RNA are synthesized in an RNA polymerase II-dependent 

fashion, using the integrated proviral DNA as a template. The integrated HIV-1 long 
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terminal repeat (LTR) serves as a promoter, providing a platform for the assembly of the 

cellular transcription complex (366). Processivity of transcription is greatly enhanced by 

the viral protein Tat, which is necessary for efficient virus replication (97, 131). In 

addition, the viral protein Rev mediates the transport of unspliced or partially spliced 

HIV transcripts from the nucleus (421).  

Viral structural precursor Gag (PrGag) and precursor Gag-Pol (PrGag-Pol) 

proteins are synthesized on free cytoplasmic ribosomes, whereas the gp160 Env precursor 

protein is translated in the endoplasmic reticulum. In about 5% of PrGag translation 

events, a frameshift occurs in the p6 region, resulting in read-through and giving rise to 

PrGag-Pol proteins. The truncated remainder of p6 is referred to as p6* (85, 140, 210, 

358).  

 

1.3.6 Assembly and egress 
The retroviral structural polyprotein PrGag is both necessary and sufficient for the 

assembly of virus-like particles (VLPs) (104, 159, 178, 483). It is translated in the 

cytoplasm from the unspliced, full-length viral RNA transcript (140). Gag and GagPol 

proteins interact with cellular proteins, viral RNA, and intracellular membranes, are 

trafficked to assembly sites, and form progeny virions that contain two copies of the viral 

RNA as well as viral and cellular proteins (483). During or shortly after budding from the 

cell, the viral protease (PR) encoded by GagPol liberates itself by autocatalytic 

processing and then proceeds to cleave the Gag polyprotein into its constituents: matrix 

(MA, p17), capsid (CA, p24), a spacer peptide (SP1 or p2), nucleocapsid (NC, p7), a 

second spacer peptide (SP2 or p1), and p6 (225, 256, 307). This maturation process is 



 10 

essential for viral infectivity, as are the incorporation of viral genomic RNA and the viral 

Env glycoproteins (85, 140, 141, 170, 202, 225, 234, 364). Maturation also results in 

rearrangement of the proteins within the virus particle and formation of the typical 

conical core (85, 140).  

A body of evidence suggests that the site of virus assembly is dependent on the 

cell type. In T cells, assembly is thought to occur at the plasma membrane, whereas in 

macrophages, evidence suggests that assembly may occur at intracellular membranes in 

multivesicular bodies (345, 348). More recent reports have disputed this notion (129, 221, 

401). The cellular targeting machinery may differ between cell types, resulting in 

alternate assembly sites. 

 

1.4 Cellular post-entry blocks to HIV-1 infection 

After entering target cells, retroviruses encounter blocks to various steps in 

replication. Two of the best-studied restriction factors facing HIV-1 are TRIM5α and 

APOBEC3G (140, 422). 

HIV-1 does not infect cells of Old World monkey origin very efficiently, and the 

blocks appear to occur both before and after reverse transcription (489). The restriction 

factor can be saturated with high titers of affected virus, and the susceptibility 

determinant in HIV-1 has been mapped to the cyclophilin-binding loop within the capsid 

(CA) domain (350, 371, 417). Indeed, interaction of CA with CypA affects the sensitivity 

of HIV-1 host cell restriction (422, 423, 456). The cellular factor responsible for 

restriction was shown to be the cytoplasmic body protein tripartite motif 5 α (TRIM5α) 

(436). TRIM5α consists of a RING domain with ubiquitin ligase activity, a B-box 2 
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domain, a coiled-coil domain, and a SPRY domain. The SPRY domain is only present in 

the α-isoform of the TRIM5 proteins, and it appears to be responsible for recognizing 

specific CA proteins (368, 426, 438). A different variant of TRIM5 has been found in owl 

monkey cells, which exhibit strong anti-HIV restriction. This was shown to be mediated 

by a TRIM-CypA fusion protein, created by retrotransposition of the complete CypA 

cDNA into the TRIM5 gene (407). The CypA domain of this fusion protein recognizes 

HIV-1 capsids in place of the SPRY domain found in TRIM5α proteins, leading to 

specific and efficient restriction. The SPRY domain of TRIM5α and the CypA domain of 

TRIMCyp are required for the CA-specificity of restriction (266, 407, 437, 438). Studies 

have indicated that trimeric TRIM5α recognizes the hexameric CA lattices on the surface 

of capsids, involving multiple points of contact in recognition (265, 309, 414, 437). It has 

been suggested that TRIM5α snatches incoming viral capsids, accelerates uncoating, and 

targets reverse transcriptase complexes for proteasomal degradation (107, 437). Ubiquitin 

ligase activity of TRIM appears to play a role in restriction. Mutation of the RING finger 

sequences or blocking the proteasome can rescue reverse transcription, but does not 

relieve the infection block, suggesting that TRIM5α may inhibit virus replication at 

multiple steps (17, 369, 437, 489). TRIM5α itself, however, is stabilized by treatment 

with proteasome inhibitors (107). Interestingly, a recent study (405) indicated that 

TRIM5α mRNA could be upregulated by interferon α (IFN-α). This correlates with 

enhancement of restriction activity, suggesting an interplay between classical innate 

immunity and cellular restriction factors affecting retroviruses (405). TRIM5α may also 

be involved in degradation of Gag proteins in producer cells, as recent results have 

indicated (406). 
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Another post-entry restriction inflicted upon HIV-1 is mediated by cytidine 

deaminase enzymes. The proteins of the apolipoprotein B editing catalytic polypeptide 1-

like protein (ABOBEC) family, in particular APOBEC3G and APOBEC3F, have been 

shown to cause hypermutation in HIV-1 genomes and inhibit HIV-1 replication (49, 292, 

293, 323, 394, 412, 496, 498). In the absence of the viral protein Vif, APOBEC3G is 

incorporated into virions and may exert mutational activities directly on the packaged 

viral genome (49, 50, 498). Recent studies have also shown that APOBEC proteins retain 

antiviral activity even in the absence of cytidine deaminase activity, leading to the 

suspicion that they may exert additional detrimental effects on virus replication (48, 200, 

201). 

 

1.5 HIV-1 RNA 

Proviral DNA serves as the template for transcription of the viral RNA. 

Unspliced, full-length transcripts serve as genomic RNAs as well as mRNAs for Gag and 

Gag-Pol translation products. Partially spliced mRNAs encode Env, Vif, Vpu, and Vpr, 

and multiply spliced RNAs yield Rev, Tat, and Nef (85, 140). Rev is necessary for 

unspliced viral RNAs to be exported from the nucleus, since the cell normally prevents 

unspliced RNAs from exiting (125, 140, 287). 

The first 330 nucleotides of the viral RNA are highly structured (31) and contain 

the Tat response element (TAR) (31, 286), the primer-binding site (PBS) (31), the major 

splice donor site (31), the encapsidation (Psi) element (31, 188, 222), and the 

dimerization initiation sequence (DIS) (83, 92). Further downstream, a frameshifting 

motif, the central polypurine tract (PPTC), splice acceptors, the Rev response element 
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(RRE) (98, 99, 289, 380), the canonical 3’ PPT (206, 340, 388), and the polyadenylation 

signal can be found (51, 62, 140).  

Two copies of full-length retroviral RNA are specifically incorporated into virus 

particles (33, 42, 295, 500). The two RNA molecules included in the virion are 

noncovalently linked at the 5’ end of each molecule, using the DIS, a complementary 

sequence at the crown of stemloop 1 (SL1) (34, 252). During assembly, the viral RNA is 

packaged into particles, and this process depends on the Psi region of RNA as well as the 

CCHC motif of NC (40, 41, 188, 222, 279). The RNA has been suggested to function as a 

scaffold on which Gag proteins multimerize (13, 137, 140, 501). 

 

1.6 HIV-1 nonstructural proteins 

1.6.1 Reverse transcriptase (RT) and reverse transcription 
During translation of the gag gene, ribosomal frameshifting occurs in 5-10% of 

cases, resulting in translation of PrGag-Pol (210). The viral enzymes protease (PR), 

reverse transcriptase (RT), and integrase (IN) are cleaved from the PrGag-Pol precursor 

protein. The PR domains in the PrGag polyproteins dimerize, and through autocatalytic 

processing, the PR enzyme liberates itself from the precursor and processes PrGag and 

PrGag-Pol into their constituents (326, 372, 373). One of these is the viral reverse 

transcriptase, RT (106). In about 50% of PrGag-Pol processing event, an additional PR 

cleavage site within RT is cut, yielding a truncated, 51-kDa form of the 66-kDa RT 

domain, lacking the C-terminal RNaseH domain (123, 270, 324, 455, 474). The p66 and 

p51 subunits preferentially form functional asymmetric heterodimers (2, 211, 393, 419, 

474). 
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RT contains two enzymatic centers: A DNA polymerase that is responsible for 

generating the DNA provirus from the viral genomic RNA template, and RNAse H, 

which degrades the tRNA primer and gRNA in DNA-RNA hybrids during reverse 

transcription (162, 181, 235, 312, 393, 454, 474, 484). 

Reverse transcription is primed by a tRNALys associated with the viral RNA (24, 

25, 85, 140, 215, 340). Minus-strand synthesis initiates from this tRNA toward the 5’ end 

of the viral genome. Concurrently, the RNA template in the newly formed DNA-RNA 

hybrid is digested by the RNAse H activity, leaving a short DNA fragment, referred to as 

‘minus-strand strong-stop DNA’ (165, 409). This DNA fragment then hybridizes to the 3’ 

end of the viral RNA genome at the R region, a short, repeated region present at both 5’ 

and 3’ ends of the genome in a reaction referred to as ‘strand transfer’ (363). Minus-

strand DNA synthesis proceeds along the RNA template to the primer-binding site (PBS) 

near the 5’ end of the genome. This process is accompanied by removal of RNA from the 

DNA-RNA hybrid by RNAse H activity, leaving only small pieces of RNA more 

resistant to digestion (147, 148, 162). These fragments serve as primers for plus-strand 

synthesis. The central polypurine tract (PPTC) appears to be particularly important in this 

process in HIV. RNAse H displaces the tRNA primer after a portion of it is copied, 

exposing the PBS at the end of the 3’ end of minus-strand DNA, and positive-strand 

DNA hybridizes with the homologous region at the 3’ end of minus-strand DNA (140, 

147). 
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1.6.2 Integrase (IN) and integration 
A hallmark feature of retroviruses is their ability to insert a reverse-transcribed 

viral genomic DNA, the DNA provirus, into the host cell genome, thus establishing an 

infection that persists for the life of the host cell. The integration reaction is catalyzed by 

the viral integrase protein (IN), a 32-kDa protein generated by PR-mediated cleavage of 

the C-terminal fragment of the PrGag-Pol precursor protein. IN consists of an N-terminal 

domain that can bind zinc, a catalytic core domain, and a DNA-binding C-terminal 

domain, which is not very well conserved (223, 280, 459, 461, 462). IN may be involved 

in transport of the PIC into the nucleus in nondividing cells, but this has not been clearly 

demonstrated, and some studies have implicated MA and Vpr in PIC nuclear import (69, 

70, 179, 464). Additionally, NC is found in the PIC and is thought to enhance the 

efficiency of integration (74, 140, 249, 250, 378). 

The mechanism of the integration reaction is well preserved across different 

members of the retrovirus family. IN removes two or three nucleotides from the blunt 3’ 

end of the linear viral DNA, catalyzes a cleavage in the cellular target DNA, followed by 

joining of the ends of the viral DNA to the cleaved cellular DNA. The cellular gap repair 

machinery then fills in gaps left by the reaction, perhaps aided by IN (140). Circular viral 

DNA species are also found in the nucleus of infected cells: 1-LTR circles, formed by 

homologous DNA recombination, and 2-LTR circles, formed by the non-homologous 

end-joining pathway (137, 140). 

 

1.6.3 Tat 
Tat is an essential viral protein which increases processivity of the RNA 

polymerase II transcription complex in virus-infected cells. Tat binds to the so-called 
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TAR element, a sequence downstream of the start site for viral RNA synthesis. The TAR 

element forms a characteristic three-dimensional RNA structure. Tat increases the steady-

state levels of viral RNA in infected cells considerably, and mutagenesis of Tat results in 

lack of progeny virions (26, 56, 58, 94, 128, 140, 158, 228, 245, 328). 

 

1.6.4 Rev 
Viral RNAs in HIV-1-infected cells occur as unspliced genomic RNAs, which 

also serve as mRNAs for Gag and Gag-Pol, partially spliced RNA, which are translated 

into Vif, Vpu, Vpr, and Env proteins, and spliced RNAs, which encode Nef, Rev, and Tat 

proteins. An abundance of viral mRNA species is the result of variable usage of five 

splice donor sites and more than ten splice acceptor sites within the viral genome. 

Cellular mechanisms usually prevent the export of unspliced or incompletely spliced 

RNAs from the nucleus, but the viral protein Rev permits nuclear export of HIV-1 

unspliced RNAs. Rev binds to the complex RNA secondary structure named the Rev 

response element (RRE), which is present in all unspliced and partially spliced viral 

mRNAs. Rev also binds to the cellular protein Crm1/exportin 1 and mediates export of its 

cargo via the nuclear pore complex (NPC) (125, 140, 177, 180, 285, 288, 289, 395, 421). 

 

1.6.5 Protease (PR) 
The proteolytic cleavage of Pr55Gag shortly after virus budding and the 

subsequent reorganization of the viral core are critical steps in formation of a mature, 

infectious virion (170, 234, 364). The viral protease enzyme is related to cellular aspartic 

protease enzymes, using two apposed Asp residues in the active site. The viral protease 
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functions as a dimer, with the active site in a cleft formed between the monomers (274, 

308, 325, 361). 

During or shortly after virion detachment from the cell, PR domains on adjacent 

PrGag-Pol molecules dimerize, activating the enzyme (325, 326). PR cleaves itself from 

the Gag-Pol precursor, likely by an intramolecular mechanism (373). PR then proceeds to 

cleave the remaining proteins from both Gag-Pol and Gag. The fastest cleavage appears 

to occur between SP1 and NC, followed by scission in the p6* transframe region, and 

subsequent liberation of the RT and IN enzymes (372, 373). PrGag processing proceeds 

in a similarly ordered fashion, with the cleavage at the N-terminus of NC being the most 

rapid, and the CA-SP1 cleavage being the slowest step. This orderly process is necessary 

for proper rearrangement of the core and infectivity of the virus (85, 170, 202, 225, 234, 

364). Both overly active PR and mutations that disturb the order of processing disrupt 

proper virus assembly (65, 227, 281).  

PR inhibitors have been employed as effective antiviral drugs in patients, usually 

in the combinatorial context of highly active antiretroviral therapy (HAART) (384). 

These inhibitors have conventionally targeted the PR active site, but newer inhibitor 

developments have endeavored to block target sites on protease substrates (10, 224, 262, 

263, 384, 403, 420, 504-506). However, drug-resistant virus variants tend to appear 

during treatment, drug-resistant viruses are transmitted, and some individuals harbor 

viruses with a variety of drug resistances (6, 140, 384, 503). 
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1.6.6 Vpu 
The 81-amino-acid integral membrane phosphoprotein Vpu plays a role in both 

degradation of the cellular surface protein CD4 and enhancing the release of virus 

particles (47, 258, 259, 491, 492).  

Interestingly, Vpu can enhance virus release of divergent retroviruses that do not 

encode their own Vpu proteins (168, 359, 413). The virus release-stimulating activity of 

Vpu has been mapped to its N-terminal domain, and it appears to be cell-type-dependent, 

occurring in human T-cell lines, primary lymphocytes, monocyte-derived macrophages, 

and epithelial cell lines (327). Evidence suggests that Vpu may overcome a cellular 

inhibitor of virus release (460). 

One of the pathways employed by HIV-1 for downregulating cell-surface 

expression of CD4 involves degradation of CD4 by the host ubiquitin/proteasome 

pathway and is mediated by Vpu. Vpu binds to CD4 in the ER, targeting it for destruction 

and releasing the viral Env protein from its interaction with CD4 and permitting 

continued Env transport to the cell surface. As inhibition studies have shown, proteasome 

activity is necessary for Vpu-mediated CD4 degradation (140, 258, 259, 442, 482, 491). 

 

1.6.7 Vpr 
Vpr interacts with a leucine-rich motif near the C-terminus of the Gag component 

p6 and is incorporated efficiently into virions (78, 251, 360). Vpr, a 96-amino-acid 

protein, stimulates gene expression from the HIV-1 LTR as well as cellular promoters 

(203, 321), induces arrest of Vpr-expressing cells in the G2 phase of the cell cycle (81, 

105, 189), facilitates the transport of the PIC into the nucleus of the infected cell (69, 105, 

203), and induces apoptosis (212, 432, 433, 493). Vpr may promote nuclear import of the 
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PIC by interacting directly with nucleoporins (134, 253, 379). Additionally, Vpr also 

contains a nuclear export signal (NES), permitting it to shuttle between the nucleus and 

the cytoplasm (415, 416). Interestingly, Vpr mutations have been observed in HIV-1 

strains isolated from long-term non-progressors, indicating its importance in in vivo HIV-

1 replication (140, 404, 425). 

 

1.6.8 Vif 
Most lentiviruses express Vif. Mutations in Vif or its absence can cause defects in 

virus infectivity, resulting in failure to reverse-transcribe the viral genome (161, 427, 

465). Vif counteracts the effects of cellular restriction factors, the members of the 

cytidine deaminase family of the apolipoprotein B mRNA-editing enzyme catalytic 

polypeptide 1-like protein (ABOBEC) family, especially ABOBEC3G (124, 140, 283, 

284, 292, 293, 394, 411), as discussed above.  

 

1.6.9 Nef 
The Nef protein is incorporated into the viral core (66, 238, 476, 478). It is a 

27kDa membrane-associated phosphoprotein containing a basic domain within its N-

terminus and is myristoylated. Nef has been implicated in downregulation of CD4, MHC-

I, and MHC-II molecules from the cell surface (11, 18), enhancement of virus infectivity 

(8, 12, 114, 122, 502), and involvement in cell-to-cell spread via virological synapses in 

association with the cellular kinase ZAP-70 (140, 424). Nef downregulates CD4 from the 

cell surface by connecting it with the endocytic machinery and then targeting it to the 

lysosome (11, 140). 
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1.7 HIV-1 structural proteins 

The HIV-1 Gag protein is initially synthesized as a polyprotein consisting of the 

MA, CA, SP1, NC, SP2, and p6 domains, and myristoylated at its N-terminus (64, 444, 

483). This polyprotein mediates assembly of virus-like particles (159, 178, 226, 418, 

483). The viral protease cleaves PrGag into its constituents during or shortly after nascent 

virions bud off from the producer cell. This processing is referred to as maturation and is 

a requisite for particle infectivity (85, 170, 202, 225, 234, 364). A schematic of the Gag 

polyprotein is displayed in figure 1.3. 

 

1.7.1 Matrix  
The 132-amino-acid matrix (MA) domain consists of a globular head formed by 

four α-helices and an α-helix projecting away from the core of the protein (298). Crystal 

structures have usually yielded MA trimers (195, 299), although newer studies have 

proposed hexamer arrangements for MA (14). MA monomer and trimer models are 

shown in figure 1.4. 

The MA domains within Pr55Gag function in directing Gag to membranes as well 

as in facilitating incorporation of Env glycoproteins into particles (85, 132, 140). During 

translation of PrGag, the N-terminal methionine residue is removed, and a myristic acid 

is attached to the subsequent glycine residue. A part of the affinity of MA for membranes 

is due to its myristoylation, and lack of myristoylation has detrimental effects on virus 

assembly (64, 444, 470). A patch of basic amino acids between residues 15 and 40 within 
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MA have also been proposed to play a role in Gag-membrane binding by interacting with 

negatively charged phospholipids on the inner leaflet of the lipid bilayer (138, 344, 348). 

Phosphatidylinositol-(4,5)-bisphosphate (PI(4,5)P2) has been shown to interact tightly 

with MA, providing a membrane-targeting signal and anchor, as well as being involved 

in a myristyl switch mechanism (344, 352, 400, 401, 428, 508). Depletion of PI(4,5)P2 

results in disruption of particle assembly (401). MA may not only provide a membrane-

targeting signal for virus assembly, but also determine specificity of membrane targeting 

(140). HIV-1 assembly on the plasma membrane primarily occurs in detergent-resistant, 

cholesterol-rich lipid raft domains (63, 218, 333, 401). 

The MA domain in the context of full-length Gag binds more tightly to 

membranes than the mature MA protein, due to the exposed myristate (508). Gag 

multimerization may lead to an increase in the myristate-exposed conformation of the 

MA domain, resulting in enhancement and/or stabilization of membrane binding during 

assembly of the virus particle. It has been proposed that a conformational switch 

(myristyl switch) after maturation leads to sequestration of the myristate moiety, resulting 

in partial release of MA from the membrane in the mature, extracellular particle (194, 

344, 352, 400, 401, 428, 444, 508).  

The MA domain associates with the Env glycoprotein and mediates its 

incorporation into virus particles (95, 139, 142, 319). The cellular adaptor protein TIP47 

appears to be involved in this process, interacting with both MA and Env, and these three 

proteins have been shown to form a ternary complex (275). Interestingly, Gag proteins 

with large deletions in the MA domain can still yield partially infectious virus, as long as 

the myristoylation signal is retained and a pseudotyped envelope glycoprotein or an HIV-
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1 Env with a gp120 C-terminal deletion is provided (290, 470, 473). These results 

suggest that in spite of the various functions assigned to MA, an intact MA protein is not 

absolutely required for virus replication. Myristoylated deletion mutants were able to 

target the residual Gag protein to membranes and mediate virus assembly. MA is needed 

for Env incorporation, but heterologous viral glycoproteins or Env proteins with deletions 

in the long C-terminal tail responsible for virion incorporation are capable of being 

incorporated into nascent virions (113, 290, 473). 

MA has been shown to associate with a variety of other cellular proteins. The N-

terminal domain of MA binds to the δ subunit of AP-3, and this interaction may be 

important for Gag localization to multivesicular bodies (111). Evidence also has shown 

that residues at the C-terminus of MA mediate PrGag association with the µ subunit of 

the clathrin-associated adaptor complex AP-2, but that PrGag processing eliminates this 

interaction (29). Inhibition of the MA-AP-2 interaction increased virus release from 

producer cells, consistent with the known role of AP-2 in internalization of cargo from 

the plasma membrane (29). Moreover, MA also binds the cellular motor protein KIF-4, as 

do matrix proteins from several other retroviruses. This interaction may be involved in 

subcellular distribution of Gag proteins (448). 

The pathways by which Gag proteins are trafficked to productive assembly sites 

are under scrutiny by various groups. Gag may be directly targeted to plasma membrane 

sites (129, 221, 401). Alternatively, Gag may associate with intracellular membranes, 

such as multivesicular bodies (MVBs), and then be delivered to the plasma membrane 

(PM) by vesicles (121, 268, 344, 345, 348). As evidence exists for both pathways, it is 

also possible that the itinerary followed by Gag proteins depends on the context and cell 
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type in which assembly occurs, and components of both transport methods may be 

involved in productive assembly (172, 221, 345). 

A number of studies have also proposed post-entry roles for MA, and it has been 

reported to be a part of the PIC (71). A putative nuclear localization signal (NLS) was 

found in the N-terminal domain of MA, which appeared to interact with Importin-α and 

aided import of the PIC into the nucleus of nondividing cells (70, 149, 179, 464). 

However, further studies have demonstrated that viruses lacking the MA NLS are capable 

of infecting nondividing cells (190).  

 

1.7.2 Capsid 
The mature capsid protein forms the outer layer of the typical conical core found 

within HIV-1 particles (85). This protein consists of an N-terminal domain (NTD) 

comprised of amino acids 1-146 and a smaller C-terminal domain (CTD) (residues 148-

231), connected by a short, flexible linker sequence (85, 132, 140). C-terminal to the 

capsid domain, a short spacer peptide, SP1, also referred to as p2, separates CA from the 

NC domain (242). The NTD contains seven α-helices and two β-hairpins, whereas the 

CTD is composed of four α-helices (152, 314, 487). Diagrams of the NTD and CTD are 

shown in figures 1.5 and 1.6, respectively.The C-terminal domain contains the major 

homology region (MHR), a region that conserves significant amino acid identity between 

divergent retroviruses, and plays an important role in CA dimerization (112, 291, 382). 

Mutations in the MHR have significant effects on particle production and core structure, 

however, mutant Gag proteins are still capable of associating with wildtype Gag proteins 

(140, 291). 



 24 

Capsid proteins can engage in in vitro assembly into tubular or spherical forms, 

depending on solution pH (120, 154, 173, 466). CA-NC proteins are capable of assembly 

into conical shapes in the presence of RNA or under high-salt conditions (153). PrGag 

proteins lacking a portion of MA and p6, but retaining CA, SP1, NC, and SP2 were 

shown to form tubes as well as cones at pH 6.0, but mostly spheres at pH 8.0, with an 

increasing ratio of spheres to tubes with increasing solution pH between 6.0 and 8.0. 

However, at pH 9.0, no ordered structures were observed. Further data indicated that no 

major shift in protein structure was taking place in response to shifting pH (174). Mature 

CA, on the other hand, tends to form dimers at pH 6.6 and below, at pH 6.8 spheres are 

found, and at pH 7.0, tubes predominate. At higher pHs, both tubes and spheres exist 

(120). The morphological switch of CA multimers over a narrow pH range led to the idea 

of a histidine switch model. In this view, the protonation of one or several histidine 

residues may promote a conformational switch (120). CA contains five His residues, 

three of which are highly conserved (244). The His residues are modeled to be surface-

localized and not part of α-helices and β-sheets (151, 160, 314). Protonation of H12 or 

H62 might weaken dimer-dimer interfaces, whereas changes of H84 or H87 may affect 

proximal α-helices (120).  

In the virus assembly context, CA domains within Pr55Gag are thought to 

dimerize and form hexameric rings of CA dimers (209, 300, 488). Cryotomography 

studies of immature virions have suggested that ordered Gag lattices do not cover the 

entire particle, but are interspersed with disordered regions (488). Virus maturation, the 

rearrangement of the viral core achieved by PR processing, transforms the EM 

appearance of the virion from having a doughnut-shaped, electron-dense ring underneath 
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the membrane to having a distinct conical core (300, 488). Upon proteolytic processing, 

the tight CA packing gives way to a looser structure, in which CA N-terminal domains 

form hexameric rings that are connected to each other by dimeric interactions mediated 

by the CA C-terminal domains (300). Mature CA forms a hexagonal lattice forming a 

conical core closed by 12 ‘pentameric defects’ and involving less-dense CA protein 

spacing than the immature arrangement (61). The viral core, however, does not simply 

form by condensation of the immature, radial arrangement of Gag proteins, but rather 

results from a completely new arrangement of CA proteins separated from their 

neighboring Gag domains. Studies have suggested that CA hexamers grow from one end 

of the core, until they encounter the membrane as a barrier and proceed to close off the 

structure (35, 59). CA hexamer models for immature and mature arrangements are shown 

in figure 1.6. 

Interestingly, it appears that more Gag is packaged into virus particles than is 

necessary for capsid core formation. About 5000 Gag proteins are thought to be 

assembled into a virus particle, whereas a core contains only about 1500 capsid proteins. 

Virions containing more than one core have been observed frequently after maturation, 

and the virus particle contains a large amount of capsid protein which is not incorporated 

into the electron-dense core (60, 248). 

Optimal core stability is crucial for viral infectivity. The immature particles are 

relatively resilient, whereas the mature cores are prone to disassembly and difficult to 

isolate (133, 477). This behavior serves the virus well, allowing the assembly of a sturdy 

core for exiting the producer cell, then allowing a dissociation of CA from the 

ribonucleoprotein complex contained within the core after fusion of the virus with the 
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target cell and continuation of the lifecycle. Mutational analysis has shown that mutations 

affecting core stability can be detrimental to virus infectivity (133, 410). 

The SP1 spacer peptide, modeled as an α-helix, serves to stabilize the immature 

structure. SP1 appears to be critical for proper assembly and infectivity. It regulates 

scission efficiency and acts as a ‘maturation switch’ upon being proteolytically cleaved 

from the CA CTD, allowing a rearrangement resulting in the formation of a mature core. 

The CA-SP1 cleavage is the slowest step in Gag processing (3, 174, 332, 374, 488). The 

other ‘maturation switch’ results from the cleavage between the MA domain and the CA 

NTD. This cleavage releases the CA NTD from membrane-bound MA and promotes 

restructuring and core formation (140, 300, 445). 

HIV-1 CA is known to associate with a number of cellular proteins, including the 

peptidyl-prolyl-cis-trans-isomerases cyclophilin A (CypA) and cyclophilin B (278, 453). 

CypA is selectively packaged into virus particles and binds to a region in the N-terminal 

domain of CA known as the cyclophilin loop. CA residues G89 and P90 fill the active 

site of CypA, and the peptidyl-prolyl bond between G89 and P90 undergoes 

isomerization. However, the significance of the isomerization reaction is not known (7, 

67, 115, 151, 278, 422, 453).  

The cyclophilin loop of CA has been mapped to be the determinant of host cell 

restriction mediated by the cellular protein TRIM5α (349, 350, 414). But even though 

CypA from the producer cell is specifically incorporated into the virus particle, more 

recent results have suggested that only CypA from the target cell is of importance for 

virus infectivity (186, 480). 
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1.7.3 Nucleocapsid 
The HIV-1 nucleocapsid (NC) protein consists of 55 amino acids. NC contains 

two zinc-finger motifs of the CCHC type, which are brought together by a basic, flexible 

linker domain. In PrGag, two small spacer peptides, SP1 and SP2, are located N-terminal 

and C-terminal to the NC protein domain, respectively (140, 260).  

A major function for the highly basic NC protein of HIV-1 Gag consists of 

binding nucleic acids and incorporating the HIV-1 genomic RNA into virus particles (42, 

279), and the CCHC motifs are important for the specificity of this function (40, 41, 163, 

222, 294, 500). Retroviral NCs have also been implicated in RNA dimerization (91, 126, 

260, 306), reverse transcription (16, 45, 250, 260, 267, 362), and integration (74, 93, 249, 

250, 260, 378). Virus replication requires the basic residues as well as the zinc fingers 

(260). NC can interact with nucleic acids in sequence-specific as well as sequence non-

specific manners (42). It appears that specific binding of NC to the HIV-1 RNA depends 

on the secondary structure adopted by a region of the viral genomic RNA between the 

5’LTR and the Gag initiation codon, a sequence known as the packaging signal, the Psi 

region, or the encapsidation element, consisting of RNA stem-loops SL2 and SL3 (140, 

188, 260).  

NC has been suggested to play a role in Gag multimerization, possibly due to its 

RNA binding properties, which then promote assembly of Gag proteins on an RNA 

scaffold (140). Replacement of the NC domain by cysteine and treatment with 

crosslinking agents allows assembly of virus-like particles, indicating that dimerization of 

Gag proteins mediated by NC binding to an RNA scaffold may be an early step in virus 

assembly (13, 137). Moreover, replacement of NC by dimerization domains has led to 
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successful assembly of virus-like particles, confirming the notion of NC functioning as an 

assembly scaffold (4, 216, 501). 

The nucleic acid chaperone activity of NC has also been implicated in catalyzing 

refolding of nucleic acids during reverse transcription and contributing to placement of 

the tRNALys3 primer on the RNA primer binding site (PBS), unwinding of the tRNA 

during initiation of reverse transcription, increased efficiency of minus-strand transfer, 

removal of annealed RNA fragments, destabilization of nucleic acid secondary structure, 

stimulation of plus-strand transfer, and promotion of integration of viral DNA (74, 140, 

249, 260, 378).  

 

1.7.4 P6 
The C-terminus of HIV-1 Gag consists of a proline-rich protein termed p6, which 

plays a role in a late step in the virus budding process by interacting with cellular factors 

(297, 435, 439, 468). P6 mutants result in production of particles that fail to detach from 

the plasma membrane in many cell types (169, 205). This release function maps to a 

highly conserved Pro-Thr-Ala-Pro (PTAP) motif near the N-terminus of p6. This PTAP 

motif is an example of a so-called late domain. Retroviral late domains appear to interact 

with components of the host endosomal sorting machinery as well as cellular 

ubiquitination factors, promoting virus release from the PM or into the MVB (171, 370, 

387, 468). The cellular protein Tsg101, a component of the ESCRT-I complex, interacts 

with p6, and this interaction is dependent on the PTAP motif (247). Disruption of the 

endosomal sorting pathway results in defects in particle release (140, 156). Additionally, 

p6 is responsible for the incorporation of Vpr into virions. Deletions and mutations in p6 
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can prevent incorporation of Vpr (237, 277, 360). This interaction is dependent on an 

LXXLF motif within p6 (78, 236). Binding studies have indicated a direct interaction 

between the p6 domain and Vpr (23, 78, 140, 213). In about 5-10% of cases, a -1 

frameshift occurs during translation of the mRNA in the p6 region, giving rise to PrGag-

Pol. The p6 region in this protein is referred to as p6* to distinguish it from p6 in the 

context of Gag (210, 358). 

 

1.7.5 Env 
The viral Env glycoprotein precursor is synthesized as a 160kD integral 

membrane protein, gp160 (43, 240). Glycosylation occurs cotranslationally, and gp160 

oligomerizes in the ER (43, 44, 240). Trimerization appears to be predominant, but 

dimers and tetramers have also been observed (77, 109, 110, 117, 118, 276). In the Golgi 

complex, proteolytic cleavage of gp160 by cellular enzymes, such as furin or furin-like 

proteases, results in the production of the mature surface (SU) and transmembrane (TM) 

glycoproteins, gp120 and gp41 (353, 431). Proper cleavage of Env is required for fusion 

and virus infectivity (140, 176). A noncovalent association of gp120 and gp41 is critical 

for the transport of the Env complex to the cell surface (193). The gp120-gp41 complex 

is rapidly internalized after its arrival on the cell surface, which may help infected cells 

evade the host immune response (140). 

Env glycoproteins are incorporated into virus particles, likely by direct 

interactions with MA (95, 113, 139, 142, 319). The cellular protein TIP47 appears to be 

included in a ternary complex with MA and Env and may be required for the interaction 

of MA and Env (275). The cytoplasmic tail of gp41 is necessary for association of Env 
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with Gag in the immature virus (113, 139, 142). This C-terminal region has also been 

implicated in inhibition of fusion of immature virions with target cells. The ability of 

virions to fuse with target cells had been shown to depend on maturation of the virus, but 

C-terminal truncations of Env relieved this block (95, 214). 

 

1.8 Virus structures and HIV-1 cores 

Viruses form specific structures to protect their genomes during transmission 

from one cell to another. These structures have to be able to encase the nucleic acids, but 

must also consist of subunits simple enough not to require significant coding capacity. 

Crick and Watson initially proposed that the basic structural requirement for a virus shell 

would be to provide a protective container for its nucleic acid. They thought that virus 

shells would be highly symmetric objects (90). Based on studies done on plant viruses 

and small animal viruses, they proposed the hypothesis that “a small virus contains 

identical subunits, packed together in a regular manner” (90). The packing arrangements 

of the individual subunits would be repetitive, leading to the building of an object with 

considerable symmetry (90). Caspar and Klug stated that there were a limited number of 

efficient designs virus shells could adopt if constructed from many small subunits (75). 

They also proposed that self-assembly of viral structural proteins resembled 

crystallization, in that protein subunits came together to form a virus particle, this being 

their lowest energy state (75). Their predictions for self-assembly of viral structural 

proteins were confirmed, as later studies of in vitro assembly of viral structural proteins 

have shown (14, 73, 120, 127, 173, 174, 209, 301, 302, 305, 477, 510). 
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The major structure types formed by virus particles are helical and icosahedral 

arrangements. Helical structures are organized around a single central axis, and protein 

subunits coil around the axis and the encased genome, most commonly negative-stranded 

RNA, and terminate in a capping structure at both ends (75, 132). Icosahedral 

arrangements of virus cores are more common. An icosahedron consists of twenty 

triangular faces, and icosahedral bodies contain twofold, threefold, and fivefold 

symmetry axes. Using icosahedral symmetry, sixty identical subunits can build a virus 

particle, and this occurs in several small viruses. However, many viruses require larger 

containers, and those are constructed by a number of viruses by using more subunits. 

These subunits cannot be all identically situated, but by slight deformations of the bonds, 

they can be arranged in a nearly equivalent way. The concept of ‘quasiequivalence’ was 

put forth by Caspar and Klug (75). A number of viruses employ quasiequivalent designs 

in their shells. The possible ways of subdividing an icosahedral shell for quasiequivalent 

subunit arrangements are given by the triangulation number, T, where T=Pf2, and 

P=h2+hk+k2, f is any integer, and h and k are zero or positive integers having no common 

factor. The number of structural subunits is given by S=60T (75, 132, 183). Caspar and 

Klug were inspired by the work of Buckminster Fuller, whose geodesic domes had 

attained some fame. The resemblance of these efficiently designed structures to 

icosahedral viruses led them to their models for virus structures (75). 

Closely packing morphological units on the surface of a shell is accomplished 

efficiently by using hexamers and pentamers. Twelve pentamers are needed for a three-

dimensional structure to be closed off, since using only hexamers would deform the 

structure toward a plane. A shell to accommodate the needs of the virus could be 
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assembled from hexamers and pentamers (75). In the case of HIV-1, virions initially are 

assembled as immature particles, formed by radially arranged PrGag proteins. MA 

domains are found close the membrane, and the C-terminal regions of PrGag are located 

towards the center of the virion (146, 481). A recent study has modeled myristoylated, 

membrane-bound MA and MACA proteins as hexamers (14). The central CA domain 

appears in hexamer arrangements (300, 488). Some of the surface area, however, appears 

disordered. It is not clear whether the original Gag lattice incorporates pentamers. These 

may be included in ordered sections (488). The structure of the SP2 region is not quite 

clear at this point, but it may be included in an α-helical arrangement involving the C-

terminal residues of CA and stabilizing CA hexamers in the immature lattice (488). 

During or shortly after virus budding, proteolytic processing of Gag results into 

rearrangement of the viral core into a mature virion (140, 307).  

A number of studies had suggested icosahedral symmetry for the mature capsid 

structure of HIV-1 (196, 329). However, several studies reported particles seen by 

electron microscopy were ‘teardrop-shaped’ (164, 316). Further studies established the 

model of a conical HIV-1 core. Its outer shell is composed of a hexameric lattice of CA 

proteins, capped by subsurfaces of buckminsterfullerenes, as observed for elemental 

carbon structures (243), and containing pentameric ‘defects’ to close the structure. A total 

of 12 pentamers are needed to close off the structure. From Euler’s theorem, the cone 

angles of a conical hexagonal lattice are quantized into allowed angles. These are defined 

by sin(θ/2)=1-(P/6), where θ is a cone angle, and P corresponds to the number of 

pentamers required to close off the narrow end of the cone. Ganser et al. proposed that 

seven pentamers are incorporated into the wide end, and five pentamers into the narrow 
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end of the conical core, giving a cone angle θ=19.2˚ (35, 61, 153, 183). A model for such 

an HIV-1 core is shown in figure 1.8. 

 

1.9 Antiviral agents and assembly inhibitors 

Antiviral agents have become an important part in combating the AIDS epidemic. 

Most commonly, inhibitors of the viral enzymes protease and reverse transcriptase are in 

use, sometimes combined with entry inhibitors. Clinical trials are under way for integrase 

inhibitors (230, 384). Another step of the virus life cycle, virus assembly, presents itself 

as an interesting target for antiviral compounds. Phage display screening studies have led 

to the characterization of a peptide capable of binding to the C-terminal domain of CA 

and inhibiting assembly of immature HIV-1, as well as of mature particles, in vitro (434, 

452). Gag-derived peptides have also been used to target Gag interfaces and inhibit virus 

assembly (157, 198, 334). Compounds capable of binding to the NTD of HIV-1 CA have 

been shown to inhibit maturation and thus interfere with infectivity (230, 443). 

Maturation can also be impaired by derivatives of betulinic acid, such as PA-457, which 

bind to the C-terminal domain of CA and prevent scission at the CA-SP1 site (204, 224, 

262, 263, 403, 504-506). Interestingly, the mechanism of action of these compounds was 

discovered by revertant analysis (6, 263). Certainly, much work remains to be done in 

finding virus assembly inhibitors or compounds that may interfere with virus structure. 

 

1.10 Overview and aims 

Our laboratory has been studying the assembly properties of retroviruses for many 

years. The following chapters present studies seeking to shed light on capsid-capsid 
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interactions and the role of a highly conserved residue in virus structure, and 

investigations into intracellular Gag trafficking and Gag-membrane interactions in 

particle production. In addition, the appendix presents work on finding and characterizing 

potential small-molecule assembly inhibitors. 

 As a portion of the HIV PrGag protein, the CA NTDs and CTDs collaborate with 

each other and with other Gag domains to facilitate virus assembly and budding. 

Interactions between CA domains are necessary not only for assembly and release, but 

also for proper maturation and post-maturation replication steps. In vitro experiments 

suggested an unusual pH-dependent behavior in terms of the structures assembled by 

HIV-1 Gag proteins. At pH 6.0, PrGag-like proteins were shown to assemble long tubes, 

whereas at pH 8.0, spheres were formed (174). With mature CA, dimers predominate at 

pHs below 6.6, spheres predominate at pH 6.8, and tubes are the major form at pH 7.0, 

while tubes and spheres may coexist at higher pHs (120). The assembly activities of CA 

in the pH 6.5 to 7.0 range have led to the speculation that capsid assembly or disassembly 

may involve a histidine switch, perhaps involving one of the three conserved of the five 

total capsid histidines (120). For this reason, we examined substitutions at H84, and 

found that replacements of histidine with other amino acids resulted in a loss of 

infectivity, but CypA incorporation as well as viral RNA and RT levels were not affected. 

Mutant virus particles contained aberrant cores. The exception was the H84Y mutant, 

which retained a reduced level of infectivity. This suggested that H84 may be involved in 

stabilizing aromatic interactions with nearby tryptophan residues W80 and W133 in α-

helices 4 and 7 to promote proper structure. 
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 One function of the MA domain of HIV-1 PrGag consists of targeting PrGag 

proteins to membrane assembly sites. MA also facilitates incorporation of HIV Env 

proteins into virus particles. To examine the specific requirements for the MA 

membrane-binding domain (MBD) in HIV-1 assembly and replication, we chose to 

investigate viruses in which MA was replaced by alternative MBDs. We found that the 

pleckstrin homology domains of AKT protein kinase (AKT-PH) and phospholipase C δ1 

(PLC-PH) efficiently directed the assembly and release of virus-like particles (VLPs) 

from cells expressing chimeric proteins. To a lesser extent, VLP assembly and release 

was mediated in a phorbol ester-dependent fashion by the cysteine-rich binding domain 

of phosphokinase C γ. Although alternative MBDs permitted assembly and release of 

VLPs, the resultant viruses were not infectious. Interestingly, PrGag processing was 

reduced, while cleavage of GagPol precursors resulted in the accumulation of Pol-derived 

intermediates within virions. Our results indicate that the HIV-1 assembly machinery is 

flexible with regard to its means of membrane association, but that alternative MBDs can 

interfere with the production of infectious virus cores.  

 Analogous to our studies involving residue H84 of HIV-1 CA and its importance 

in virus assembly and maturation, we have begun to examine the function of another 

highly conserved histidine residue within the N-terminal CA domain, H62. Constructs 

encoding alternate amino acids were made, and initial results indicate that the 

replacement mutants are not infectious. The notable exception is H62Y, which retains 

some infectivity. Preliminary results are presented in Appendix 1. 

 Our laboratory also has been engaged in the study of potential HIV-1 virus 

assembly inhibitors. We have screened about 3000 candidate compounds, and proceeded 
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to analyze further several promising candidates. One substance, termed NCI#75541, may 

affect virus particles after they have been assembled. Further experiments are under way 

to examine the mechanism of its action, and preliminary results are presented in 

Appendix 2 of this thesis. 
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1.11  Figures 
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Figure 1.1
Overview of the retrovirus lifecycle
Virions attach to CD4 and a coreceptor and are internalized.
Uncoating, reverse transcription, and integration follow.
Virus genes are transcribed and translated by the host cell.
PrGag proteins associate with membranes and RNA to
assemble virus particles, which mature shortly after
budding.
Adapted from Furtado et al., N Engl J Med
1999;340(21):1614-22
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Figure 1.4
Models of MA monomer and MA trimer
On the left, a MA monomer with a sequestered myristate (in red) is
shown. On the right, a proposed MA trimer with exposed
myristates is displayed.
Taken from Tang et al., PNAS 2004; 101(2): 517-522
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Figure 1.5
Model of HIV-1 CA N-terminal domain
The N-terminal b-hairpin is depicted on the upper
left, the C-terminal linker to the C-terminal domain
of CA is shown at the bottom.
Taken from Kelly et al, J Mol Biol 2007;
373(2):355-366
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Fig. 1.6
 C-terminal domain of HIV-1 CA
The N-terminus connecting to the N-terminal domain of
CA and the C-terminus are indicated. The two-fold rotation
axis is marked by the black bar.
Taken from Ternois et al., Nat Struct Mol Biol 2005 12,
678-682
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Immature

Mature

Figure 1.7
Proposed retrovirus capsid arrangements
In this model, the immature arrangement of CA subunits (top)
gives way to a more loosely packed arrangement of CA in
the mature particle (bottom). The mature arrangement 
consists of N-terminal hexamer rings linked by C-terminal 
dimeric contacts.
Taken from Mayo et al., J Mol Biol 2003; 325(1):225-237
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Figure 1.8
Model of a conical HIV-1 core
Stereoview of a capped fullerene core, containing 252 hexagons
and 12 pentagons (shaded). The wide end of the core includes 7
pentagons, the narrow end 5.
Taken from Ganser et al., Science 1999; 280: 80-83
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2.1 Abstract 

The N-terminal domains (NTDs) of the human immunodeficiency virus type 1 

(HIV-1) capsid (CA) protein have been modeled to form hexamer rings in the mature 

cores of virions. In vitro, hexamer ring units organize into either tubes or spheres, in a 

pH-dependent fashion. To probe factors which might govern hexamer assembly 

preferences in vivo, we examined the effects of mutations at CA histidine residue 84 

(H84), modeled at the outer edges of NTD hexamers, as well as a nearby histidine (H87) 

in the cyclophilin A (CypA) binding loop. Although mutations at H87 yielded infectious 

virions, mutations at H84 produced assembly-competent but poorly infectious virions. 

The H84 mutant viruses incorporated wild-type levels of CypA and viral RNAs and 

showed nearly normal signals in virus entry assays. However, mutant CA proteins 

assembled aberrant virus cores, and mutant core fractions retained abnormally high levels 

of CA but reduced reverse transcriptase activities. Our results suggest that HIV-1 CA 

residue 84 contributes to a structure which helps control either NTD hexamer assembly 

or the organization of hexamers into higher-order structures.  

 

2.2 Introduction 

A number of functions have been attributed to the human immunodeficiency virus 

type 1 (HIV-1) capsid (CA) protein. As a portion of the HIV Gag precursor (PrGag) 

protein, the CA N-terminal domains (NTDs) and C-terminal domains (CTDs) collaborate 

with each other and with other Gag domains to facilitate virus assembly and budding (20, 

80, 85, 112, 133, 151-154, 160, 174, 291, 303, 314, 385, 445-447, 466, 467, 470, 477). 
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Appropriate CA-CA contacts are necessary not only for assembly and release, but also 

for proper maturation and postmaturation replication steps (80, 85, 112, 133, 154, 174, 

291, 303, 446, 447, 467, 470). Indeed, a variety of HIV-1 capsid mutations have 

manifested defects in early replication events, such as uncoating and reverse transcription 

(85, 133, 154, 291, 446, 447, 470). Some of these defects may be attributable to altered 

interactions with cellular factors, such as cyclophilin A (CypA) (5, 9, 55, 80, 447), and 

host susceptibility factors, such as Ref1, Trim5, and Lv1 (46, 88, 135, 151, 184, 318, 

436).  

In terms of a structural role within virions, CA NTDs appear to assemble hexamer 

rings that are linked via CTD connections (27, 153, 154, 264, 300, 330, 331, 466); 

evidence suggests that the NTD rings are more tightly packed in immature than in mature 

virions (300), implying that more CA is assembled into particles than is necessary to 

build a mature virus core. In vitro experiments have demonstrated unusual pH-dependent 

characteristics in terms of the structures assembled by HIV-1 Gag proteins. At pH 6.0, 

PrGag-like proteins have been shown to assemble long tubes, whereas at pH 8.0, spheres 

are formed (174). The behavior of mature CA is even more complex in that CA dimers 

predominate at pHs below 6.6, spheres predominate at pH 6.8, and tubes are the major 

form at pH 7.0, while tubes and spheres may coexist at higher pHs (120). The assembly 

activities of CA in the pH 6.5 to 7.0 range have led to the speculation that capsid 

assembly or disassembly may involve a histidine switch, perhaps involving one of the 

three conserved (H12, H62, and H84) of the five total (H12, H62, H84, H87, and H226) 

capsid histidines (120).  
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In light of the histidine switch model, we chose to examine the effects of five 

substitutions at the HIV-1 CA H84. This residue was of interest because it has been 

modeled at the outsides of NTD hexamer rings (153, 154, 264) in a position which could 

modulate hexamer packing differences in immature and mature virions (300). As a 

control, we also tested substitution effects at the nearby CA histidine 87, a less-well-

conserved residue in the CypA binding loop. As expected, a cysteine substitution at H87 

had only minimal effects on viral infectivity. In contrast, four of the five H84 mutations 

were noninfectious, and one of these (H84A) demonstrated dominant negative effects on 

wild-type (wt) virus infectivity. The exceptional mutation, H84Y, produced virions that 

were still 30-fold less infectious than wt virions. Detailed comparison of 84A, 84Y, and 

wt virions showed that the mutant virions were released efficiently from cells, had normal 

levels of viral genomic RNA and total reverse transcriptase (RT) activity and, in contrast 

with other reported NTD mutants (440, 447), carried wt levels of CypA. Although H84Y 

virions had wt levels in entry assays (76, 318), the H84A mutant showed slightly reduced 

entry signals and morphologically aberrant virus cores. Moreover, both mutants ex-

hibited low RT-to-CA ratios in virus cores and appeared sensitive to proteolytic cleavage 

near NTD loop regions. Our results suggest that H84 mutations perturb aromatic interac-

tions between HIV-1 CA NTD helices 4 and 7 that are essential to proper core 

morphogenesis.  

 

2.3 Materials and Methods 

Recombinant DNA constructs. A vesicular stomatitis virus (VSV) glycoprotein 

(G) expression construct, pVSV-G, was the generous gift of Randy Taplitz. The β-
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lactamase–vpr fusion protein expression construct BlaM-vpr (318) and the parental 

HIVLuc construct (pNL-LucE-R) (87) were kindly provided by Nathaniel Landau. To 

make mutations at capsid residue 84 in the context of HIVLuc, the HIVLuc gag BglII 

(nucleotide [nt] 680)-to-HindIII (nt 1715) fragment was inserted into the homologous 

SP72 (Promega) sites, mutagenic double-stranded oligonucleotides were used to replace 

the wt sequence between the PstI (nt 1415) and SphI (nt 1443) sites, and mutations were 

cassetted back into HIVLuc, using the BssHII (nt 715) and SpeI (nt 1508) sites. The 

mutation at residue 87 was created by PCR, in a pGEM-T (Promega) vector, and BssHII-

SpeI cassetted into HIVLuc. In all cases, conservative mutations also were introduced to 

facilitate restriction analysis. The wt and mutant sequences covering CA residues 77 to 

91 are as follows, where mutated residues are underlined: wt, GCT GCA GAA TGG 

GAT AGA GTG CAT CCA GTG CAT GCA GGG CCT ATT; H84A, GCT GCA GAA 

TGG GAT AGA GTG GCG CCA GTT CAT GCA GGG CCT ATT; H84C, GCT GCA 

GAA TGG GAT AGA GTC TGC CCA GTT CAT GCA GGG CCT ATT; H84E, GCT 

GCA GAA TGG GAT AGA GTG GAA CCA GTT CAT GCA GGG CCT ATT; H84K, 

GCT GCA GAA TGG GAT AGA GTG AAA CCG GTT CAT GCA GGG CCT ATT; 

H84Y, GCT GCA GAA TGG GAT AGA GTA TAC CCA GTT CAT GCA GGG CCT 

ATT; H87C, GCT GCA GAA TGG GAT AGA GTG CAT CCA GTG TGC GCA GGG 

CCC ATT.  

Cell culture and transfections. 293T and HiL cell lines were passaged at 37°C 

in 5% CO2 in culture medium containing Dulbecco’s modified Eagle’s medium 

supplemented with 10 mM HEPES (pH 7.4), penicillin, and streptomycin plus 10% fetal 

calf serum. For transfections, 10-cm plates of 293T cells were transfected by the calcium 
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phosphate method (20, 182, 303, 304, 470, 473) with either 24 µg of HIVLuc DNA, 16 

µg of HIVLuc plus 8 µg of pVSV-G DNA, or 12 µg of HIVLuc plus 6 µg of pVSV-G 

plus 6 µg of BlaM-vpr DNA. Briefly, confluent 10-cm dishes of 293T cells were split 1:4 

the day prior to transfection. Plasmid DNAs were mixed with 1 ml of HEPES-buffered 

saline (pH 7.05 to 7.15; 21 mM HEPES, 137 mM NaCl, 5 mM KCl, 0.7 mM sodium 

phosphate, 5 mM dextrose), after which 40 µl of 2 M CaCl2 was added while vortexing. 

DNA solutions were incubated at room temperature for 40 min. Following this, culture 

medium was removed from the cells, DNA solutions were added dropwise to the cell 

monolayers, and then the cells were incubated at room temperature for 20 min, with 

gentle rocking once at 10 min. After incubations, 10 ml of culture medium containing 50 

µg of gentamicin/ml was added to the cells, and plates were incubated at 37°C and 5% 

CO2 for 4 to 5 h. Following incubations, transfection media were removed and cells were 

washed with 5 ml of serum-free Dulbecco’s modified Eagle’s medium, incubated in 2.5 

ml of 15% glycerol in HEPES-buffered saline for 3 min at 37°C, washed twice, and fed 

with 10 ml of culture medium plus 50 µg of gentamicin/ml. For sample collection, virus-

containing media and cell pellets washed in phosphate-buffered saline (PBS; 9.5 mM 

sodium potassium phosphate [pH 7.4], 137 mM NaCl, 2.7 mM KCl) were collected 3 

days posttransfection and stored at -80°C prior to further processing. Virus particles in 

filtered (Gelman; 0.45 µm) cell-free medium were concentrated by centrifugation at 4°C 

through 20% sucrose cushions in PBS (2 h at 82,500 x g [25,000 rpm in an SW28 rotor, 

4-ml cushions], or 45 min at 197,000 x g [40,000 rpm, SW41 rotor, 2-ml cushions]). 

Virus pellets were resuspended in 0.1 ml of PBS per transfected cell plate and stored in 

aliquots at -80°C.  
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Protein analysis. For routine analysis of virus protein release, cell samples (20% 

of cell pellets from each plate) were suspended in IPB (20 mM Tris-hydrochloride [pH 

7.5], 150 mM NaCl, 1 mM EDTA, 0.1% sodium dodecyl sulfate [SDS], 0.5% sodium 

deoxycholate, 1.0% Triton X-100, 0.02% sodium azide), incubated on ice for 5 min, 

vortexed, and cleared by centrifugation at 13,700 x g for 15 min at 4°C. Soluble material 

was mixed with 1 volume of 2x sample buffer (12.5 mM Tris-hydrochloride [pH 6.8], 2% 

SDS, 20% glycerol, 0.25% bromophenol blue) plus 0.1 volume of β-mercaptoethanol 

(BME), prior to heating (3 to 5 min, 95°C) and SDS-polyacrylamide gel electrophoresis 

(SDS-PAGE). For virus samples, 50 µl of resuspended virus pellets was mixed with one 

volume of 2x sample buffer plus 0.1 volume of BME and processed as above. In some 

cases, virus samples were cross-linked with 1 mM bis-maleimido hexane (BMH; Pierce; 

diluted from a freshly made 100 mM stock in dimethyl sulfoxide) prior to processing, as 

described previously (182, 303, 304). Cell and virus protein samples were fractionated by 

conventional 10% acrylamide Laemmli SDS-PAGE (20, 182, 303, 304, 470, 473) or 16% 

acrylamide Schagger and von Jagow SDS-PAGE (15, 408), electroblotted, and 

immunoblotted following previously described methods. Primary antibodies were as 

follows: Hy183 (from Bruce Chesebro) used at 1:15 from hybridoma culture medium for 

detection of the HIV-1 CA CTD; NEA 9306001EA (New England Nuclear) used at 

1:15,000 for detection of the HIV-1 CA NTD; and SA-296 (BioMol) used at 1:15,000 for 

detection of CypA. Secondary reagents were alkaline phosphatase-conjugated anti-mouse 

antibodies (Promega S3721) used at 1:15,000 for detection of anti-HIV-CA primary 

antibodies and anti-rabbit immunoglobulin G (Sigma-Aldrich A3687) used at 1:2,000 for 

the anti-CypA polyclonal antibody. Color reactions for visualization of antibody-bound 
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bands employed nitroblue tetrazolium plus 5-bromo-4-chloro-3-indolyl phosphate in 100 

mM Tris-hydrochloride (pH 9.5), 100 mM NaCl, and 5 mM MgCl2 (20, 182, 303, 304, 

470, 473). Size estimates for immunoreactive bands on immunoblots were obtained by 

comparison of mobilities versus those of Bio-Rad and Invitrogen size standards, 

assuming a linear mobility-to-log molecular weight relationship. Quantitation of band 

intensities was performed by densitometric scanning on an Epson model G810A scanner, 

followed by intensity measurement using NIH Image 1.61 software.  

Sucrose gradients and core fractionations. For sucrose density gradient 

fractionation, virus samples in PBS (0.1 ml) were layered on top of 5-ml 20-to-60% 

sucrose gradients in TSE (50 mM Tris [pH 7.4], 100 mM NaCl, 0.1 mM EDTA) and 

centrifuged at 4°C, 170,000 x g (average) for 18 h such that particles of ≥12S should have 

sedimented to equilibrium. After centrifugation, 0.4-ml fractions were collected from the 

gradient tops to bottoms, and Gag levels in each fraction were determined by 

immunoblotting as described above. Sucrose densities for fractions were determined by 

weighing a constant volume of each fraction from a gradient run in parallel. For virus 

core fractionation, we followed a modification of the protocol of Tang et al. (447). 

Briefly, 0.1-ml virus samples were mixed gently with an equal volume of 0.6% NP-40 

and incubated at room temperature for 10 min. Samples were layered onto 0.2-ml 20% 

sucrose–PBS cushions and centrifuged at 120,000 x g for 60 min at 4°C. Two 0.2-ml 

fractions then were collected from the top, and the pellets were resuspended in 0.2 ml of 

PBS to yield a third fraction. Samples were subjected to RT assays and immunoblot 

analysis of Gag protein content.  
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RT assays and RNase protections. Exogenous RT assays were performed with 

poly(A) and oligo(dT) templates and primers and detergent-disrupted virions (303, 470). 

Gag-normalized viral samples in PBS were incubated in RT assay cocktail {50 mM Tris 

(pH 8.3), 20 mM dithiothreitol (DTT), 0.6 mM MnCl2, 60 mM NaCl, 0.05% NP-40, 2.5 

µg of oligo(dT) (Pharmacia)/ml, 10 µg of poly(A) (Pharmacia)/ml, 10 µM dTTP (1-

Ci/mM [α-32P]dTTP)} at 37°C for 2 h. As controls, dilutions of avian myeloblastosis 

virus RT (Roche) were run in parallel. After incubations, samples were precipitated by 

addition of 0.1 volume of 100% trichloroacetic acid (TCA) and incubated overnight at 

4°C. TCA precipitates were pelleted by centrifugation for 10 min at 4°C, 13,600 x g, and 

were washed five times with 10% TCA prior to radioactivity quantitation in a 

scintillation counter. RNase protections essentially followed the procedure of Wang et al. 

(473). Probes for RNase protection assays were made by incubation of 1 µg of EcoRI-

linearized template plasmid (BlueHX 680–831) with transcription buffer (40 mM Tris 

[pH 7.4], 10 mM DTT, 6 mM MgCl2, 0.8 mM spermidine), 100 µCi of [α-32P]rGTP, 0.5 

mM each of rATP, rCTP, and rUTP, 1 µl of RNasin (Promega), 1 mM DTT, and 20 U of 

T3 polymerase (Promega) at 37°C for 1 h. Probes then were ethanol precipitated, dried, 

resuspended, separated on 5% sequencing gels, eluted, and reprecipitated prior to use 

(473). For protections, Gag-normalized viral samples were precipitated with 10 µg of 

tRNA. Pellets were resuspended in 80% formamide, 400 mM NaCl, 40 mM piperazine-

N,N-bis(2-ethanesulfonic acid) (pH 6.4), and probe, incubated at 75 to 85°C for 5 min, 

and then incubated at 30°C overnight. Samples then were incubated with RNase 

treatment buffer (300 mM NaCl, 10 mM Tris [pH 7.5], 5 mM EDTA, 40 µg of RNase A 

[Roche]/ml, 2 µg of RNase T1 [Roche]/ml) and incubated at 30°C for 30 min, followed 
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by the addition of 2.5 µl of 20-mg/ml proteinase K (Boehringer) plus 20 µl of 10% SDS 

and further incubation at 37°C for 15 min. Samples were phenol-chloroform extracted, 

ethanol precipitated, dried, fractionated on 6% acrylamide sequencing gels, and 

autoradiographed. Viral genomic RNA bands on autoradiographs were scanned on an 

Epson G810 scanner and quantitated using NIH Image 1.61 software.  

Infections and entry assays. Confluent 10-cm dishes of HiL cells (303, 470, 

473) were split 1:5 the day before infections. Growth media were removed from each cell 

plate, and 2-ml aliquots of filtered transfection supernatants containing 8 µg of 

Polybrene/ml were added to the cells. Plates were incubated for 3 h at 37°C, after which 

8 ml of culture medium per plate was added and plates were incubated an additional 3 

days at 37°C. After infections, cells were collected in 1 ml of luciferase lysis buffer (100 

mM sodium phosphate [pH 8.0], 4 mM ATP, 1 mM sodium pyrophosphate, 6 mM 

magnesium chloride, 0.2% Triton X-100) and either processed immediately for luciferase 

assays or frozen at -80°C until use. For luciferase assays, cells in luciferase lysis buffer 

were vortexed at room temperature and 30-µl aliquots were mixed with 0.3 ml of 

luciferase assay buffer (luciferase lysis buffer minus Triton X-100). Luciferase levels 

were measured on an EG&G Berthold Autolumat LB953 luminometer using a 0.1-ml 

luciferin pulse of 1 mM D-luciferin (BD Pharmingen). Raw luminometer counts were 

normalized versus luminometer counts obtained from the transfected cells which 

produced the virus samples, and mutant virus infectivities were expressed as percentages 

of wt HIVLuc infectivities from assays performed in parallel. Infections for entry assays 

(76, 318) used 10-cm confluent plates of HiL cells which were split 1:10 onto 6-cm 

dishes the day before infections. Cells were infected 5 h at 37°C with 250 µl of virus in 
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PBS plus 750 µl of serum-containing medium and 8 µg of Polybrene/ml. After 

incubations, viral samples were removed, cells were washed once with Hank’s balanced 

salt solution (HBSS; without calcium or magnesium), and cells were incubated in 1.5 ml 

of CCF2/AM loading solution (2 µM CCF2/AM [Invitrogen], 0.8 mg of Pluronic-F127 

[Invitrogen]/ml in HBSS) at 26°C, 5% CO2 overnight. Loading solution then was 

removed, cells were washed once in HBSS, trypsinized, pelleted, fixed (20 min, 1% 

formaldehyde in PBS), pelleted, washed in HBSS, pelleted, and resuspended in 1 ml of 

HBSS. Cells were analyzed as described previously (76, 318, 509) on a Becton-

Dickinson Turbo Vantage flow cytometer to detect cleaved product as blue fluorescence 

and uncleaved substrate as green fluorescence. The percentages of product-positive live 

cells derived from flow cytometer analysis were normalized for Gag protein levels in 

virus samples and expressed as percentages of wt HIVLuc levels.  

EM. Concentrated virus particle samples were lifted for 2 min onto carbon-coated, UV-

treated (shortwave UV, 30 to 120 min) electron microscopy (EM) grids, rinsed for 15 s in 

water, wicked, stained for 1 min in filtered 1.3% uranyl acetate, wicked, and dried. EM 

images were collected on a Philips CM120/Biotwin TEM equipped with a Gatan 794 

multiscan charge-coupled device camera, searching at 2,300 to 4,000x, and collecting 

images at 2,300 to 34,000x. Virus particle diameters were determined with the aid of 

Gatan digital micrograph software, and virus particle images were ported from Gatan 

DM3 to TIFF or jpeg image format for presentation.  
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2.4 Results 

Release and infectivity of viral mutants. The in vitro assembly properties of 

HIV-1 CA and PrGag proteins have been shown to be pH dependent. Gross et al. showed 

that PrGag-like proteins assembled tubes at pH 6.0 but spheres at pH 8.0 (174). Ehrlich et 

al. (120) observed that CA assembly properties shifted in the range of 6.0 to 7.0, near the 

pKa of histidines. Since HIV-1 histidine 84 is well conserved (244), modeled to be at the 

outer edges of NTD hexamer rings (153, 154, 264), and might influence HIV assembly or 

morphogenesis, we examined the effects of mutations at this residue. To do so, we 

initially substituted alanine, lysine, cysteine, and glutamate for histidine 84, creating the 

H84A, H84K, H84C, and H84E mutations. As a control, we also tested the effects of a 

cysteine mutation at the nearby poorly conserved histidine 87 residue in the CypA loop.  

For monitoring the effects of mutations on virus assembly and release, wt and 

mutant HIV constructs were transfected into 293T cells and virus and cell samples were 

collected 3 days posttransfection. Samples were separated by SDS-PAGE and 

immunoblotted with an anti-HIV capsid antibody. As shown in Fig. 1, wt Gag proteins 

were released efficiently from cells, yielding the expected PrGag, p41, and CA bands, 

along with a less-pronounced processed band at 46 to 47 kDa. Relative to wt, H84K, 

H84E, H84C, H84A, and H87C all released Gag proteins at approximately comparable 

levels. These results suggest that the H84 and H87 mutations did not compromise the 

abilities of Gag proteins to assemble and release virus-like particles. Indeed, the only 

readily apparent differences from wt pertained to protein processing. In particular, for the 

H84C mutant, slightly higher levels of PrGag and p41 were observed in virus particle 

samples. Also observed were additional minor processing bands at about 46 kDa and near 
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the CA band for the four H84 mutants; the nature of these bands is examined further 

below.  

Since the H84 and H87 mutant constructs efficiently released virus from 

transfected cells, it was of interest to test whether they were also infectious. Thus, 293T 

cells were co-transfected with wt or mutant HIVLuc constructs plus a plasmid encoding 

VSV-G. Media from transfected cells were collected and used to infect HiL cells, after 

which luciferase assays were performed on the infected cells to score for virus-mediated 

transduction of the luciferase gene. Not surprisingly, VSV-G-pseudotyped wt viruses 

were infectious, as were viruses produced by the H87C mutant (see below). In contrast, 

the infectivities of the four H84 mutants all were less than 0.2% that of wt.  

Because alanine, cysteine, lysine, and glutamate substitutions for HIV-1 CA H84 

essentially abolished virus infectivities, we considered alternate substitutions that might 

maintain some degree of infectiousness. Inspection of the HIV-1 CA NTD structure (Fig. 

2) suggested that in addition to providing a highly conserved basic residue, H84 

contributes to an aromatic interaction with tryptophan residues 80 (W80) and 133 (W133) 

to align the base of the CypA loop and helices IV and VII in a stable tertiary structure. To 

examine the importance of this arrangement, we created an H84Y mutation on the 

hypothesis that tyrosine might preserve the residue 84-80-133 aromatic interaction.  

Testing of the H84Y mutant assembly and release properties followed the 

methodology described above, and results are shown in Fig. 3. As observed in Fig. 1, the 

wt construct directed the efficient assembly and release of virus particles (lanes A and D). 

Also as observed in Fig. 1, H84A proteins were released efficiently from cells, but 

additional high-mobility processing bands were especially apparent (B and F). Gag 
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assembly and release levels for H84Y (C and G) were similar to those of the wt and 

H84A constructs, implying no impairment of these processes. However, interestingly, the 

levels of high-mobility processing bands were reduced for H84Y relative to that for 

H84A (compare F and G).  

Since the H84Y mutant gave fewer anomalous CA processing bands than H84A, 

it seemed possible that it might prove less impaired in terms of infectivity than its 

counterpart. Thus, infectivity assays were performed for H84Y, along with H84A, H87C, 

and wt controls. As noted above and illustrated in Fig. 4, the H87C mutant had reduced 

but still considerable (20% of wt) infectivity, whereas H84A (as well as H84K, H84E, 

and H84C) showed 0.2% of wt infectivity. The H84Y mutant infectivity was reduced 30-

fold compared to wt but, remarkably, it was still greater than 10 times that of the other 

H84 mutants. To ascertain whether mutant Gag proteins were able to impair the functions 

of wt Gag proteins, wt and H84A constructs were transfected into 293T cells at different 

ratios (3:1, 1:1, and 1:3 wt/H84A ratios) along with the VSV-G protein expression 

construct, and media were collected for infections. As Fig. 4 illustrates, while the 3:1 wt-

H84A sample showed slightly reduced infectivity, virus particles produced from the 1:1 

and 1:3 wt-H84A mixtures were as noninfectious as H84A itself. These results indicate 

that the H84A mutant acts as a dominant negative, diminishing the ability of wt Gag 

proteins to assemble infectious particles. The mechanism by which mutations at HIV-1 

CA H84 inhibit infectivity is examined below.  

CypA incorporation into viral mutants. One possible cause for the 

noninfectivity of viral mutants might be differences in their abilities to interact with 

CypA. Although CypA appears to exert its major effects on HIV-1 within newly infected 
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cells (5, 9), studies have shown that the noninfectivity of some HIV-1 NTD mutants 

correlates with an impaired ability to incorporate CypA into virions (55, 80, 447). 

Because our mutations mapped within or adjacent to the CypA loop, examination of 

CypA levels in virions appeared warranted. For this analysis, we chose to examine our 

partially infectious H84 mutant, H84Y, and one noninfectious mutant, H84A, along with 

negative and positive controls. Virus samples were immunoblotted for the parallel 

detection of CA (Fig. 5A) and CypA (Fig. 5B) proteins. As illustrated, while CypA was 

not released from cells in the absence of HIV-1 expression (Fig. 5B, - lane), its release 

from cells appeared roughly equivalent for wt, H84A, and H84Y viruses (compare Fig. 

5A, CA signal, versus B, CypA signal); these results suggest that mutations at H84 did 

not affect CypA binding to CA.  

We also monitored CypA incorporation into H87C virions and found that CypA 

assembly into virions was not affected by this CypA loop mutation (Fig. 5E, - lane). 

Interestingly, treatment of H87C virus with the cysteine-specific cross-linker BMH 

yielded a novel anti-CypA-reactive 45-kDa band (Fig. 5E, + lane) which corresponded to 

an anti-CA-reactive cross-link band in H87C (Fig. 5D) but not wt (Fig. 5C) samples. 

These results indicate that the introduced cysteine at residue 87 readily crosslinked to a 

free CypA cysteine. An additional cross-link band, observed only with the anti-CA 

antibody (Fig. 5D), migrated slightly slower than the PrGag band. We interpret this 

product to represent either a CA-CA dimer or a heterodimer of CA with an undetermined 

cellular protein. In either case, our results with H84 and H87 did not demonstrate the 

correlation between loss of infectivity and loss of CypA interaction that has been 

observed for some other NTD mutations (447).  
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RNA and RT analysis. Since CypA levels in wt and noninfectious mutant virions 

were equivalent, we probed for RNA and RT defects that might yield replication-

defective, assembly-competent phenotypes. For RNA analysis, RNAs were isolated from 

equivalent amounts of virus, and samples were analyzed by RNase protection, as 

described in Materials and Methods. Results (Table 1) demonstrated that virion-

associated HIV genomic RNA levels were roughly equivalent for wt, H84Y, and H84A 

viruses. Similar studies also were performed on viruses to measure RT levels via 

exogenous template RT assays (see Materials and Methods). As shown in Table 1, RT 

levels were comparable in samples from WT, partially infectious H84Y, and 

noninfectious H84A virions. Thus, RNA encapsidation and/or RT incorporation defects 

do not explain the low infectivities of the H84 mutants.  

Cleavage site analysis of mutant proteins. Although H84 mutant viruses gave 

wt levels of RNA and RT, we noted that the H84 mutants displayed a number of high-

mobility CA processing bands (Fig. 1 and 3). On most gels, the number of processing 

bands appeared greater for the H84A mutant than for the H84Y mutant, suggesting a 

correlation between aberrant processing and loss of infectivity. To examine this finding 

in more detail, wt, H84A, and H84Y viral proteins were analyzed on 10 and 16% gels 

and fragment sizes were calculated from log molecular weight-versus-migration distance 

plots. As illustrated in Fig. 6, anti–HIV-1–CA–reactive bands were observed at calculated 

sizes of 21.7, 19.2, 17.1, 15.2, 14.3, and 10.5 kDa. The epitope for the antibody employed 

binds to the CTD, C-terminal to the CA major homology region (85, 291). Thus, if the 

CA-sp1 junction for these NTD mutants were cleaved appropriately, the novel processing 

sites within the NTD could be estimated from fragment size data. Based on this 
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assumption, the approximate aberrant CA cleavage sites for H84A and H84Y were 

mapped (Fig. 2) as black dots, where the size of the dot represents the frequency of 

cleavage site usage. Although these cleavage site estimates are likely to be accurate only 

to the nearest few residues, it is interesting that one of the predicted cleavage sites maps 

close to residue 84 and the others tend to occur at or near loop regions in the NTD or 

between the NTD and CTD. These results suggest that H84A mutations perturbed tertiary 

or quaternary interactions such that the capsid proteins became more sensitive to 

proteolytic action.  

Morphologies of mutant virions. Since H84 mutant proteins were processed 

anomalously in virions, we found it important to characterize the virus particles further. 

Particles collected by ultracentrifugation were subjected to equilibrium centrifugation on 

20-to-60% sucrose gradients to analyze virion densities. As shown in Fig. 7, the peak 

density for wt virions (top panel) was 1.15 g/ml, within the 1.15- to 1.19-g/ml range 

observed for HIV-1 virions (20, 470). We also observed a smaller peak in fraction B 

(1.10 g/ml) and a shoulder of denser virus particles. The partially infectious H84Y mutant 

displayed a similar density pattern as wt, with a peak in fraction G, a smaller peak in 

fraction B, and a shoulder containing virions of higher density. In contrast, noninfectious 

H84A mutant viruses showed a slightly shifted peak fraction (fraction F) and a 

considerably broader range of densities with a higher proportion of lower density virions. 

Although our density gradient fractionation protocol is subject to some variability, the 

results with H84A suggested that these mutant virus particles might be morphologically 

anomalous.  
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Based on sucrose density gradient results, we decided to compare virion 

morphologies of wt and H84A particles by EM. To do so, purified virus samples were 

lifted onto EM grids, washed, negatively stained, and analyzed by transmission EM. A 

simple examination of virus particle diameters (Fig. 8A) showed similar results for the 

two samples: most virus particles were in the 110- to 120-nm range, with an average wt 

particle diameter of 118 ± 20 nm (mean ± standard deviation) and a slightly smaller 

H84A average at 112 ± 20 nm. Notwithstanding the similarities in particle diameters, a 

significant difference was observed in particle core morphologies. Figure 8B shows a 

gallery of wt (panels A to H) and H84A (panels I to P) particles, stained so that lipid 

envelope drying and breakage revealed the internal core structure, or completely liberated 

cores from envelopes (Fig. 8B, panel H). It is noteworthy that all (n = 29) of the wt 

particles displayed visible conical or cylindrical cores (panels A to H), as is typical for 

HIV (85, 153, 477). In contrast, H84A cores either were round, barrel shaped, or 

anomalously shaped (panels I to P). No particles with clearly conical or cylindrical cores 

were observed for the H84A mutant (n = 39).  

Analysis of postassembly defects. Although H84A virions had aberrant mature 

cores, the exact relationship between this morphological defect and the lack of infectivity 

was unclear. To examine postassembly defects of H84 mutants further, entry assays (76, 

318) were performed to monitor the capability of virus cores to enter target cells. To 

generate viruses for these assays, 293T cells were cotransfected with the wt or mutant 

HIVLuc constructs, the VSV-G protein expression construct, and a construct encoding a 

vpr-β-lactamase fusion protein (318). Under our transfection and infection conditions 

(see Materials and Methods), we expected a multiplicity of infection in the range of 
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0.01%, about 10- to 20-fold higher than we have observed with HIV vectors pseudotyped 

with retroviral envelope proteins (303). Successful virus entry was probed as described 

previously (76, 318, 509) by measuring cleavage of the fluorescent β-lactamase substrate 

CCF2 in target cells: CCF2 cleavage is accompanied by a fluorescent shift from green to 

blue, and percentages of entry-positive versus -negative cells were quantitated by flow 

cytometry (76, 318, 509). Employing these assays with wt, H84Y, and H84A viruses 

gave the results shown in Fig. 9. As illustrated, while 0.01% of the mock- infected cells 

scored as entry positive based on blue fluorescence emission, 0.86% of the wt-infected 

cells gave a positive signal. Relative to wt levels, H84Y (1.04%) and H84A (0.38%) 

yielded higher and lower entry signals, respectively. Nevertheless, when entry results 

were normalized for virus particle-associated Gag protein levels in two independent 

experiments, entry assay results showed no impairment for H84Y (134% ± 60% wt 

levels) and only a slight impairment for H84A (61% ± 3% wt levels). Thus, reduced entry 

into target cells did not readily account for the >500-fold reduction in infectivity for 

H84A virions.  

As an alternative approach to the analysis of particle defects, we decided to 

subject virions to a detergent treatment-fractionation protocol, since recent studies have 

revealed unusual fractionation profiles for certain HIV-1 CA NTD mutants (447). 

Consequently, wt, H84Y, and H84A viruses were detergent treated and fractionated on 

sucrose step gradients to obtain mature virus core-enriched pellets, as described by Tang 

et al. (447). Fractionation results for wt, H84Y, and H84A are shown in Fig. 10. In the 

case of the wt sample, the pellet fraction (lane C) preferentially contained immature and 

incompletely processed virions, which were not enriched in the top (lane A) or middle 
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(lane B) fractions. As expected from prior analysis (133, 447, 477), only a small 

proportion of mature CA pelleted. The H84Y fractionation pattern was similar to the one 

observed with wt, although there was a slight increase of capsid in the pellet fraction 

(lane C). This trend was magnified with the H84A sample, which showed a large capsid 

signal in the pellet fraction. Although similar fractionation results have been observed 

with other HIV-1 CA NTD mutants (447), we repeated the experiment and obtained 

similar fractionation profiles, indicating that these were not atypical results. We also 

performed RT assays on each of the detergent treatment fractions. Interestingly, RT 

levels in all mutant fractions were lower than in their wt counterparts, suggesting a 

difference in wt versus mutant virus RT stabilities during the core fractionation protocol. 

Comparison of CA and RT levels demonstrated that although pellet-associated CA levels 

were increased with the H84 mutants, RT levels in the pellet (C) fractions were reduced 

twofold relative to wt. These observations suggest that high CA-to-RT ratios in core 

pellet fractions correlate with H84 mutant replication defects and are consistent with the 

notion that mutant virus replication is blocked after target cell entry, at a reverse 

transcription step.  

 

2.5 Discussion 

Although the structure and some of the functions of the HIV-1 CA NTD have 

been clarified (80, 85, 112, 133, 151, 154, 160, 174, 303, 385, 445-447, 466, 467, 470), 

many structure-function relationships remain to be explained. Within mature HIV-1 

cores, NTDs appear to assemble hexamer rings (27, 264, 300), and although hexamer 

contacts have not been determined, they have been modeled to employ NTD helices I and 
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II (153, 154, 264). In this arrangement, histidine residues H84 and 87 would occupy 

positions at the outer edges of hexamer rings and might be well suited to mediate putative 

interhexamer associations and/or histidine switch activities (120). Consequently, we 

probed these residues by using a mutational analysis approach.  

Because HIV-1 CA H87 is not well conserved (244), it was not surprising that our 

cysteine substitution mutant (H87C) was infectious (Fig. 4). Our cross-linking 

experiments also demonstrated that H87C readily cross-linked to a free CypA cysteine, 

whereas the natural CA CTD cysteines did not (Fig. 5). In contrast to H87C, mutations at 

the highly conserved H84 substantially reduced virus infectivity (Fig. 4). Surprisingly, 

unlike recently described (447) mutations at CA NTD W23A and F40A at helices I and 

II, respectively, mutations at H84, adjacent to the CypA loop, did not reduce CypA 

assembly into virions (Fig. 5). However, both H84A and H84Y mutants were similar to 

the W23A and F40A mutants (447) in that detergent treatment experiments yielded 

significantly increased capsid/RT ratios in mature core fractions. These results are 

consistent with the interpretation that mutations at H84 reduce virus infectivity via an 

impairment of reverse transcription steps.  

Given that H84A cores exhibited a clearly aberrant morphology (Fig. 8), a 

putative block at reverse transcription does not seem an unexpected phenotype. However, 

it is not immediately obvious why mutations at H84, which is not modeled to participate 

in NTD hexamer formation (153, 154, 264), should give a phenotype similar to mutations 

W23A and F40A in helices I and II, which have been modeled at hexamer interfaces. 

One possible explanation is that changes at H84 telegraph to helices I and II to alter 

hexamer interfaces. Alternatively, the CA NTD helix I-II and IV-VII faces may play 
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complementary roles in assembly, perhaps in forming hexamers and in bundling 

hexamers into higher-order structures. Finally, mutations at CA residues 23, 40, and 84 

all may have a significant impact on the folding of capsid monomers, and this common 

folding defect may result in related assembly anomalies. Regardless of the role of H84 in 

CA oligomerization, the fact that substitution with tyrosine yielded viruses that were over 

10 times more infectious than alanine, cysteine, lysine, and glutamate variants implies 

that the natural histidine residue is most important for its ability to participate in aromatic 

interactions. While this does not preclude a histidine switch (120) activity for H84, the 

infectivity of the H84Y mutant, albeit 30-fold less than that of wt, argues against an 

absolutely required H84 histidine switch. Assuming that the effect of mutations at H84 is 

to destabilize NTD helix IV and VII associations by weakening H84-W80-W133 

aromatic interactions, the observation of aberrant CA processing products (Fig. 6) may 

not be surprising. However, for H84A, the combination of an increased susceptibility to 

processing and an increased resistance to detergent-mediated disassembly (Fig. 10) may 

seem contradictory. We suggest that the conformation stabilized by H84 helps control 

promiscuous protein oligomerization or aggregation. Our results support the concept that 

CA must satisfy a precarious balance between assembly and disassembly (133) and that 

H84 exerts a critical influence on this balance.  
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Figure 2.1 
Virus particle release. 293T cells were transfected with wt 
and mutant HIV constructs. Cell lysates and pelleted virus samples 
were collected at 72 h posttransfection and subjected to SDS-PAGE 
followed by immunodetection for Gag proteins with an anti-HIV-1 CA 
antibody. Sample identities and bands for PrGag, CA, and the p41 
processing intermediate are indicated. 
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Figure 2.2
Structural features of the HIV-1 CA NTD. Shown is the structural model (pdb 1GWP)
for the HIV-1 CA NTD, from the N-terminal proline at the end of the β-hairpin to the
C-terminal connection to the CTD (bottom left). The seven NTD helices are indicated,
as are the locations of mutated residues H84 and H87 and the tryptophan residues
(W80 and W133) which participate in aromatic interactions with H84. Approximate
locations of anomalous processing sites (determined below in Fig. 6) are indicated
with black dots, where dot sizes represent the frequencies of cleavage site usage, based
on immunoblotting band intensities. Note that residue numbers reflect those of the
mature capsid protein, in which the first capsid residue corresponds to codon 133 from
HIV-1 gag.
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Figure 2.3
Release of wt, H84A, and H84Y particles. 293T cells were transfected with
wt and mutant HIV constructs. Cell lysates and pelleted virus samples were
subjected to SDS-PAGE, followed by immunodetection for Gag proteins
using an anti–HIV-1–CA antibody. Sample identities were as indicated,
where M denotes the molecular weight size marker. Bands for PrGag, CA,
and the p41 processing intermediate are indicated.
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Figure 2.4
Relative virus infectivities. HiL cells were infected with viruses derived from
cotransfecting the indicated HIV-luciferase (HIVLuc) construct with the
VSV-G expression construct pVSV-G. Infectivities were monitored by
luciferase assay of infected cell lysates, and results were normalized to
luciferase activities of the corresponding transfected cells. Infectivities were
plotted relative to wt HIVLuc levels on a log scale graph and were based on
two or more (H87C = 4; H84Y = 3; H84A = 7) independent sets of infections.
Note that the 3WT:1A, 1WT:1A, and 1WT:3A bars correspond to
cotransfections using different ratios of wt and H84A constructs and that
values for the H84E, H84K, and H84C viruses were 0.2% that of wt.
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Figure 2.5
CypA assembly into virus particles. (A and B) 293T cells
were mock transfected (-) or transfected with the indicated constructs, and
medium supernatants were collected 72 h posttransfection and then
subjected to ultracentrifugation. Pelleted virus samples were resuspended
in buffer and subjected to SDS-PAGE and parallel immunodetection with
the indicated antibodies. (C to E) Samples were mock treated (-) or treated
(+) with the cysteine-specific cross-linker BMH prior to SDS-PAGE and
immunodetection. CypA, CA, PrGag, and CA-CypA cross-link products
(D and E, crosslink lanes) are indicated. Note a putative CA-CA dimer
crosslink product in the panel D crosslink lane, just above the PrGag band.
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Table 2.1
Viral genomic RNA (RNA) and RT levels in wt, H84Y, and H84A
viruses are expressed as percentages of the values obtained for wt viruses.
RNA levels were determined by RNAse protection using RNA isolated
from equivalent amounts of virus. Relative levels were quantitated
densitometrically from one (H84Y) or two (wt, H84A) independent
experiments. RT values are derived from three independent measurements
for each construct and were determined using exogenous RT assays,
normalized for capsid protein levels by densitometric quantitation from
immunoblots.
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Figure 2.6
Capsid protein processing products. The indicated virus samples were
electrophoresed in parallel on conventional SDS–10% PAGE and
SDS–16% PAGE Schagger gels. After electrophoresis, CA fragments
were detected by immunoblotting with an anti–HIV-1–CA antibody
which recognizes the HIV-1 CTD. Approximate fragment sizes in
kilodaltons are indicated and were estimated by comparison with
migration distances of known standards, assuming a linear relationship
between migration and log molecular mass.



77

Figure 2.7
Virus density gradient fractionation. Samples of the indicated viruses were loaded
onto 20-to-60% sucrose density gradients and centrifuged at 170,000 x g (average)
for 18 h in an SW 50.1 rotor such that particles of 12S should have sedimented to
equilibrium. After centrifugation, 0.4-ml fractions were collected from the gradient
tops (A) to bottoms (M) and Gag levels in each fraction were measured by
densitometry of immunoblot bands. Gag levels for each fraction are plotted
relative to the gradient fraction with the highest Gag signal (100%). Sucrose
densities were determined by weighing a constant volume of each fraction from a
gradient run in parallel, although these values should be considered approximate,
as our observed gradient-to-gradient variation was about 0.005 g/ml in any
given fraction.
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Figure 2.8.A
Analysis of virus morphologies. Virus particles from wt HIVLuc- and
H84A HIVLuc-transfected cells were isolated, lifted onto carbon-coated
grids, stained with uranyl acetate, and imaged by transmission EM. (a)
Histogram of particle diameters. Diameters of wt (n = 29) and H84A (n =
39) virus particles were plotted in 10-nm size bins relative to the
frequencies (percentage of total sample) observed for each size bin.
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Figure 2.8.B
Analysis of virus morphologies. Virus particles from wt HIVLuc- and H84A
HIVLuc transfected cells were isolated, lifted onto carbon-coated grids, stained
with uranyl acetate, and imaged by transmission EM. (b) Galleries of virus
particle images. Images of eight wt (A to H) and H84A (I to P) virus particles
are shown within 262- by 262-nm windows. Note that panel H shows a wt
core, apparently released from a broken virus during preparation. Note also
that all wt virions (n = 29) showed discernible cylindrical or conical cores,
whereas only panel I showed a possible cylindrical core for H84A (n = 39).
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Figure 2.9
Virus entry assays. Virus core entry into target cells was assessed using
viruses produced by cotransfection of wt, H84Y, or H84A or mock expression
constructs along with expression constructs of the VSV-G (pVSV-G) and a β
-lactamase–vpr (BlaM-vpr) fusion protein. Viruses were used to infect HiL
cells in serum-containing medium plus 8 µg of Polybrene/ml for 5 h at 37°C.
After incubations, viral samples were removed and cells were incubated an
additional 18 h at 26°C in fluorescent β-lactamase substrate (CCF2/AM)
loading solution. Virus entry was measured by flow cytometry detection of
live cells manifesting uncleaved substrate (green fluorescence) versus cleaved
product (blue fluorescence). The percentages of product-positive live cells are
shown. When normalized for Gag protein levels, the average (n = 2) entry
assay signals for H84A and H84Y relative to that of wt were 61% ± 3%
(H84A) and 134% ± 60% (H84Y).
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Figure 2.10
Analysis of virus cores. Viruses collected from transfected
cells were treated with 0.3% NP-40 for 10 min, layered onto an equal
volume of 20% sucrose, and centrifuged at 120,000 x g for 60 min at
4°C. Top fractions (A), bottom fractions (B), and virus core-containing
pellet fractions (C) were collected and subjected in parallel to RT
assays (bottom panel) as well as SDS-PAGE and immunoblotting with
anti–HIV-1–CA antibody. PrGag and mature CA bands are indicated
on the immunoblots. RT units were determined by comparison with
activities of known amounts of avian myeloblastosis virus RT.
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3.1 Abstract 

 
 
 The matrix (MA) domain of the HIV-1 structural precursor Gag (PrGag) protein 

targets PrGag proteins to membrane assembly sites, and facilitates incorporation of 

envelope proteins into virions. To evaluate the specific requirements for the MA 

membrane-binding domain (MBD) in HIV-1 assembly and replication, we examined 

viruses in which MA was replaced by alternative MBDs. Results demonstrated that the 

pleckstrin homology domains of AKT protein kinase and phospholipase C δ1 efficiently 

directed the assembly and release of virus-like particles (VLPs) from cells expressing 

chimeric proteins. VLP assembly and release also was mediated in a phorbol ester-

dependent fashion by the cysteine-rich binding domain of phosphokinase C γ. Although 

alternative MBDs promoted VLP assembly and release, the viruses were not infectious. 

Notably, PrGag processing was reduced, while cleavage of GagPol precursors resulted in 

the accumulation of Pol-derived intermediates within virions. Our results indicate that the 

HIV-1 assembly machinery is flexible with regard to its means of membrane association, 

but that alternative MBDs can interfere with the elaboration of infectious virus cores.  

 

3.2 Introduction 

 The matrix (MA) domain of the HIV-1 precursor Gag (PrGag) protein serves at 

least two assembly functions: it targets PrGag proteins to membrane assembly sites, and 

it facilitates the incorporation of the SU/TM envelope (Env) glycoprotein complex into 

virions (290, 343-345, 347, 348, 354, 470, 473, 490, 497, 507). In terms of membrane 

targeting, there is some debate as to the pathways by which PrGag proteins travel to 
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arrive at productive assembly sites. One possible itinerary involves PrGag association 

with intracellular membranes such as multivesicular bodies (MVBs), followed by 

vesicular delivery to the plasma membrane (PM) (64, 95, 113, 139, 142). This model is 

compatible with the transport of preassembled virions to the PM as vesicle cargoes, or 

with the delivery of PrGag proteins on vesicle cytoplasmic faces to final PM assembly 

sites (220). An alternative travel plan for PrGag proteins is a direct route to the PM (221, 

345, 401). In this case, the accumulation of PrGag proteins on intracellular membranes 

could be viewed as representing dead end assembly products, or internalized PM 

components, enroute to lysosomal degradation. An intermediate hypothesis is that direct 

PM targeting and vesicle-mediated transport both can yield infectious virions, depending 

on the cell type or context (345).  

 A number of biochemical and genetic studies have identified different features of 

HIV-1 MA that influence PrGag localization, membrane binding, and assembly (64, 121, 

273, 320, 343-345, 354, 401, 444, 470, 473, 499). With regard to localization, the amino-

terminal α-helical segment of HIV-1 MA recently was shown to associate with the δ 

subunit of the AP-3, and this interaction appears important for PrGag MVB localization 

(111). Evidence also has shown that residues at the C-terminus of MA mediate PrGag 

association with the µ subunit of the clathrin-associated adapter complex AP-2, but that 

PrGag processing eliminates this interaction (29). Consistent with the role of AP-2 in PM 

cargo internalization, inhibition of MA-AP-2 binding increased virus particle release 

from cells (29). In addition to adapter protein binding, HIV-1 MA also contributes to the 

binding of the cellular motor protein KIF-4, an association that plausibly regulates the 

distribution of PrGag (448). Recent investigations also demonstrated that MA residues 5-
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16 are necessary for PrGag binding to the tail interacting protein TIP47, which mediates a 

functional association of MA with Env (275).  

 While the above protein-protein interactions affect virus infectivity and PrGag 

localization, membrane binding is impacted greatly through MA-lipid interactions. The 

MA N-terminus is critical in this process. Like other mammalian retrovirus matrix 

proteins, HIV-1 MA is myristoylated at its N-terminus, and myristoylation is essential for 

efficient membrane binding, virus assembly, and infectivity (64, 354, 401, 444, 470). 

Studies support a myristoyl switch model for MA membrane association, in which the 

myristate group of PrGag inserts into membranes to promote binding, but that this fatty 

acid is retracted on proteolytic processing of PrGag, conferring a reduced membrane 

affinity for mature MA proteins (194, 352, 428, 444). Although the MA myristate is 

necessary for tight PrGag-membrane binding, it is not the only contributor. Analysis 

indicates that basic amino acids between residues 15 and 40 facilitate electrostatic 

interactions with negatively charged phospholipid headgroups on the cytoplasmic faces 

of membranes (320, 344, 507). However, HIV-1 MA also specifically associates with 

phosphatidylinositol (4,5) bisphosphate [PI(4,5)P2] (342, 401). In particular, the PI(4,5)P2 

headgroup and 2'-acyl chain are accommodated by a cleft in the protein, and binding 

results both in the membrane-anchoring by the PI(4,5)P2 2'-acyl chain, and in triggering 

the exposure of the MA myristate (401). Given the affinity of MA for PI(4,5)P2, it is 

plausible that PI(4,5)P2 helps direct PrGag to cholesterol- and dihydrosphingomyelin-rich 

membrane domains, where HIV-1 assembly appears to occur (52, 63, 199, 333, 346).  

 Despite the many documented roles for HIV-1 MA, it is not absolutely required 

for virus infectivity. We originally demonstrated the infectivity of a 106 residue MA 
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deletion mutant that retained only the myristoylation signal and matrix-capsid (CA) 

cleavage site (473), an observation that subsequently was confirmed by others (386). In 

such cases, infection required either an Env protein pseudotype, or truncation of the HIV-

1 Env cytoplasmic tail (386, 473). These deletion mutant results imply that wild type (wt) 

HIV-1 Env function requires MA, but that intact MA is not strictly required for viral 

replication.  

 The studies above suggest that any membrane targeting and anchor protein might 

suffice for directing the assembly of infectious HIV-1 particles. However, a caveat to this 

interpretation is that the aforementioned MA deletion proteins retained myristoylation 

signals (386, 473). Thus, a narrower hypothesis is that membrane interactions mediated 

by myristate are compatible with HIV-1 assembly and infectivity, while other membrane 

interaction motifs may or may not serve this role. To analyze this hypothesis further, we 

have examined HIV-1 MA protein substitution variants for their abilities to replace MA. 

For our investigations, we chose three alternative membrane binding domains (MBDs).  

One of these was the AKT protein kinase pleckstrin homology (PH) domain, which 

preferentially binds to 3' phosphatidyl inositol (PI) lipids such as phosphatidyl inositol 

(3,4) bisphosphate [PI(3,4)P2], and the PM-enriched phosphatidyl inositol (3,4,5) 

trisphosphate [PI(3,4,5)P3] (187, 208, 257, 296). The second MBD was the PH of 

phospholipase C δ1 (PLC), which has affinity for PM-localized PI(4,5)P2 (208, 257, 

430). Finally, we examined the phosphokinase Cγ cysteine-rich C1a plus C1b binding 

domain (CBD), which binds PM diacylglycerol (DAG), and can be activated by phorbol 

esters to move from intracellular stores to the PM (86, 119, 208, 338, 339). When the 

AKTPH, PLCPH, and PKCCBD were employed as substitutes for MA, we found that the 
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two PH domains readily directed PrGag proteins to assemble and release virus-like 

particles (VLPs) from cells, while PKCCBD-Gag proteins could be induced to release 

VLPs with phorbol esters. However, the VLPs that used alternative MBDs were 

noninfectious, either with HIV-1 Env, or with other Env pseudotypes. Assembly-

competent but non-infectious AKTPH- and PLCPH-derived VLPs showed nearly normal 

viral RNA (vRNA), Env protein pseudotype, and entry levels, but had reduced reverse 

transcriptase (RT) activities, and were defective for DNA synthesis in target cells. 

Moreover, all MA substitution viruses showed moderate protease (PR) processing defects 

of the PrGag proteins. Additionally, precursor GagPol (PrGagPol) processing resulted in 

the accumulation of Pol-derived intermediates in virions, suggesting unexpected MBD 

effects on the regulation of later Pol protein cleavage steps. Our results indicate that 

while the membrane-targeting and assembly functions of HIV-1 MA can be replaced, 

alternative MBDs compromise virus infectivity by perturbation of virus core structure 

and function.  

 

3.3 Materials and Methods 

Recombinant DNA constructs. Wild type (wt) versions of the HIV-1 gag gene, 

expressed in the presence of pol gene products were produced from the previously 

described HIVgpt construct (351, 470, 473).  The myristoylation-minus (Myr- HIV) and 

protease-minus (PR-; HIVgpt2498T) variants of HIVgpt also have been described before 

(303, 470, 472, 499). HIVgpt-MAGFP, encodes a Gag-GFP fusion protein similar to that 

reported by Muller et al. (317), in which the green fluorescent protein (GFP) open 

reading frame (orf) has been inserted near the C-terminus of the gag matrix domain. In 
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HIVgpt-MAGFP, the backbone construct is HIVgpt (351, 470, 473), and the source of 

the GFP orf was pEGFP-c1 (Clontech). The 5' juncture sequence is GCT GCG CTA 

GCG CTA CCG GTC GCC ACC ATG, the first codon corresponds to  HIV HXB2 gag 

codon 120, while the last codon is the first GFP codon. The 3' juncture sequence is AAG 

TCC GGA CTC AGA TCC GCT GAC, where the first codon corresponds to the final 

coding codon of wt GFP, and the last codon is gag codon 121.  

 Alternative membrane-binding domain (MBD) constructs derived from 

pEGFPc1-AKTPH, pEGFPc1-PLCδPH, and GFP-pcDNA3-PKCγCys1ACys1B, which 

all were kindly provided by Tobias Meyer (187, 208, 296, 338, 339, 430). For GFP-

AKTPH-Gag and GFP-PLCPH-Gag, the MA-truncated HXB2 gag orf was inserted C-

terminal to the different pleckstrin homology (PH) domains, yielding constructs in which 

the pEGFPc1 cytomegalovirus (CMV) promoter drives expression of GFP-PH-Gag 

fusion proteins. The PH-gag juncture sequences for GFP-AKTPH-Gag and GFP-PLCPH-

Gag are respectively CTG GGC CCA ACG AAT TCA TCT AGA GCT, and AAG GAG 

CTC GGG ATA TCT AGA GCT, where the final codon in each sequence corresponds to 

gag codon 120. For PKCCBD-GFP-Gag, the pcDNA3 (Invitrogen) CMV promoter 

drives expression of a fusion composed of PKC cysteine-rich membrane-binding domain 

(CBD), GFP, and the MA-truncated HIV gag orf: the GFP-gag juncture sequence is CTG 

TAC ACC GCG GGA TCC TCT AGA GCT, where the final codon is gag codon 120. 

Note that the HIV sequences in these constructs extend to the BclI site at HXBC2 nt 

2432, but that PR activity is killed via fusion to a translation termination codon in an 

XbaI site, with juncture sequences of TAT GAT CTC TAG A.  
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 To create the MA replacement constructs HIVgpt-AKTPH, HIVgpt-PLCPH, and 

HIVgpt-PKCCBD in the HIVgpt (351, 470, 473) backbone, the myristoylation-minus, 

gag second codon glycine-to-alanine HIVgpt mutant plasmid (470, 474) was used as a 

parent. These constructs harbor alternative MBDs between gag codons 15 and 120. The 

N-terminal and C-terminal juncture sequences, with codons 15 and 120 italicized are as 

follows: AKTPH and PLCPH N-junctures, CGA TGG GGA TCC; AKTPH and PLCPH 

C-junctures, TCT AGA GCT; PKCCBD N-juncture, CGA TAC ATG GGG GCC CGG 

TAC CTT; PKCCBD C-juncture, CGG TAC CAT GCC GCG GCC GGA TCC TCT 

AGA GCT. Other constructs used in these studies have been reported previously. They 

include the following: Blam-vpr (318, 410); the MuLV gag expression construct, 

pXMGPE (182, 304); the HIV Gag-β-galactosidase expression construct, HIVGBG 

(472); pBluescribeHIV831-680 (473, 499), for RNAse protection probe production; and 

the glycoprotein expression constructs pVSV-G (410), SV-A-MLVenv (470, 473), and 

HIV-env (470, 473). 

Cells and viruses. Human embryonic kidney (HEK) 293T (410) and HiJ (410, 

470, 473) HeLa cells expressing human CD4 were grown at 37˚C in 5% CO2 in culture 

medium composed of Dulbecco’s modified Eagle medium (DMEM) supplemented with 

10% fetal calf serum, penicillin, streptomycin, and 10 mM HEPES (pH 7.4). For 

transfections, 10 cm dishes of 293T cells were transfected by the calcium phosphate 

method (410, 470, 473). For Gag analysis, 24 µg of plasmid DNAs (Figure 1) were used; 

for infection assays, 16 µg HIV-derived DNAs were cotransfected with 8 µg envelope 

protein expression plasmids; for entry assays, transfections employed 12 µg of HIV-

derived DNAs, plus 6 µg of pVSV-G expression plasmid (410), plus 6 µg of BlaM-Vpr 
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DNA (318, 410); while for Gag-β-galactosidase (Gag-β-gal) experiments, 16 µg of Gag 

expression plasmids were cotransfected with 8 µg of HIVGBG (472). Routinely, cell and 

virus samples were collected 3 d post-transfection. In some cases, the effects of phorbol 

esters were tested by treatment with a 1:1000 dilution of 1 mM phorbol myristate acetate 

(PMA; Sigma) or phorbol dibutyrate (PDB) at 24 h and again at 6 h prior to sample 

collection. Cell pellets were collected and washed in phosphate-buffered saline (PBS; 9.5 

mM sodium potassium phosphate [pH 7.4], 137 mM NaCl, 2.7 mM KCl). Virus-

containing media were filtered through 0.45 µm-pore filters (Gelman) and concentrated 

by centrifugation through 20% sucrose in PBS cushions (2 h at 82,500 x g [25,000 rpm in 

a Beckman SW28 rotor, 4 ml cushions] or 45 min at 197,000 x g [40,000 rpm, SW41 

rotor, 2 ml cushions]). Virus pellets were resuspended in 0.1 ml PBS per cell plate and 

stored in aliquots at -80˚C. 

To test virus infectivities, confluent 10 cm dishes of HiJ cells were split 1:40 onto 

35 mm dishes the day before infections. For infections, cells were incubated at 37°C for 

72 h in the presence of filtered virus in a total volume of 2 ml culture media. 

Subsequently, cells were transferred to 10 cm dishes and fed with selection media 

containing 9.35 ml of culture media, 0.65 ml of gpt supplement solution (3.85 mg/ml 

xanthine, 0.046 mg/ml hypoxanthine, 0.062 mg/ml thymidine, 0.154 mg/ml glycine, 

2.308 mg/ml glutamine), and 15 µl of mycophenolic acid (Gibco) per plate. Cells were 

selected for 10-14 d, with selection media changed at 3-4 d intervals. After selection, gpt-

positive colonies were stained with 0.5 % methylene blue in 50 % methanol, gently 

rinsed in water and dried prior to colony counting. Infectivity was calculated as follows: 
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Virus titer = (colonies)(virus dilution factor)(cell split ratio)/(cell proliferation between 

infection and selection). Results were normalized to input virus Gag protein levels. 

Protein analysis. For protein analysis, cell samples (20% of pellets from each 10 

cm plate) were suspended in IPB (20 mM Tris-HCl [pH 7.5], 150 mM NaCl, 1 mM 

ethylenediamine tetraacetic acid [EDTA], 0.1% sodium dodecyl sulfate [SDS], 0.5% 

sodium deoxylate, 1.0% Triton X-100, 0.02% sodium azide), incubated on ice for 5 min, 

vortexed, and subjected to centrifugation 13,000 x g for 15 min at 4˚C. Soluble material 

was collected, mixed with 1 volume of 2 x sample buffer (12.5 mM Tris-HCl [pH 6.8], 

2% SDS, 20% glycerol, 0.25% bromophenol blue) and 0.1 volume of β-mercaptoethanol 

(β-Me). For virus samples, 40 µl aliquots of resuspended virus pellets were mixed with 

one volume of 2 x sample buffer and 0.1 volume of β-Me. Cell and virus samples were 

heated to 95˚C for 3 to 5 min, and subjected to SDS-polyacrylamide electrophoresis 

(SDS-PAGE). After SDS-PAGE fractionation, proteins were electroblotted, and 

immunoblotted following previously described methods (182, 220, 303, 304, 410, 470, 

472, 473, 499). The antibody used for detection of HIV-1 CA was Hy183 (kindly 

provided by Bruce Chesebro), used at 1:15 dilution from the hybridoma culture medium. 

Antibodies obtained through the NIH AIDS Research and Reference Reagent Program, 

Division of AIDS, NIAID, NIH were the HIV-1 RT monoclonal antibody (MAb21) from 

Dr. Stephen Hughes, used at 1:300; and HIV-1 protease antisera from HIVSF2 from 

BioMolecular Technology, used at 1:1000. Other primary antibodies were anti-VSV-G 

(Roche), used at 1:400; and anti-GFP (Invitrogen #A11121), used at 1:1000. In all cases, 

the secondary antibody was an anti-mouse IgG alkaline phosphatase-conjugated 

secondary antibody (Promega) was used at 1:15,000. Color reactions for visualization of 
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antibody-bound bands employed nitroblue tetrazolium plus 5-bromo-4-chloro-3-indolyl 

phosphate in AP buffer (100 mM Tris-hydrochloride [pH 9.5], 100 mM NaCl, 5 mM 

MgCl2). For quantitation, immunoblots were air-dried and scanned using an Epson 

G810A scanner. Band intensities of scanned TIFF images were quantitated using NIH 

Image 1.61 software.  

Nucleic acid analysis. For RNA analysis, viral RNA samples were obtained from 

virus pellets that were resuspended in 200 µl PBS, and supplemented with 2 µl of 10% 

SDS plus1 µl of 10 mg/ml carrier E. coli tRNA (Roche). Samples were extracted twice 

with 200 µl of 1:1 phenol:chloroform, extracted twice with 200 µl chloroform, ethanol-

precipitated, dried, and resuspended in 50 µl of TE buffer (10 mM Tris [pH 7.8], 0.1 mM 

EDTA). To isolate cellular RNA samples, 10 cm dishes of cell monolayers were washed, 

suspended in 1 ml of GTC mix (4 M guanidium thiocyanate, 25 mM sodium citrate [pH 

7.0], 0.5% sarkosyl, 0.1 M β-Me), layered onto CsCl/EDTA (6.2 M CsCl, 0.1 M EDTA 

[pH 7.0]) cushions, and centrifuged at 115,000 x g (35,000 rpm in a Beckman SW50.1 

rotor) for 18 h at 15˚C. After centrifugation, supernatants were removed, and pellets were 

resuspended in 400 µl TE, phenol-choloroform-extracted twice, chloroform-extracted 

once, ethanol-precipitated, dried, and resuspended in 100 µl TE. Samples were 

quantitated by measuring UV absorbance at 260 nm in a Beckman DU-64 

spectrophotometer, assuming an extinction coefficient of 1 optical density (O.D.) unit per 

40 ug/ml RNA at a pathlength of 1 cm.  

 Probes for RNase detection were made by incubation of 1 µg of EcoRI-linearized 

template plasmid (pBluescribeHIV831-680; (470, 499)) with transcription buffer (40 mM 

Tris [pH 7.4], 10 mM DTT, 6 mM MgCl2, 0.8 mM spermidine), 100 µCi of [α-32P]rGTP, 
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0.5 mM each of rATP, rCTP, and rUTP, 1 µl of RNasin (Promega), 1 mM dithiothreotol 

[DTT], and 20 U of T3 polymerase (Promega) at 37°C for 1 h. Probes then were ethanol 

precipitated, dried, resuspended, separated on 5% sequencing gels (470, 499), eluted, and 

reprecipitated prior to use (470, 499). For RNAse protections, RNA-normalized cell 

samples or Gag-normalized viral samples were precipitated with 10 µg of tRNA. Pellets 

were resuspended in 30 µl of 80% formamide, 400 mM NaCl, 40 mM piperazine-N,N-

bis(2-ethanesulfonic acid) (PIPES, pH 6.4), mixed with probe, incubated at 75-85°C for 5 

min, and then incubated at 30°C overnight. Overnight incubation samples were 

supplemented with 350 µl RNase treatment buffer (300 mM NaCl, 10 mM Tris [pH 7.5], 

5 mM EDTA, 40 µg/ml RNAse A [Rochel, 2 µg/ml RNAse T1 [Roche]) and incubated at 

30°C for 30 min, followed by the addition of 2.5 µl of 20 mg/ml proteinase K 

(Boehringer) plus 20 µl of 10% SDS and further incubation at 37°C for 15 min. Samples 

subsequently were phenol-chloroform extracted, chloroform extracted, ethanol 

precipitated, dried, fractionated on 6% acrylamide sequencing gels, and 

autoradiographed. Viral genomic RNA bands on autoradiographs were scanned using an 

Epson G810A scanner, and quantitated using NIH Image 1.61 software.  

For detection of one long terminal repeat (1-LTR) circles in infected cells, HiJ 

cells were split 1:40 onto 35-mm plates one day prior to infection. Cells on plates were 

infected 72 h in a total volume of 2 ml virus plus media, and then washed, collected in 

500 µl PBS, pelleted, suspended in 200 µl PCR lysis buffer (10 mM Tris [pH 8.3], 50 

mM KCl, 1.5 mM MgCl2, 0.01% gelatin, 0.45% NP-40, 0.45% Tween-20, 100 µg/ml 

proteinase K [Sigma]), incubated at 55˚C 2-20 h, heated to 100˚C for 10 min, and then 

stored at -80˚C. One and two LTR circles in 0-4 µl lysate samples were amplified by 
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polymerase chain reaction (PCR). Reactions employed Taq DNA polymerase (New 

England Biolabs; NEB) plus primers corresponding to HIV-1 HXB2 nucleotides 9038-

9058 and 1221-1202, and were performed for 35-45 cycles with cycle times of 95°C 1 

min, 55 °C 1 min, 72 °C 2.5 min. Aliquots of PCR reactions were fractionated 

electrophoretically on horizontal 0.9% agarose-TBE (89 mM Tris, 89 mM boric acid, 2 

mM EDTA, pH 8.2) gels in parallel with Lambda HindIII and PhiX HaeIII DNA size 

standards, and stained with ethidium bromide. Stained DNA bands were imaged under 

UV light using a Kodak EDAS 290 Gel Photo system, and 1-LTR circle products were 

quantitated as a marker for reverse transcription in infected cells (72) using NIH Image 

1.61 software.  

Enzyme assays. Exogenous reverse transcriptase (RT) assays were performed 

with poly(A) and oligo(dT) templates and primers and detergent-disrupted virions (410, 

470). Gag-normalized virus samples in PBS were incubated at 37°C for 2 h in RT assay 

cocktail (50 mM Tris [pH 8.3], 20 mM dithiothreitol [DTT], 0.6 mM MnCl2, 60 mM 

NaCl, 0.05% NP-40, 2.5 µg/ml of oligo[dT] [Pharmacia], 10 µg/ml of 

poly[A][Pharmacia], 10 µM dTTP [1 Ci/mM {α-32P}dTTP]). Dilutions of avian 

myeloblastosis virus (AMV) RT (Roche) were run in parallel as controls. Following 

incubations, samples were precipitated by addition of 0.1 volume of 100% trichloroacetic 

acid (TCA) and incubated overnight at 4˚C. TCA precipitates were pelleted by 

centrifugation for 10 min at 13,600 x g at 4˚C, washed five times with 10% TCA, and 

quantitated in a scintillation counter (Beckman). 

For β-galactosidase (β-gal) assays, cells and viruses were collected from 10 cm 

plates and processed as described above. Sample aliquots (half of each virus sample, or 
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10% of each cell sample) in 150 µl PBS were mixed with 1.5 µl of 10% SDS and 600 µl 

of PM2 buffer (33 mM NaH2PO4, 66 mM Na2HPO4, 0.1 mM MnCl2, 2 mM MgSO4, 40 

mM β-Me), and vortexed. Reactions were initiated by the addition of 150 µl of 4 mg/ml 

o-nitrophenyl β-D-galactopyranoside (ONPG; Sigma) in PM2; incubations proceeded at 

37˚C until color changes were observed; reactions were quenched with 375 µl of 1 M 

Na2CO3; and β-gal activities were calculated from 420 nm absorbance readings as 

described previously (220, 472).  

Enzymatic entry assays followed previously reported protocols and scored for β-

lactamase activity delivered to target cells by BlaM-Vpr fusion proteins (318, 410). 

Confluent 10 cm dishes of HiJ cells were split 1:40 onto 35-mm dishes the day before 

infections. Cells were infected overnight at 37˚C in a total volume of 2 ml cell culture 

media. After infections, supernatants were removed, cells were washed with Hank’s 

balanced salt solution (HBSS) without calcium or magnesium, and then incubated in 1 ml 

CCF2/AM loading solution (2 µM CCF2/AM; Invitrogen) at 26˚C and in 5% CO2 for 4 

h. Loading solution then was removed, cells were washed in HBSS, trypsinized, pelleted, 

fixed in 1% paraformaldehyde in PBS for 20 min, pelleted, washed in HBSS, pelleted, 

and resuspended in 500 µl HBSS. For analysis, fluorescence profiles of infected cells 

were monitored on a Becton-Dickinson Turbo Vantage flow cytometer to quantitate 

cleaved product as blue fluorescence and uncleaved substrate as green fluorescence 

signals. Cells were gated on the infected, unstained control samples, and the percentages 

of cells positive for product were normalized to Gag protein levels in input virus samples.  

Microscopy. To examine GFP-positive virus particles, 20 µl aliquots of 

suspended virus particle preparations were deposited on microscope slides, covered with 
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22 mm x 22 mm coverslips (Fisher), viewed on a Zeiss Axioplan fluorescence 

microscope, and imaged using Improvision OpenLab software. For fluorescence 

microscopy of transfected cells, 22 mm x 22 mm coverslips in 6 well dishes were 

pretreated with 0.7% porcine gelatin (Sigma) at 4˚C for 30 minutes, after which gelatin 

was replaced with media. Transfected cells were split 1:40 or 1:80 from 10 cm plates 

onto coverslips one day post-transfection, incubated for another two days, and then either 

mounted for GFP fluorescence or processed for immunofluorescence and then mounted. 

For GFP fluorescence, cells were washed once in PBS, fixed in 4% paraformaldehyde 

(Sigma) in PBS at room temperature for 1 h, washed in PBS, and mounted on slides 

(Fisher) in Fluoro-G mounting medium (Southern Biotech). For immunofluorescence, 

cells were fixed and washed as above, and then permeabilized in 0.2% Triton X-100 in 

PBS at room temperature for 10 min, washed once, and incubated in culture medium for 

10 min. Subsequently, anti-HIV-1 CA primary antibody (Hy183, from Bruce Chesebro) 

in culture medium or medium alone for negative controls was added, and cells were 

incubated at 37˚C for 1 h, rocking every 15 min. After primary antibody incubations, 

coverslips were washed three times in culture medium, then secondary antibody (anti-

mouse AlexaFluor 594; Invitrogen) diluted 1:500 in media was added, and the samples 

were incubated at 37˚C for 30 min, rocking once at 15 min. Following incubations, the 

cells were washed twice in culture medium and three times in PBS, followed by 

mounting onto microscope slides in Fluoro-G mounting medium. Samples were viewed 

on a Zeiss Axioplan fluorescence microscope, and photographed using Improvision 

OpenLab software. For quantitation of cell surface staining, rectangular sections from 

cell centers to cell edges taken from 10 cells per sample were cut and analyzed. To do so, 
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brightness intensity signals ([number of pixels] x [pixel brightness – backround 

brightness]) from the outermost 20% of sampled areas were divided by brightness 

intensity signals from the entire sample areas. These ratios, multiplied by 100 were 

designated as percentages of cell surface staining.  

 Electron microscopy (EM) of negatively stained virus particles was performed as 

described by Scholz et al. (410). Concentrated virus particle samples were lifted for 2 

min onto carbon-coated UV-treated EM grids, rinsed for 15 s in water, stained for 1 min 

in filtered 1.3% uranyl acetate, wicked, and dried. EM images were collected on a Philips 

CM120/Biotwin TEM equipped with a Gatan 794 multiscan charge-coupled device 

(CCD) camera. Virus particle diameters were determined with the aid of Gatan digital 

micrograph software, and particles were scored as having conical or cylindrical cores if 

projection images showed negatively stained triangular, rectangular, or trapezoidal 

structures. For EM of cells, transfected cells were fixed, postfixed, prestained, 

dehydrated, infiltrated, embedded, sectioned and stained as described by Arvidson et al. 

(20). EM was performed on a Philips CM120/Biotwin, and 1024 pixel x 1024 pixel 

images were collected electronically on a Gatan 794 multiscan CCD camera.  

 

3.4 Results 

Particle release directed by alternative membrane binding domains 

 To analyze whether the AKTPH, PLCPH, or PKCCBD membrane-binding 

domains could replace HIV-1 MA in directing the assembly and budding of HIV virus-

like particles, we initially examined VLPs released from cells transfected with the matrix 

substitution constructs GFP-AKTPH-Gag, GFP-PLCPH-Gag, and PKCCBD-GFP-Gag. 
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As illustrated in Figure 1, these plasmids express PrGag proteins from PR- constructs in 

which the HIV-1 wild type (wt) Gag domains from CA through p6 were linked to N-

terminal modules composed of green fluorescence protein (GFP) and MBD units. For 

controls in these studies, we employed a wt HIV-1 Gag expression construct, HIVgpt 

(304, 351, 470, 472, 473, 499), as well as HIVgpt-MAGFP (Figure 1), in which the GFP 

coding region has been inserted near the C-terminus of MA, in a fashion similar to the 

GFP-Gag construct described by Muller et al. (317). 

 Consistent with previous results (303, 470, 473, 499), in transfected cells, the wt 

HIVgpt construct expressed Gag proteins and efficiently assembled and released virus 

particles. When cells transfected with the wt construct were treated with the phorbol 

esters PMA or PDB, we did not observe any noticeable changes on wt virus release levels 

(Figure 2). Relative to the wt construct, our HIVgpt-MAGFP construct appeared to 

release slightly reduced Gag protein levels, while results with our matrix replacement 

constructs were varied (Figure 2). With the PH substitutions GFP-AKTPH-Gag and GFP-

PLCPH-Gag VLPs were assembled and released efficiently (Figure 2). In contrast, 

PKCCBD-GFP-Gag proteins failed to release VLPs to media samples. However, because 

PKCCBD binds DAG and is activated by phorbol esters (86, 119, 208, 338, 339), we also 

tested whether phorbol myristate acetate (PMA) or phorbol dibutyrate (PDB) could 

mobilize the release of PKCCBD-GFP-Gag VLPs. Interestingly, while the phorbol esters 

had no apparent effect on the release of wt HIV particles, they clearly increased particle 

release directed by the PKCCBD (Figure 2).  

 To verify that GFP modules were retained on the full-length PrGag proteins 

expressed by the matrix replacement constructs, VLP samples were electrophoresced in 
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parallel and then immunoblotted for detection of either HIV-1 CA or GFP. Not 

surprisingly, none of the wt HIV-1 bands detected with our CA antibody were observed 

when the anti-GFP antibody was employed whereas with matrix replacement VLPs, each 

of the lowest mobility PrGag proteins visualized with anti-CA, also were seen with anti-

GFP, supporting the conclusion that these represent the full-length PrGag proteins (data 

not shown). The incorporation of GFP into the VLPs of GFP-AKTPH-Gag, GFP-

PLCPH-Gag, and PKCCBD-GFP-Gag permitted us monitor VLP formation via 

fluorescence microscopy, and as a control, we took advantage of the availability of 

HIVgpt-MAGFP particles. When subjected to fluorescence microscopy, HIVgpt-MAGFP 

VLPs were observed as bright green spots (data not shown), similar to the appearance of 

vpr-GFP-labeled HIV-1 particles (322). Particles assembled and released by the PH 

replacement Gag proteins also were imaged as green spots, while for PKCCBD-GFP-

Gag, fluorescent VLP release required phorbol ester induction. These results lend 

qualitative support to the results presented in Figure 2.  

 

Cellular localization of alternative Gag proteins 

 Where do matrix replacement Gag proteins accumulate within cells?  We 

addressed this question via microscopic tracking of  fluorescent proteins in transfected 

cells. With HIVgpt-MAGFP, the fluorescent proteins were observed at cell surfaces and 

perinuclear regions, as well as in a heterogeneously staining pattern throughout cells 

(Figure 3A). This staining profile was similar to that observed previously for wt HIVgpt 

CA (303, 470, 473, 499), and for the MAGFP Gag protein of Muller et al. (317), and was 

not altered appreciably by the addition of phorbol esters (Figure 3B). Interestingly, AKT 
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PH, which binds to 3' PIs, and PLC PH, which binds PI(4,5)P2 both targeted their 

respective Gag proteins to the PM, as indicated by the strong cell surface staining of the 

GFP-AKTPH-Gag (Figure 3C) and GFP-PLCPH-Gag proteins (Figure 3D). For 

PKCCBD-GFP-Gag, proteins accumulated in large aggregates, often adjacent to cell 

nuclei (Figure 3E), but this pattern was shifted somewhat to smaller aggregates and more 

surface staining on PMA treatment (Figure 3F).  

 In an effort to quantitate our fluorescence staining observations, we calculated cell 

surface staining levels. To do so, fluorescence levels corresponding to the outermost 20% 

of cell radii were expressed as percentages of total cell fluorescence signals (see 

Materials and Methods) to give percentages of cell surface staining. For HIVgpt-

MAGFP, we calculated the cell surface staining percentage to be 29 + 4 %, presumably 

reflecting the fact that wt PrGag proteins localize both to the PM and to intracellular 

membrane and vesicle compartments (111, 221, 272, 336, 345). PMA treatment did not 

alter this surface staining percentage (28 + 5 %). Relative to these levels, the PH 

replacement proteins demonstrated higher surface staining, with percentages of 36 + 7 % 

for GFP-AKTPH-Gag and 39 + 6 % for GFP-PLCPH-Gag. Not surprisingly, surface 

staining levels were low (15 + 5 %) for PKCCBD-GFP-Gag, but increased slightly to 23 

+ 4 % on PMA treatment.  

 As another approach to the localization of Gag proteins within cells, we resorted 

to electron microscopy (EM), relying on the tendency of Gag protein aggregates to stain 

darkly in negatively stained thin sections (20, 121, 197). For a control in these studies, we 

used a PR- but otherwise wt HIV-1 Gag expression construct (HIVgpt PR-) (303, 470, 

472, 499). In agreement with previous work (20), wt PR- HIV-1 particles were observed 
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budding and at cell surfaces (Figure 4A-C). In contrast, the GFP-AKTPH-Gag proteins 

showed a variety of structures (Figure 4D-F). Occasionally, large vesicles containing 

black rimmed smaller vesicles and darkly staining virus-sized spherical structures were 

observed (Figure 4D). However, virus-like budding structures, or VLPs within budding 

structures (Figures 4E, F) also were seen. Relative to the structures assembled in GFP-

AKTPH-Gag-transfected cells, those formed by GFP-PLCPH-Gag (Figure 4G-I) and 

PKCCBD-GFP-Gag (Figure 4J-L) were more consistent. In particular, for GFP-PLCPH-

Gag, particle assembly occurred at the PM. This was indicated by the appearance of 

electron dense nascent buds at the PM (Figure 4G), as well as small (Figure 4H) and 

large (Figure 4I) budding structures. For PKCCBD-GFP-Gag, the picture was quite 

different. Rather than assembly at the PM, these proteins associated in large (Figures 

4J,K) or small clusters or aggresomes (217). We did not observe any obvious reduction in 

the numbers of aggresomes in PMA treated PKCCBD-GFP-Gag-transfected cells (data 

not shown), suggesting that the quantitative effects of phorbol esters on the release 

(Figure 2) and localization (Figure 3) were not dramatic enough to be scored by EM.  

 Despite the localization differences between the wt and matrix replacement Gag 

proteins, it was of interest to assess whether the proteins might cross paths within cells. 

We examined this by coexpression of wt HIV-1 Gag-β-galactosidase (Gag-β-gal) fusion 

proteins along with wt or MA substitution Gag proteins in cotransfected HEK 293 cells. 

As previously observed (472), expression of HIV-1 Gag-β-gal in the absence of any 

helper proteins resulted in very low levels of Gag-β-gal release from cells, and treatment 

with PMA or coexpression with murine leukemia virus (MuLV) Gag proteins failed to 

increase levels of release. However, cellular coexpression of HIV-1 Gag-β-gal and wt 
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HIV-1 Gag proteins caused the efficient assembly and release of β-gal-positive (β-gal+) 

VLPs (data not shown), as described previously (472). The Gag proteins with PH 

domains also efficiently facilitated the efficient release of β-gal+ VLPs, while PKCCBD-

GFP-Gag proteins induced β-gal release to a lower extent, and in a phorbol ester-

dependent fashion (data not shown). Altogether, these results demonstrate that despite 

their different membrane-targeting signals, wt and MA substitution proteins are able to 

associate with each other within cells.  

 

Replication defects of chimeric Gag proteins  

Since alternative MBDs were able to direct the release of VLPs, albeit to different 

degrees, and with potentially different morphologies, we next tested whether they were 

compatible with virus replication. For these studies, we replaced the MA domain in 

HIVgpt (351, 470) with MBDs, excluding GFP domains. The resulting constructs, 

HIVgpt-AKTPH, HIVgpt-PLCPH, and HIVgpt-PKCCBD, retained the wt HIV-1 MA-

CA cleavage region and the MA N-terminus, but bore the glycine-to-alanine mutation at 

gag codon 2, to prevent Gag protein myristoylation (64, 470, 472). We scored for 

replication in single cycle infections via cotransfection of HIVgpt-derived constructs with 

a Vesicular Stomatitis virus glycoprotein (VSV-G) expression construct (pVSV-G) into 

HEK 293 cells, collection of released virions for infection of CD4+ HeLa (HiJ) (410, 470, 

473) cells, and selection for gpt gene expression. As illustrated in Figure 5, while mock-

infected HiJ cells were killed in gpt selective media, numerous darkly staining colonies 

derived from wt HIVgpt infected cells survived selection. In our hands, with Gag-

normalized input virus, our GFP insertion construct HIVgpt-MAGFP (Figure 1) proved 
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to be about 10% as infectious as wt (Figure 5). This level of infection was about 10-fold 

higher than that observed by Muller et al. (317), but those investigators used a slightly 

different MAGFP construct, employed the wt HIV-1 Env protein, and scored infection in 

an alternative fashion. In contrast to HIVgpt and HIVgpt-MAGFP, our matrix 

replacement HIVgpt constructs failed to demonstrate any infectivity (Figure 5), and 

identical results were observed when we pseudotyped the viruses with either HIV-1 Env, 

or an amphotropic MuLV Env (data not shown). We then verified that vRNAs 

transcribed by MA substitution constructs could be encapsidated, reverse transcribed, 

integrated and expressed in target cells. To do so, constructs were cotransfected with 

pVSV-G plus a wt gpt-minus HIV-1 Gag expression construct (HIV-Luc) (410), and 

infectivities of released viruses were scored by selection for gpt. In these studies, wt Gag 

proteins efficiently fostered the transduction of HIVgpt-AKTPH, HIVgpt-PLCPH, and 

HIVGPT-PKCCBD genomes to target cells (data not shown), implying that the matrix 

replacement vRNAs did not carry a cis-active defect for replication.  

 The lack of infectivity for HIVgpt-AKTPH, HIVgpt-PLCPH, and HIVgpt-

PKCCBD viruses did not appear to be a consequence of impaired particle assembly and 

release, since the constructs yielded detectable levels of PrGag and CA proteins in 

pelleted media samples (Figure 6, top panel; lanes E-H). Compared with cellular Gag 

protein levels (Figure 6, top panel, lanes A-D), HIVgpt wt and HIVgpt-PLCPH showed 

similar VLP release levels (Figure 6, middle panel), HIVgpt-AKTPH showed about a 

two-fold reduction in VLP release (Figure 6, middle panel), and HIVgpt-PKCCBD 

showed at least a ten-fold release reduction (Figure 6, middle panel) even in the presence 



 104 

of PMA. However, these release reductions were comparatively small, relative to the 

observed infectivity block of over a thousand-fold (Figure 5).  

 Despite the appearance of PrGag and CA bands for the matrix substitution 

HIVgpt variants, several anomalies were evident. In particular, HIVgpt-AKTPH and 

HIVgpt-PLCPH VLP preparations both showed immunoreactive bands of slightly slower 

mobility than their respective predicted 57-58 kDa PrGag proteins (Figure 6, top panel, 

lanes F, G). Because the intensities of these low mobility species varied from preparation 

to preparation, we hypothesized that they might represent variable post-translational 

modification forms; but they were resistant to endoglycosidase F, and were unreactive to 

anti-phosphotyrosine, anti-phosphothreonine, and anti-phosphoserine antibodies, 

suggesting that they did not result from N-glycosidation or phosphorylation (data not 

shown). In addition to these low mobility species, some Gag processing differences were 

noted. Although all of the MA replacement particle preparations looked similar to wt 

with regard to their levels of partial processing intermediates, PrGag percentages were 

increased, at the expense of mature CA (Figure 6, bottom panel). These processing 

differences appeared relatively minor for HIVgpt-AKTPH, but were clearly skewed for 

HIVgpt-PLCPH, where only a third of the particle-associated Gag protein was in the 

mature form (Figure 6, bottom panel). 

Because MA substitution viruses were functionally impaired, we decided to 

examine VLP morphologies of HIVgpt wt, and the two well-released MBD variants 

(AKTPH and PLCPH) by EM. To do so, pelleted particles from transfected cell media 

samples were applied to EM grids, dried, stained and imaged, as we have done previously 

(410). Examination of 100 particles of each virus type showed that they had comparable 
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diameters (Figure 7, lower right). We also scored for the percentages of particles with 

roughly conical or cylindrical cores, and found that wt and HIVgpt-AKTPH results were 

similar (65%), while the percentage for HIVgpt-PLCPH was slightly reduced (50%; 

Figure 7, upper right). However, we noted some differences that were difficult to 

quantitate. In particular, HIVgpt-AKTPH cores occasionally appeared to have 

abnormalities (Figure 7, AKTPH, leftmost image), and frequently stained poorly at the 

narrow cone ends (right two images). HIVgpt-PLCPH cores seemed even more aberrant, 

and were often short (PLCPH, leftmost two images) or poorly staining (rightmost image) 

at narrow ends.  

The above observations suggest that alternative MBDs interfere with the 

formation of mature infectious virus cores. To examine the replication defects of HIVgpt-

AKTPH and HIVgpt-PLCPH particles in more detail, viruses produced by these 

constructs were subjected to additional assays: we excluded HIVgpt-PKCCBD from 

these analyses, due to difficulties in obtaining sufficient material. For quantitation of 

vRNA encapsidation, virus particle vRNA levels were determined by RNAse protection, 

as we have done previously (410, 473, 499). However, since we have demonstrated that 

HIV-1 MA is not needed for efficient vRNA encapsidation (473), it was not surprising 

that our PH HIVgpt variants incorporated 83% (AKTPH) to 104% (PLCPH) wt amounts 

of vRNA into viruses. Another parameter that conceivably could have affected infectivity 

was the efficiency of VSV-G pseudotyping. We assayed this via parallel immunoblotting 

of virus samples for detection of Gag and VSV-G, but found that VSV-G-to-Gag ratios 

either were not reduced (AKTPH) or only slightly reduced (PLCPH) relative to wt ratios. 

These observations were consistent with our entry assay results. Here, we followed 
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previously reported methodology (318, 410) (see Materials and Methods) to score for 

virus-mediated β-lactamase Vpr (BlaM-Vpr) fusion protein delivery to HiJ target cells.  

Although entry levels ranged between two-thirds (PLCPH) and 170% (AKTPH) that of 

wt levels, these differences were small compared to the infectivity block (Figure 5). Thus, 

the dominant defect of our MA substitution variants does not appear to be virus core 

delivery to new cells.  

 While delivery of HIVgpt-AKTPH and HIVgpt-PLCPH VLP cores to HiJ cells 

was not impaired appreciably, the replicative capacities of the cores were compromised. 

One indication of this defect was a reduction in the RT levels associated with matrix 

replacement VLPs. Indeed, Gag-normalized RT levels for HIVgpt-AKTPH particles were 

reduced two-fold from wt, while activities for HIVgpt-PLCPH were only 15% of wt 

levels. These RT defects were more evident when reverse transcription products were 

monitored in infected cells. For these assays, one long terminal repeat (1-LTR) RT 

byproducts (72) in infected cells were measured after PCR amplification as described in 

the Materials and Methods. Importantly, 1-LTR products were detected readily for 

HIVgpt wt, but were undetectable with the MBD variants, indicating that their virus cores 

failed to complete RT steps in target cells. We further examined this RT defect by 

immunoblot analysis of RT proteins in HIVgpt wt, HIVgpt-AKTPH, HIVgpt-PLCPH, 

and HIVgpt-PKCCBD VLPs. Surprisingly, whereas wt VLPs showed the expected 66 

kDa RT-RNAse H (RT-RH) and 51 kDa RT species, our three MBD variant VLPs each 

revealed a single immunoreactive band at a mobility of about 75 kDa (Figure 8). Because 

species with this mobility also were detected with an anti-PR antibody (data not shown), 

our data indicate that these bands represent PR-RT-RH processing intermediates (372, 
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373). These results suggest that MA replacements exert an influence on PrGagPol 

cleavages that occur after Gag and Pol are separated, and are consistent with reduced RT 

and PrGag processing levels in our chimeric viruses.  

 

3.5 Discussion 

 The HIV-1 matrix domain targets PrGag proteins to assembly sites on cellular 

membranes, and is required for incorporation of full-length HIV-1 Env proteins into virus 

particles (64, 95, 113, 139, 142, 290, 343-345, 347, 348, 354, 470, 473, 490, 497, 507). 

However, PrGag proteins with MA deletions that retain myristoylation signals and 

MA/CA cleavage sites are able to direct the assembly of infectious virions, provided that 

the particles are pseudotyped with heterologous Env proteins or C-terminally truncated 

HIV-1 Env proteins (386, 473). These results may suggest that both full-length and MA-

deleted, myristoylated HIV-1 PrGag proteins are targeted to membrane sites that are 

permissive for the assembly of infectious virions. Alternatively, virus assembly simply 

may require the delivery of the C-terminal Gag domains to a membrane surface, with few 

additional requirements.  

 Our results suggest that the HIV-1 assembly machinery is relatively tolerant of the 

MBD used to foster membrane association. Specifically, the AKT PH, which binds 3' PI 

lipids (187, 208, 257, 296), and the PLC PH, which binds PI(4,5)P2 (208, 257, 430), both 

mediated the assembly and release of VLPs (Figures 2, 6). Efficient VLP release 

occurred in the absence of PI 3-kinase and PI(4)P 5-kinase activation, implying that basal 

levels of PM PI(3,4,5)P3 and PI(4,5)P2 were sufficient for cell surface localization. In 

contrast to the two PH domains, the cysteine-rich membrane-binding domain of PKC 
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(PKCCBD) (86, 119, 208, 338, 339) directed Gag protein accumulation into large 

aggresomes (217) (Figures 3, 4). However, consistent with the ability of the PKCCPD to 

bind DAG and phorbol esters (86, 119, 208, 338, 339), cell treatment with PMA or PDB 

boosted VLP release from cells (Figures 2, 6). Despite their different cellular itineraries 

and membrane-binding mechanisms, all of our MA substitution Gag proteins were able to 

facilitate the release of wt HIV-1 Gag-β-gal proteins from cotransfected cells, which 

demonstrates that there is some overlap in the pathway taken by Gag-β-gal proteins with 

wt MA domains, and the assembly and release routes taken by the matrix replacement 

proteins.  

 Although our alternative MBDs sufficed for VLP assembly and release, they 

failed to support virus replication (Figure 5). For the PH variants, vRNA encapsidation, 

VSV-G pseudotyping, and entry all occurred at wt or slightly diminished levels. 

However, reverse transcription in infected cells was greatly impaired, and viruses showed 

reduced RT activities, moderate to severe PrGag processing defects (Figure 6), and the 

appearance of altered mature cores (Figure 7). Notably, VLPs assembled by all three MA 

replacements carried PR-RT-RH proteins, and did not show the normal 66 kDa RT-RH 

and 51 kDa RT products (Figure 8). This finding is consistent with the observed RT and 

PrGag processing detects of MBD variant viruses. However, our results imply that MBDs 

influence PrGagPol processing steps that occur after Pol domains are freed from their co-

translated partners. Formally, MBDs could interfere with later PrGagPol cleavages via a 

direct interaction with PR domains. Alternatively, they may exert their effects as a 

consequence of their specific membrane assembly sites, or through flexibility constraints 

imposed on the viral proteins.  
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 Previous reports have demonstrated that while the globular head of HIV-1 MA 

can exert a negative effect on virus assembly in some cellular contexts (185, 207, 367), 

large sequence insertions into MA can be accommodated for the purposes of VLP 

assembly and release (268, 317, 471). Moreover, matrix domain swapping studies have 

revealed that some chimeric retrovirus PrGag proteins efficiently assemble virions that 

can be infectious (79, 383). We have extended these studies by showing that the HIV-1 

assembly machinery is flexible with regard to its means of membrane association, but 

that alternative MBDs directly or indirectly may interfere with the elaboration of 

infectious virus cores.  
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3.6  Figures 
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Figure 3.1
Recombinant DNA constructs. All recombinant constructs express variants of
the HIV-1 HXB2 gag gene that ordinarily is translated into the precursor Gag
(PrGag) protein. Wild type (wt) versions of the HIV-1gag gene, expressed in
the presence of pol gene products, were produced from the previously
described HIVgpt construct. In control experiments, HIV-1 protease-minus
(PR-) proteins were expressed from the previously described HIVgpt2498T
plasmid. GFP-AKTPH-Gag, GFP-PLCPH-Gag, and PKCCBD-GFP-Gag
generate PR- Gag fusion proteins in which the HIV MA domain has been
replaced with the green fluorescence protein (GFP) plus the AKT protein
kinase pleckstrin homology (PH), the phospholipase Cd1 (PLC) PH domain,
or the cysteine-rich membrane-binding domain (CBD) from phosphokinase
Cg (PKC). The depicted HIVgpt constructs are variants of the wt HIVgpt
plasmid and express proteins in the presence of HIV-1 pol gene products.
HIVgpt-MAGFP carries the GFP coding region in-frame as an insert near the
C-terminal end of MA. HIVgpt-AKTPH, HIVgpt-PLCPH, and HIVgpt-
PKCCBD derive from a myristoylation-minus HIVgpt construct, and replace
matrix residues downstream from codon 16 and upstream from the MA/CA
juncture region (codon 120) with the AKTPH, PLCPH, or PKCCBD
membrane-binding domains. Juncture sequences and construct details are
provided in the Materials and Methods.
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Figure 3.2
Release of virus-like particles. Cells were transfected with wt HIVgpt
(wt HIV) or the indicated constructs and either untreated or treated
with 1 mM PMA or PDB. At 72 h post-transfection, cell and VLP
samples were collected, subjected to SDS-PAGE and anti-HIVCA
immunoblotting. Cellular PrGag and VLP PrGag plus CA levels were
quantitated densitometrically, raw release levels ([VLP PrGag +
CA]/[Cell PrGag]) were calculated and are shown, normalized to
untreated wt HIVgpt release levels. Results derive from one (wt HIV +
PDB; PKCCBD-GFP-Gag + PDB), two (wt HIV + PMA; HIVgpt-
MAGFP), three (PCKCBD-GFP-Gag + PMA), or four (GFP-AKTPH-
Gag; GFP-PLCPH-Gag; PKCCBD-GFPGag) separate experiments.
Standard deviations are as shown.
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Figure 3.3
Fluorescence localization of proteins in transfected cells.
Cells on coverslips that were transfected with the indicated constructs
were either untreated (Panels A, C, D, E) or treated with 1 uM PMA
(Panels B, F). Subsequently, cells were processed for microscopic
analysis of GFP proteins as described in the Materials and Methods
section, imaged on a Zeiss Axioplan fluorescence microscope, and
photographed using Improvision OpenLab software. A 20 micron size
bar for all panels is provided at the bottom of the panel.
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Figure 3.4
Electron microscopy of transfected cells. Cells were transfected with constructs
expressing protease-minus but otherwise wild type HIV Gag (wild type Pr-;
panels A-C), GFP-AKTPH-Gag (panels D-F), GFP-PLCPH-Gag (panels G-I),
or PKCCBD-GFP-Gag (panels J-L). At 3 days post-transfection, cells were
fixed, post-fixed, dehydrated, embedded, sectioned, and stained for electron
microscopy as described in the Materials and Methods. As illustrated, relatively
homogeneous wild type PR- particles were observed at the surfaces of cells (A-
C), while structures assembled by GFP-AKTPH-Gag proteins were
pleiomorphic and appeared as VLPs or darkly rimmed vesicles within
intracellular vacuoles (D), particles released at the cell surface (E), or preformed
VLPs near the cell surface or within attached or sheared filopodia (F). In
contrast, assembly of spherical or tubular GFP-PLCPH-Gag VLPs occurred
specifically at cell surfaces (G-I), and PKCCBD-GFP-Gag proteins assembled
into large intracellular aggresomes (J-L).
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Figure 3.5
Virus infectivity. Viruses were produced by mock transfection (mock) or
co-transfection of 293T cells with a VSV G expression vector plus
HIVgpt (WT), HIVgpt-MAGFP (MAGFP), HIVgpt-AKTPH (AKTPH),
HIVgpt-PLCPH (PLCPH) or HIVgpt-PKCCBD (PKCCBD). For
production of PKCCBD viruses, transfected cells were treated with 1
mM PMA as described in the Materials and Methods to improve particle
release. At 3 days post-transfection, virus-containing media supernatants
were collected, filtered through 0.45 micron sterile filters and used to
infect HiJ cells. Three days post-infection, HiJ cells were split 1:10 into
gpt selective media, and colonies expressing proviral gpt genes were
grown for 7-10 d prior to staining.
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Figure 3.6.A
Virus-like particle release and processing. Top panel. Cell lysate
(A-D) and VLP (E-H) samples were collected from cells transfected
with wt HIVgpt (wt), HIVgpt-AKTPH (AKTPH), HIVgpt-PLCPH
(PLCPH) or HIVgpt-PKCCBD (PKCCBD), and either untreated or
treated with 1 mM PMA (+PMA). Gag proteins in samples were
fractionated by SDS-PAGE, and detected by immunoblotting using
an anti-HIVCA primary antibody. Size marker mobilities, as well as
PrGag and CA bands, are indicated.
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Figure 3.6.B
Virus-like particle release and processing.
Middle panel. Virus-like particle assembly and release levels,
normalized to that of wt HIVgpt, were determined as described
in Figure 2, including a myristoylation-minus HIVgpt
construct (Myr- HIV) as a negative control. Values derive from
two (PKCCBD, Myr- HIV), three (PKCCBD), or four
(AKTPH, PKCCBD + PMA) independent experiments, with
standard deviations as shown.
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Figure 3.6.C
Virus-like particle release and processing. Bottom panel. PrGag processing levels for
VLPs produced from cells expressing wt HIVgpt (wt), AKTPH, PLCPH, and
PKCCBD (in the presence of PMA) were determined by densitometric quantitation of
PrGag (light gray), processing intermediates (medium gray), and CA bands (dark gray)
from immunoblots. Values represent percentages of the total virus-associated Gag
levels (plus standard deviations) and derive from three (PKCCBD +PMA), four
(AKTPH, PLCPH), or seven (wt) independent VLP preparations.g.
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Figure 3.7
Electron microscopy of virus-like particles. Wild type (wt; black bars)
HIVgpt, HIVgpt-AKTPH (AKTPH; gray bars), and HIVgpt-PLCPH
(PLCPH; white bars) virus-like particles (VLPs) were lifted onto EM grids,
stained, dried, and imaged by electron microscopy (EM). Micrographs show
VLPs with  central, roughly conical cores, and the white size bar in the
upper right panel corresponds to 100 nm for all pictures. The graphs on the
right shows  the average VLP diameters, and the percentages of VLPs with
discernable, roughly conical or cylindrical cores: each value was derived
from 100 separate VLP images.
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Figure 3.8
Analysis of viral reverse transcriptase proteins. VLP samples were
collected from cells transfected with wt HIVgpt (A), HIVgpt-AKTPH
(B), HIVgpt-PLCPH (C), or HIVgpt-PKCCBD (D), and either untreated
or treated with 1 mM PMA (+PMA). Proteins in Gag-normalized
samples were fractionated by SDS-PAGE, and detected by
immunoblotting using an anti-HIVRT primary antibody. Size marker
mobilities, as well as 66 kDa RT-RH and 51 kDa RT bands, are
indicated. Note that no other bands were detected with the anti-RT
antibody, but that similarly sized bands for the MBD variants (B-D)
were detected in parallel immunoblots with an anti-HIVPR antibody.
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4.1  Conclusions 

HIV-1 assembly is a carefully choreographed pathway. PrGag proteins have to 

interact with viral genomic RNA and cellular membranes at locations suitable to 

assembly, and to form particles stable enough to bud off from cells (159, 178, 226, 418, 

483). Subsequently, PrGag has to undergo proper proteolytic processing in order for a 

mature, infectious particle to form (202, 225, 326). The studies presented herein have 

sought to shed light on the delicate roles of protein interactions in HIV-1 core assembly, 

and the pathways by which PrGag proteins are targeted to assembly sites. 

 

Mutations at HIV-1 capsid residue 84 

We have shown that mutating the highly conserved histidine residue 84 (H84) in 

the HIV-1 capsid N-terminal domain can have detrimental effects on viral core assembly. 

CA exhibits an unusual pattern of assembly behavior in the pH range between 6.5 and 

7.0, near the pKa of histidines. This led to the suggestion of a histidine switch model 

(120). PrGag proteins have been observed to assemble long tubes at pH 6.0, and spheres 

at pH 8.0 (174). Mature CA primarily appears dimeric at pHs below 6.6, spheres are 

found at pH 6.8, and tubes are observed at pH 7.0 (120). HIV-1 CA contains five 

histidines, three of which are highly conserved, suggesting that they may play a crucial 

role in virus assembly. According to the model, protonation of a histidine due to a change 

in pH might mediate structural changes in the CA protein, resulting in the different 

arrangements observed (120). 

In our studies, viruses with H84 replaced by cysteine, alanine, lysine, or glutamate 

displayed aberrant cores and were noninfectious, even though mutant viruses were shown 
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to be capable of entering target cells. Interestingly, we found by mixing varying ratios of 

wildtype and H84A constructs that the mutant exerted a dominant-negative effect on 

infectivity. However, replacing H84 with a tyrosine residue rescued some degree of 

infectivity, indicating that H84 is very important for proper core structure, but not strictly 

required. Mutation of H84 does not abolish incorporation of RT, viral RNA, or CypA, as 

other NTD mutation studies had previously found (133, 154, 446, 447). The mutant Gag 

proteins displayed anomalous proteolytic processing, resulting in additional smaller 

cleaved fragments of capsid, suggesting that the mutation disturbed capsid protein 

structure sufficiently to allow for increased protease sensitivity. Interestingly, these extra 

processing bands were far less numerous in the H84Y virions. Core fractionation studies 

revealed much lower RT-to-capsid ratios in the mutant cores, corresponding to the 

inability of the mutants to initiate an infectious cycle in target cells. These results further 

indicate H84 mutation effects on stability and proper protein arrangement.  

The NTD of HIV-1 capsid consists of a β-hairpin and seven α-helices (160). The 

tertiary structure of the protein can be disturbed by well-placed mutations. H84 is one of 

the residues highly conserved across HIV strains, suggesting it may play a crucial role in 

stabilizing mature capsid structure. One model suggests that H84 is important in 

stabilizing the proper alignment of α-helices within capsid monomers, possibly by 

aromatic interactions with nearby tryptophan residues W80 and W133 in α-helices 4 and 

7. In this case, replacement of H84 with a tyrosine residue would maintain aromatic 

interactions to some degree, stabilizing monomer tertiary structures. The aromatic 

stabilization within the CA NTD monomer structure may be the major contribution of 

H84. Disruption of the monomeric capsid structure could cause defects throughout the 
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core, resulting in aberrant core assembly by not permitting proper refolding of the capsid 

proteins upon virus maturation.  

Another possible explanation for the observed infectivity defects may be 

abnormalities in quaternary interactions of capsid proteins. H84 has been modeled to be 

on the outsides of capsid protein hexameric rings (153, 154, 264), and may affect the way 

rings are rearranged during maturation. It has been thought that formation of the mature 

capsid proceeds by “growth” of the capsid hexamer and pentamer rings within the virion 

after proteolytic processing (153). H84 is not modeled to participate in NTD hexamer 

formation (153, 154). However, an amino acid substitution at H84 might alter interfaces 

between hexamers. According to this model, as the core grows, the structure is not built 

up correctly, and the conical core typical of HIV-1 does not develop. 

These results highlight the finely tuned assembly reactions resulting in functional 

cores. After the initial assembly of the immature, rather stable virus, sequential 

proteolytic processing liberates the constituents of Gag, and refolding of the individual 

proteins and the assembly of new structures ensues. These steps have to be thoroughly 

organized to yield a functional, infectious virion which is capable of entering a target cell, 

uncoating, and initiating reverse transcription. Our mutant viruses were competent for 

assembly, egress, and entry of target cells, but appear to be subject to a post-entry block. 

Previous studies have demonstrated the importance of optimal core stability (133). The 

virion must meet the requirements for stable egress from the producer cell and uncoating 

at just the right time after entering the target cell. Any structural modifications that upset 

this balance are likely to have a detrimental effect on infectivity. Since maturation is 

essential for infectivity, small molecules that prevent maturation can be employed to 
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combat HIV-1 propagation. Indeed, previous studies have shown an inhibitory effect of  

CAP-1 and CAP-2, compounds capable of binding to the NTD of HIV-1 CA (230, 443). 

Resultant particles were aberrant, suggesting that maturation was impaired (230, 443). 

Several studies have been performed using derivatives of betulinic acid. These 

compounds bind to the C-terminal domain and prevent maturation at the late CA-SP1 

cleavage step (204, 224, 262, 263, 403, 504-506). We have identified another site critical 

to proper virion maturation. This may provide a new target for small compounds that may 

perturb tertiary structure sufficiently to interfere with maturation, and thus infectivity. 

Using available structural information, compounds could be designed rationally to bind 

specifically to this local environment and possibly perturb aromatic interactions between 

helices 4 and 7. 

 

Substitutions of the HIV-1 MA domain 

The pathways taken by PrGag proteins through producer cells to sites of virus 

assembly are currently under intense scrutiny. Depending on the cell type, virus assembly 

may occur at the plasma membrane or into multivesicular bodies. More recent studies 

maintain that virus particles found in multivesicular bodies and endosomal compartments 

are the result of endocytosis of virions from the plasma membrane, the primary site of 

Gag targeting (129, 221). The matrix domain of Gag plays a role in targeting PrGag 

proteins to membranes and maintaining membrane association. A number of studies have 

analyzed the roles of sequences within matrix and have shown that minimal matrix 

domains still can target Gag to membranes for assembly.  
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Previous studies have demonstrated that MA is necessary for wildtype Env 

incorporation into virions, but not strictly necessary for virus replication (386, 473). 

These experiments retained myristoylation signals on their PrGag proteins (386, 473). 

We chose to substitute MA domains of PrGag proteins with heterologous membrane-

binding domains to investigate whether these could replace the membrane-targeting 

properties of MA and result in production of functional progeny virions. Two of the 

chosen domains, the pleckstrin homology (PH) domains of AKT (AKT-PH), which binds 

3’PIs, and the PH domain of phospholipase C (PLC-PH), which associates with 

PI(4,5)P2, permitted efficient membrane targeting and virus assembly of Gag proteins. A 

third membrane-binding domain mutant, incorporating the Cys1A and Cys1B domains of 

protein kinase C (PKCCBD) into Gag, only yielded a small number of virus-like 

particles. Stimulation by phorbol esters increased PKCCBD particle production to some 

extent, but nowhere near to the levels seen with wildtype or the other two mutants. 

However, none of the MA substitution mutant viruses were infectious when pseudotyped 

with VSV-G or A-MLV Env proteins. Our experiments indicated that the viral RNA was 

functional in transducing the resistance marker used to quantitate infectivity when a 

wildtype HIV-1 Gag protein lacking the marker was co-expressed in virus-producing 

cells. Mutant Gag proteins also were capable of interacting with a Gag-β-gal fusion 

protein and incorporating it into particles. Virus entry into cells and incorporation of 

VSV-G appeared comparable to wildtype. However, further studies showed a marked 

reduction in RT activity and the lack of reverse-transcribed products in the infected cells, 

as well as differences in PrGag processing. All of the mutants displayed lower ratios of 

fully-processed CA to full-length PrGag in virus particles. This difference was especially 
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pronounced for the PLC-PH mutant, where only about a third of the capsid protein was 

found in the mature form. Mature cores showed abnormalities and slightly lowered 

percentages of conical cores, especially in the case of the PLC-PH viruses, which 

displayed a greater extent of PrGag processing defects. These results together indicate 

that replacement of HIV-1 MA with heterologous membrane-binding domains can lead to 

the assembly of virus particles that are capable of delivering a core to target cells, but this 

core is not completely functional, as the differences in PrGag processing and the failure 

to initiate reverse transcription indicate. This may be due to a number of causes. Defects 

in PrGag processing may also affect processing of Gag-Pol and the abundance and/or 

functionality of the resulting RT enzyme. Our analyses have indicated aberrant 

processing of RT from the GagPol precursor in the mutant viruses. Instead of the 

expected p66 and p51 bands that occurred in the wildtype lanes on Western blots, a major 

band of slower mobility was observed. This band also reacted with an anti-HIV-PR 

antibody, and it appears to be a fusion of the PR and RT domains excised from PrGag-

Pol, suggesting impaired processing of Gag-Pol. The effect on processing could be 

mediated by altered flexibility of the polyproteins, resulting in modified access to 

cleavage sites, as illustrated in Figure 4.1. Interactions between the membrane-binding 

domains and PR are another possibility. Moreover, the exact site of virus assembly may 

play a role. It may influence the cooperativity of PrGag and PrGag-Pol molecules, as well 

as cellular factors involved in budding.  

HIV-1 core structure must maintain a precarious balance between stability and 

capability for disassembly, and small defects can upset this balance. PR cleavage of 

PrGag and PrGag-Pol is a highly ordered process, and dimerization of the PR domains in 



 128 

PrGag-Pol is necessary for enzyme activation (372, 373). Some investigators have argued 

that myristoylation of PrGag and the membrane-targeting region within MA may 

influence proteolytic processing (64, 255). As demonstrated by Pettit et al., the structure 

of PrGag-Pol, the location of PR, and structural determinants outside the active site all 

appear to be important for PR activation and ordered processing of cleavage sites (372, 

373). Alterations of PrGag-Pol structure introduced by MA replacements may affect PR 

activation and the following cleavage events, leading to the observed core structural 

aberrations. Additionally, substitutions of the MA domain alter the PrGag-membrane 

interactions, and this may influence overall PrGag and PrGag-Pol structure.  

Interestingly, other investigators have constructed Gag proteins containing 

heterologous membrane-binding domains in order to specifically target Gag to 

membranes (221). A replacement of the MA globular head domain by the C2 domain of 

the cellular protein WWP1 led to targeting of C2-Gag-CFP proteins to the plasma 

membrane. These particles were processed correctly and, when pseudotyped with VSV-

G, could be infectious. These results suggest that the processing defects occurring in our 

constructs may be a major contributor to the loss of infectivity observed. This may be due 

to the particular structures of the chosen membrane-binding domains, or their precise 

location within the Gag protein or to localization to intracellular sites. Our constructs 

retain the matrix amino acids 120-132, whereas the construct used by Jouvenet et al. 

contains matrix amino acids 116 and following. This difference in constructs may 

contribute to the processing differences observed. However, our HIV-MA-GFP construct, 

which inserted GFP between MA amino acids 120 and 121, was released well from 

producer cells and retained substantial infectivity. The specific membrane-binding 
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domains chosen for our studies may be responsible for perturbing processing. 

Alternatively, the site of assembly might have an effect on processing.  

A variety of studies have examined functions other than Gag targeting and Env 

incorporation for MA in the virus life cycle. MA is part of the preintegration complex 

(PIC), and it has been suggested that MA may be involved in or even be required for 

translocating the PIC to the nucleus in nondividing cells (69, 179, 231, 464). This 

function, however, has been disputed, and other work has shown that viruses with almost 

all of MA deleted can still be infectious (386, 473). Our studies further support the idea 

that MA is of importance in virus assembly as well as other steps of the virus life cycle. 

We have shown that replacement of MA by heterologous membrane domains can result 

in the assembly of notable amounts of virus-like particles, which, however, are not 

infectious.  

Together, the studies presented herein highlight the sensitivity of the HIV-1 core 

structure to perturbations at critical Gag protein sites. Even though virus particles can be 

formed in spite of considerable changes in Gag, infectivity frequently is lost. The viral 

core must satisfy demands both for efficient assembly and egress of particles and for 

precise disassembly after infection. Through virus evolution, the HIV-1 core has 

maintained a number of critical residues, and we have shown that HIV-1 CA is one of 

these. In addition, replacements of MA with alternative membrane-binding domains 

resulted in production of particles with morphological abnormalities, processing defects, 

and a lack of functional reverse transcriptase. Even though MA is not strictly required for 

membrane targeting and assembly, alterations can project significant defects and affect 

the viral enzymes. 
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Future directions 

Although there are numerous studies examining HIV-1 assembly, many 

unanswered questions remain. The role of highly conserved residues within capsid 

warrant further investigation, in order to elucidate their roles in assembling immature and 

mature virus cores. HIV-1 CA contains five histidines, three of which (H12, H62, and 

H84) are highly conserved, leading to the suspicion that they may exert important 

functions in viral core assembly or maturation. The histidine switch hypothesis put forth 

by the Carter group provides a possible explanation for the importance of CA histidines 

(120). HIV-1 CA proteins exhibit variations in assembly behavior within a narrow pH 

range, near the pKa of histidines. Protonation of one or several of the conserved histidines 

may lead to necessary local changes in structure during maturation (120). Our laboratory 

is currently investigating the role of the conserved residue H62 by replacing it with 

alanine, cysteine, lysine, and tyrosine. Preliminary results suggest that mutant capsid 

proteins are competent for assembly, but that the mutants are not infectious, with the 

exception of the H62Y mutant. These data further suggest the importance of conserved 

histidines in maintaining aromatic interactions, and possibly in stabilizing capsid protein 

structures. Future studies in the lab are focused on characterization of H62 mutant virus 

defects. 

 

With regard to MA, it has been shown that this domain is critically responsible for 

delivering PrGag proteins to preferred assembly sites. The types of phospholipids favored 

for binding by the matrix protein are likely to have a strong effect on the membrane 
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targeting of Gag. MA displays a strong preference for PI(4,5)P2, as was shown recently 

(136, 401). Moreover, PrGag membrane association appears to be concentrated in 

specific cholesterol-rich membrane domains. Teasing out more detail about MA-

membrane association specificity may help elucidate assembly pathways and the 

requirements for particle assembly. As we have shown, particle assembly can occur even 

in instances of increased membrane-association promiscuity of Gag proteins, but the 

resultant virions may be noninfectious. Loss of infectivity may be due to defects in core 

assembly, as indicated by core abnormalities, PrGag and PrGag-Pol processing defects, 

and failure to initiate reverse transcription. 

In the future, it might prove worthwhile to perform membrane-binding studies in 

various cell types. Currently, there still exists the contention that assembly pathways vary 

depending on cell type, perhaps due to different membrane lipid distributions and the 

presence or absence and the locations of cellular cofactors required for or refractive to 

assembly. Some studies argue that the major trafficking target for Gag is the plasma 

membrane in all cell types, but that variations in PrGag expression, endocytosis, and 

steady-state Gag levels at the plasma membrane account for the observed differences of 

Gag present at the plasma membrane, as compared to multivesicular bodies and 

endocytic compartments (221). Additional studies into which types of cellular proteins, 

membranes, and lipids support productive virus assembly may yield interesting results. 

Ultimately, understanding how Gag mutations impair HIV-1 infection may help 

in the design of antiviral compounds that can inhibit HIV in similar ways. Virus assembly 

has recently become a focus for development of antiviral compounds, and knowledge of 

the precise roles MA plays in the virus lifecycle can permit design and discovery of 
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inhibitors. Retargeting of the assembly machinery to alternate assembly sites might lead 

to production of defective viruses, by virtue of altered interactions with membranes or 

cellular factors. Interference with MA-Env interactions would result in assembly of 

particles incapable of entering target cells.  The HIV-1 assembly machinery is providing 

new targets for combating the propagation of this deadly virus, and continued 

investigations into the molecular interactions that build the virus particles are furnishing 

the necessary information. 
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Figure 4.1
Model for processing defects of MA-replacement Gag proteins
PR domains in Gag-Pol have to dimerize to mediate proteolytic cleavagess.
Mutant Gag proteins may be subject to flexibility constraints, resulting in
impaired access to cleavage sites.

Wildtype Mutant

PRPR PR PR
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Analysis of mutations at HIV-1 CA histidine 62 
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A.1.1 Introduction 

 

The human immunodeficiency virus (HIV-1) capsid (CA) protein plays a central 

role in virus assembly and maturation. The HIV Gag precursor (PrGag) protein directs 

virus assembly, and it consists of the matrix (MA), CA, nucleocapsid (NC), and p6 

domains (104, 159, 226, 398, 399). The C-terminal domain (CTD) of CA has been 

implicated in initial assembly of immature, unprocessed virions, whereas the N-terminal 

domain (NTD) appears to play a role in maturation and rearrangement of the viral core 

(20, 80, 85, 112, 133, 152-154, 160, 174, 291, 303, 314, 445, 447, 466, 467, 477). 

Appropriate interactions between CA proteins are important for virus assembly and 

release, but also play a role for maturation, uncoating, and initiation of reverse 

transcription (80, 112, 133, 154, 174, 291, 303, 467). Several studies have analyzed the 

effects on mutations within the HIV CA domain, and found defects in early replication 

steps (133, 154, 291, 446, 447, 470).  

CA NTDs have been modeled to assemble hexamer rings, which are linked via 

CTD connections (27, 153, 154, 300, 466). The immature hexamer rings appear to be 

more tightly packed than those in mature virions (300). Apparently, more CA is 

incorporated into virions than is necessary for formation of a mature core. The assembly 

behavior of PrGag and mature CA proteins has been subject to in vitro studies, and has 

shown pH-dependent characteristics. PrGag was found to assemble long tubes at pH 6.0, 

but spheres occur at pH 8.0 (174). Interestingly, mature CA appears dimeric at pHs below 

6.6, spheres are found at pH 6.8, tubes occur at pH 7.0, and at higher pHs, tubes and 
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spheres may coexist (120). These results have led to the idea that a histidine switch might 

be involved in capsid assembly or disassembly (120). CA contains a total of five 

histidines (H12, H62, H84, H87, and H226), of which three are conserved (H12, H62, 

H84). In a previous study, we examined substitutions of H84 (410). This residue has been 

modeled at the outsides of capsid hexamer rings (153, 154). In our hands, the H84 

substitution mutants produced noninfectious viruses, exhibited dominant-negative effects 

on wildtype infectivity, and contained aberrant cores. One exceptional substitution, 

H84Y, retained some level of infectivity, but considerably less than wildtype infectivity. 

Our mutant viruses contained normal levels of viral genomic RNA, total reverse 

transcriptase, and CypA, but low RT-to-CA ratios in virus cores. They also were shown 

to be more sensitive to proteolytic cleavage near loop regions in the NTD. We argued that 

H84 mutations may adversely affect aromatic interactions between NTD helices 4 and 7 

that play a role in core morphogenesis (410).  

In this study, we probed another conserved histidine residue in the HIV CA NTD, 

H62. Alanine, cysteine, lysine, and tyrosine residues were introduced at this position. The 

mutant Gag proteins assembled virus-like particles, with the exception of H62A, which 

appears to be due to a problem with the plasmid construct. The viruses produced 

generally were noninfectious. The notable exception was H62Y, which retained some 

infectivity, but was significantly less infectious than the wildtype. 
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A.1.2 Materials and methods 

Recombinant DNA constructs. A vesicular stomatitis virus (VSV) glycoprotein 

(G) expression construct, pVSV-G, was the generous gift of Randy Taplitz. The parental 

HIVLuc construct (pNL-LucE-R) (87) was kindly provided by Nathaniel Landau.  

To make mutations at capsid residue 62 in the context of HIVLuc, NL4-3 fragments from 

nucleotides (nt) 671 to 1363 and from 1364 to 1726 were inserted into pGEM-T Easy 

separately. The HIVLuc gag fragment from nt 671 to nt 1361 was amplified by PCR, and 

additional nucleotides CCA were attached to create an MscI site. A SmaI site at the 5’ 

end of nt 1364 was created by PCR. Mutagenic PCR at nt 1368-1374 was used to create 

the codons replacing H62 as follows, with H62 codon underlined: WT, GGA CAT CAA; 

H62A, A GCT CAA; H62C, A TGC CAA; H62K, A AAG CAA; H62Y, A TAT CAA. 

Inserts from both pGEM-T Easy plasmids were combined by blunt-end ligation, and 

inserted into HIVLuc WT by using BssHII ad SpeI. 

Cell culture and transfections. 293T, HeLa, and HiJ cell lines were passaged at 

37°C in 5% CO2 in culture medium containing Dulbecco’s modified Eagle’s medium 

supplemented with 10 mM HEPES (pH 7.4), penicillin, and streptomycin plus 10% fetal 

calf serum. For transfections, 10-cm plates of 293T cells were transfected by the calcium 

phosphate method (20, 182, 303, 304, 470, 473) with either 24 µg of HIVLuc DNA or 16 

µg of HIVLuc plus 8 µg of pVSV-G DNA. Briefly, confluent 10-cm dishes of 293T cells 

were split 1:4 the day prior to transfection. Plasmid DNAs were mixed with 1 ml of 

HEPES-buffered saline (pH 7.05 to 7.15; 21 mM HEPES, 137 mM NaCl, 5 mM KCl, 0.7 

mM sodium phosphate, 5 mM dextrose), after which 40 µl of 2 M CaCl2 was added while 

vortexing. DNA solutions were incubated at room temperature for 40 min. Following 
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this, culture medium was removed from the cells, DNA solutions were added dropwise to 

the cell monolayers, and then the cells were incubated at room temperature for 20 min, 

with gentle rocking once at 10 min. After incubations, 10 ml of culture medium 

containing 50 µg of gentamicin/ml was added to the cells, and plates were incubated at 

37°C and 5% CO2 for 4 to 5 h. Following incubations, transfection media were removed 

and cells were washed with 5 ml of serum-free Dulbecco’s modified Eagle’s medium, 

incubated in 2.5 ml of 15% glycerol in HEPES-buffered saline for 3 min at 37°C, washed 

twice, and fed with 10 ml of culture medium plus 50 µg of gentamicin/ml. For sample 

collection, virus-containing media and cell pellets washed in phosphate-buffered saline 

(PBS; 9.5 mM sodium potassium phosphate [pH 7.4], 137 mM NaCl, 2.7 mM KCl) were 

collected 3 days posttransfection and stored at -80°C prior to further processing. Virus 

particles in filtered (Gelman; 0.45 µm) cell-free medium were concentrated by 

centrifugation at 4°C through 20% sucrose cushions in PBS (2 h at 82,500g [25,000 rpm 

in an SW28 rotor, 4-ml cushions], or 45 min at 197,000g [40,000 rpm, SW41 rotor, 2-ml 

cushions]). Virus pellets were resuspended in 0.1 ml of PBS per transfected cell plate and 

stored in aliquots at -80°C.  

Protein analysis. For routine analysis of virus protein release, cell samples (20% 

of cell pellets from each plate) were suspended in IPB (20 mM Tris-hydrochloride [pH 

7.5], 150 mM NaCl, 1 mM EDTA, 0.1% sodium dodecyl sulfate [SDS], 0.5% sodium 

deoxycholate, 1.0% Triton X-100, 0.02% sodium azide), incubated on ice for 5 min, 

vortexed, and cleared by centrifugation at 13,700g for 15 min at 4°C. Soluble material 

was mixed with 1 volume of 2x sample buffer (12.5 mM Tris-hydrochloride [pH 6.8], 2% 

SDS, 20% glycerol, 0.25% bromophenol blue) plus 0.1 volume of β-mercaptoethanol, 
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prior to heating (3 to 5 min, 95°C) and SDS-polyacrylamide gel electrophoresis (SDS-

PAGE). For virus samples, 50 µl of resuspended virus pellets was mixed with one 

volume of 2x sample buffer plus 0.1 volume of β-mercaptoethanol and processed as 

above. Cell and virus protein samples were fractionated by conventional 10% acryl- 

amide Laemmli SDS-PAGE (20, 182, 303, 304, 470, 473), electroblotted, and 

immunoblotted following previously described methods. Primary antibodies were as 

follows: Hy183 (from Bruce Chesebro) used at 1:60 from hybridoma culture medium for 

detection of the HIV-1 CA CTD; mAb21 for detection of reverse transcriptase (from NIH 

AIDS Research and Reference Reagent program, catalog #3483) used at 1:500. 

Secondary reagents were alkaline phosphatase-conjugated anti-mouse antibodies 

(Promega S3721) used at 1:15,000 for detection of anti-HIV-CA primary antibodies and 

anti-RT antibodies. Color reactions for visualization of antibody-bound bands employed 

nitroblue tetrazolium plus 5-bromo-4-chloro-3-indolyl phosphate in 100 mM Tris-

hydrochloride (pH 9.5), 100 mM NaCl, and 5 mM MgCl2 (20, 182, 303, 304, 470, 473). 

Infections. Confluent 10-cm dishes of HiJ cells were split 1:80 onto 35mm plates 

the day before infections. Confluent 10-cm dishes of HeLa cells were split 1:40 onto 

35mm plates the day before infections. Growth media were removed from each cell plate, 

and 1.5 ml of fresh growth medium and 0.5ml of filtered transfection supernatants were 

added to the cells. Plates were incubated for 3 days at 37°C. After infections, cells were 

collected in 1 ml of luciferase lysis buffer (100 mM sodium phosphate [pH 8.0], 4 mM 

ATP, 1 mM sodium pyrophosphate, 6 mM magnesium chloride, 0.2% Triton X-100) and 

either processed immediately for luciferase assays or frozen at -80°C until use. For 

luciferase assays, cells in luciferase lysis buffer were vortexed at room temperature and 
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30µl aliquots were mixed with 0.3 ml of luciferase assay buffer (luciferase lysis buffer 

minus Triton X-100). Luciferase levels were measured on an EG&G Berthold Autolumat 

LB953 luminometer using a 0.1-ml luciferin pulse of 1 mM D-luciferin (BD 

Pharmingen). Raw luminometer counts were normalized versus luminometer counts 

obtained from the transfected cells, which produced the virus samples, and mutant virus 

infectivities were expressed as percentages of wt HIVLuc infectivities from assays 

performed in parallel 

 

A.1.3 Results and discussion 

HIV-1 CA contains five histidine residue (H12, H62, H84, H87, and H226). 

Three of these, H12, H62, and H84, are conserved (244). Previously, we have examined 

substitutions of H84 and found that replacing this residue with glutamate, lysine, 

cysteine, or alanine abolished infectivity of the virus (410). Resultant cores displayed 

abnormal morphology, and combining wildtype with mutant capsid proteins revealed a 

dominant-negative effect of the mutant proteins on infectivity. Interestingly, introducing 

a tyrosine residue at H84 led to the retention of some infectivity, arguing against an 

absolutely required histidine switch for capsid maturation. We suggested that a tyrosine 

at position 84 may be able to maintain aromatic interactions with tryptophan residues 

(W80 and W133) in helices IV and VII. These aromatic interactions may serve to 

stabilize the capsid monomer structure.  

We chose to examine substitutions at another conserved histidine residue, H62. 

These studies further probe the histidine switch model for HIV-1 maturation (120). H62 

is located just N-terminal to helix IV in the CA NTD, and it may also be involved in 
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aromatic interactions, stabilizing the monomer structure of the mature CA protein. The 

NTD of HIV-1 CA is shown in figure A.1.1, and the location of H62 is indicated. 

Wildtype and mutant HIV constructs were transfected into 293T cells. Three days 

posttransfection, cells and viruses were collected and processed for SDS-PAGE and 

detection by anti-HIV CA antibody. As shown in Figure A.1.2, constructs were expressed 

well, and virus-like particles were released efficiently, with the exception of H62A. This 

may be due with problems within the plasmid, and the construction is currently under 

reexamination. We proceeded to test whether the viruses were infectious. 293T cells were 

transfected with HIV constructs and a plasmid encoding VSV-G. Cell-free, filtered 

supernatants were collected and used to infect HiJ and HeLa cells, which were then 

processed for luciferase assays to test for virus-mediated transduction of the luciferase 

gene. Pseudotyped wildtype viruses were infectious, but mutant viruses were not. The 

exception to this was the H62Y mutant, which retained some infectivity. The infectivity 

was reduced as compared to wildtype, but notably higher than in any of the other 

mutants, as illustrated in Figure 2. Due to the findings of our previous study involving 

replacements of HIV-1 CA residue H84 (410), we suspected that morphological 

abnormalities might be a cause for infectivity loss. H62 is positioned immediately N-

terminal to  α-helix 4. As we suggested before, α-helices 4 and 7 may be stabilized by 

aromatic interactions, mediated by histidine residue 84 at the top of helix 4 and 

tryptophan residues 80 in helix 4 and W133 in helix 7 (410). Considering the position of 

H62, this residue may also be involved in putative aromatic interactions within this 

region. Previous studies by Tang et al. demonstrated a loss of infectivity and appearance 

of aberrant cores with their HIV-1 CA W23A and F40A mutations (446, 447). These 
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mutations resulted in aberrant virus cores, decreased RT in cores, and, interestingly, lack 

of CypA incorporation, suggesting that mutations at these residues caused structural 

changes throughout the NTD (446, 447). W23 is located in helix 1 within the CA NTD, 

and F40 is found in helix 2, and both aromatic residues are conserved. Another aromatic 

residue, F32, is also located nearby. Structural models of the HIV-1 CA NTD place H62 

spatially close to F32 and F40, leading to the suspicion that aromatic interactions may be 

at play in stabilizing tertiary structure. The residual infectivity retained with the H62Y 

mutant argue against an absolutely required histidine switch. Together with the 

demonstrated importance of F40, these results support the notion that aromatic 

interactions may play a role in stabilizing the monomer structure of the N-terminal 

domain of HIV-1 CA.  

In order to further characterize the infectivity defect of these mutants, virus 

particle preparations will be analyzed by electron microscopy. Examination of viral entry 

into target cells, RNA incorporation, and appearance of reverse transcription products 

may also be of interest. It appears that reverse transcriptase is incorporated into virions 

and processed (data not shown). Use of the functional H62A mutant will be included in 

analysis of the success of the mutants in various stages of the virus lifecycle. If 

morphological abnormalities are indeed found, uncoating and initiation of reverse 

transcription may also be defective in the mutant viruses. Additional examinations will 

determine whether aberrant CA-to-RT ratios are found in the viral cores. Work in the 

near future will elucidate the effects of substitutions at H62, and provide further 

information on the intricacies of HIV-1 CA structure. 
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Figure A.1.1
Model of HIV-1 CA N-terminal domain
The N-terminal β-hairpin is depicted on the upper
left, the C-terminal linker to the C-terminal domain
of CA is shown at the bottom.The location of H62
is indicated in red.
Adapted from Kelly et al, J Mol Biol 2007;
373(2):355-366

H62
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Figure A.1.2 
Expression and release of HIV-1 CA H62 mutants 
293T cells were transfected with the indicated constructs, and virus and cell 
samples were collected 3 days posttransfection and processed for SDS-PAGE. A 
HIV-1 CA antibody (Hy183) was used for immunodetection. The major Pr55Gag, 
p41 (processing intermediate), and processed CA (p24) bands are indicated. 
Numbers in the center refer to protein size standards in kDa. 
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Figure A.1.3 
HIV-1 Capsid H62 Mutant Infectivity 

 

 
 
 
 
Figure A.1.3  
Infectivity of HIVLuc H62 mutants 
Viruses were produced by transfecting 293T cells with the indicated HIVLuc 
constructs and VSV-G. Cell-free, filtered supernatants were collected 3 days 
posttransfection used to infect HiJ and HeLa cells for 3 days. Infected cells were 
processed for luciferase assays, and infectivity results were normalized to parallel 
luciferase assays performed on transfected cells producing the virus. Error bars 
are standard deviations calculated from four sets of infections for each sample. 
Wildtype infectivitiy was set to 100% for comparison. 
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A.2.1 Introduction 

 
In the developed world, mortality due to AIDS has decreased significantly due to 

combination antiretroviral therapy. Antiretroviral therapy to date mostly targets the viral 

enzymes reverse transcriptase and protease (101, 384). Reverse transcriptase inhibitors 

are further subdivided into nucleoside reverse transcriptase inhibitors (NRTIs), non-

nucleoside reverse transcriptase inhibitors (NNRTIs), and nucleotide reverse transcriptase 

inhibitors (NtRIs) (101). Combinations of available drugs are in use to decrease viral load 

in patients and delay the progression of the disease (100, 101). Emergence of viruses 

resistant to available drugs complicates treatment considerably, and there is a need for 

constant exploration of other drug targets and development of new drugs to interfere with 

HIV-1 replication (100, 101, 384). Other targets for HIV-1 drugs include integration, 

fusion and virus entry into cells, and virus assembly (100, 101). Enzymes are popular 

targets for drug action, since they usually exist in low concentrations within cells and 

work via specific mechanisms (84, 246, 384). 

 

The viral structural proteins are initially expressed as a long precursor protein, 

PrGag, consisting of the matrix (MA), capsid (CA), nucleocapsid (NC), and p6 domains, 

as well as two small spacer peptides, SP1 and SP2. PrGag is responsible for forming 

immature particles, then is cleaved by the viral protease into its constituents during or 

shortly after budding, resulting in a rearrangement of the particle into its mature, 

infectious form (89, 229, 479, 481). Virus assembly presents itself as an interesting target 

for antiviral compounds. Apart from leading to the development of HIV therapeutics 
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further down the line, efficient assembly inhibitors could be used as valuable tools in 

laboratory studies.  

Much work has been done to elucidate the roles of specific residues within the 

HIV-1 capsid protein necessary for proper assembly. Phage display screening studies 

have led to the characterization of a peptide capable of binding to the C-terminal domain 

of CA and inhibiting assembly of immature HIV-1, as well as of mature particles, in vitro 

(434, 452). Gag-derived peptides have also been used to target Gag interfaces and inhibit 

virus assembly (157, 198, 334). CAP-1 and CAP-2 are compounds capable of binding to 

the NTD of HIV-1 CA that have been shown to inhibit maturation and thus interfere with 

infectivity (230, 443). Maturation can also be impaired by derivatives of betulinic acid, 

which bind to the C-terminal domain of CA and prevent scission at the CA-SP1 site, and 

PA-457, one of the derivatives, shows promise as an antiviral (204, 224, 262, 263, 403, 

504-506). 

Our laboratory has employed a screening assay to assess the effects of synthetic 

small-molecule potential inhibitors on virus assembly. Our assay is based on the 

incorporation of Gag-β-galactosidase fusion proteins into virus particles when 

coexpressed with an assembly-competent Gag protein. The interaction of the Gag protein 

and the fusion protein depends on the CA domain (472). Compounds found to inhibit 

virus production that displayed low cytotoxicity were then further characterized with 

regard to their inhibitory activity as well as mechanisms of action. 
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A.2.2 Materials and methods 

Plasmids. Wildtype versions of the HIV-1 Gag gene were expressed from the 

HIVGPT construct, which has been described previously (351, 470, 473), and from the 

HIVLuc construct (87, 410). The HIV Gag-β-galactosidase expression construct, 

HIVGBG, has also been reported previously (472). The plasmids pNL4-3 (Cat # 114), 

expressing the genes for the HIV-1 NL4-3 strain, and pNL4-U35 (Cat # 968), expressing 

NL4-3 without the Vpu gene, were obtained from the NIH AIDS Research and Reference 

Reagent Program. The stable cell line HeLa::HXBdPdE+T1RevEnv+HIVGBGRev- 

(HX#6) was used for initial beta-galactosidase rapid screen assays. HXBdPdE codes for 

HIV gag, pol, tat, and vif. It includes mutations, deletions, or disruptions of the packaging 

signal, vpr, vpu, rev, env, nef, and the 3’LTR. T1RevEnv includes the rev and env genes 

on a tet-suppressor. We added the plasmid HIVGBGRev- to create HX#6 cells and 

obtain a cell line with HIVGBG and HIV Gag in a tet-inducible system. 

Cell culture, cell lines, transfections, and infections. 293T, Vero, HeLa, HiJ, 

HX, and HX#6 cell lines were passaged at 37°C in 5% CO2 in Dulbecco’s modified 

Eagle’s medium (DMEM) (Gibco) supplemented with 10 mM HEPES (pH 7.4), 

penicillin, and streptomycin plus 10% fetal calf serum. HX#6 cells were grown in 

selection medium containing 9.35 ml of culture medium, 0.65 ml of gpt supplement 

solution (3.85 mg/ml xanthine, 0.046 mg/ml hypoxanthine, 0.062 mg/ml thymidine, 

0.154 mg/ml glycine, 2.308 mg/ml glutamine), and 10 µl of 10 mg/ml mycophenolic acid 

(Gibco) per plate. CEM-SS cells were passaged at 37°C in 5% CO2 in RPMI medium 

(Gibco) supplemented with 10 mM HEPES (pH 7.4), penicillin, and streptomycin plus 

10% fetal calf serum. 
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For transfections, 10-cm plates of 293T cells were transfected by the calcium 

phosphate method (20, 182, 303, 304, 470, 473) with a total of 24 µg of plasmid DNA, as 

indicated. Briefly, confluent 10-cm dishes of 293T cells were split 1:4 the day prior to 

transfection. Plasmid DNAs were mixed with 1 ml of HEPES-buffered saline (pH 7.05 to 

7.15; 21 mM HEPES, 137 mM NaCl, 5 mM KCl, 0.7 mM sodium phosphate, 5 mM 

dextrose), after which 40 µl of 2 M CaCl2 was added while vortexing. DNA solutions 

were incubated at room temperature for 40 min. Following this, culture medium was 

removed from the cells, DNA solutions were added dropwise to the cell monolayers, and 

then the cells were incubated at room temperature for 20 min, with gentle rocking once at 

10 min. After incubations, 10 ml of culture medium containing 50 µg of gentamicin/ml 

was added to the cells, and plates were incubated at 37°C and 5% CO2 for 4 to 5 h. 

Following incubations, transfection media were removed and cells were washed with 5 

ml of serum-free Dulbecco’s modified Eagle’s medium, incubated in 2.5 ml of 15% 

glycerol in HEPES-buffered saline for 3 min at 37°C, washed twice, and fed with 10 ml 

of culture medium plus 50 µg of gentamicin/ml. Cells and viruses were collected 3 days 

posttransfection. 

Infections of CEM-SS cells were performed with filtered, cell-free supernatants 

obtained from transfection of 293T cells with pNL4-3 or pNL4-U35. 500µl virus was 

added to 4.5 ml of CEM-SS cells in suspension. Infections were monitored by removing 

aliquots of the culture and analyzing cell lysates for HIV-1 CA expression by 

immunoblotting. 

Treatments of cells. For initial screening β-galactosidase (β-gal) assays, HX#6 

cells were split 1:8 without tetracycline 8 days before treatments. Three days before 
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treatments, cells were treated with 5µM sodium butyrate (Sigma) for 24h and refed with 

fresh growth medium lacking tetracycline the following day. Two days later, cells were 

split onto 96-well plates, treated with compounds, and incubated for 3 days. 

For treatments of transfected cells, dishes were washed once with serum-free 

medium 24h after transfection, refed with regular culture medium, and drugs or 

equivalent amounts of DMSO as indicated. For midiplate treatments, transfected cells 

were split onto 60-mm tissue culture dishes 24h after transfection in 4ml culture medium, 

and treated with the indicated concentrations of drugs or controls. Cells and viruses were 

collected two days after treatments, unless otherwise indicated. Treatments of infected 

CEM-SS cells were performed by adding drugs to cells washed and resuspended in fresh 

culture medium.  

Sample collection and analysis. For sample collection, virus-containing media 

and cell pellets washed in phosphate-buffered saline (PBS; 9.5 mM sodium potassium 

phosphate [pH 7.4], 137 mM NaCl, 2.7 mM KCl) were collected 3 days posttransfection 

and stored at -80°C prior to further processing. Virus particles in filtered (Gelman; 0.45 

µm) cell-free medium were concentrated by centrifugation at 4°C through 20% sucrose 

cushions in PBS (2 h at 82,500g [25,000 rpm in an SW28 rotor, 4-ml cushions], or 45 

min at 197,000g [40,000 rpm, SW41 rotor, 2-ml cushions]). Virus pellets were 

resuspended in 0.1 ml of PBS per transfected cell plate and stored in aliquots at -80°C. 

For routine analysis of virus protein release, cell samples (20% of cell pellets from each 

plate) were suspended in IPB (20 mM Tris- hydrochloride [pH 7.5], 150 mM NaCl, 1 

mM EDTA, 0.1% sodium dodecyl sulfate [SDS], 0.5% sodium deoxycholate, 1.0% 

Triton X-100, 0.02% sodium azide), incubated on ice for 5 min, vortexed, and cleared by 
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centrifugation at 13,700g for 15 min at 4°C. Soluble material was mixed with 1 volume 

of 2x sample buffer (12.5 mM Tris-hydrochloride [pH 6.8], 2% SDS, 20% glycerol, 

0.25% bromophenol blue) plus 0.1 volume of β-mercaptoethanol, prior to heating (3 to 5 

min, 95°C) and SDS-polyacrylamide gel electrophoresis (SDS-PAGE). For virus 

samples, 50 µl of resuspended virus pellets was mixed with one volume of 2x sample 

buffer plus 0.1 volume of β-mercaptoethanol and processed as above. 

Cell viability assays. Toxicity of potential inhibitory drugs was measured by 

employing the Cell Titer 96 Aqueous One Solution Cell Proliferation assay (Promega). 

Confluent Vero cells were split 1:400 into wells of a 96-well plate and treated with drugs. 

After incubation for 3 days, proliferation assays were performed as instructed by the 

manufactured. Briefly, 20µl of the reagent was added to each well, and cells were 

incubated at 37˚C for 1-2 hours. Following incubations, the absorbance at 490nm was 

read in a Biorad Benchmark Plus Plate Reader. 

Beta-galactosidase assays. For virus β-gal assays, 100µl of media from each well 

were removed to a new 96-well plate. Parallel assays were performed on the cells 

remaining in the wells. For virus assays, 100µl of 2x PM-2 (33 mM NaH2PO4, 66 mM 

Na2HPO4, 0.1 mM MnCl2, 2 mM MgSO4, 40 mM β-mercaptoethanol [BME]) and 5µl of 

1% SDS were added to each well, followed by incubation at room temperature for 5 

minutes. 40µl of 4 mg/ml  o-nitrophenyl β-D-galactopyranoside (ONPG; Sigma) in PM-2 

buffer were added, and samples were incubated at 37˚C until color change was observed. 

Absorbance was read at 420nm in a Biorad Benchmark Plus Plate Reader. Cell assays 

were performed by adding 40µl of PBS and 0.1% SDS to wells, incubating for 5 minutes 

at room temperature, adding 160µl of PM-2, then adding 40µl of 4 mg/ml ONPG in PM-
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2. Plates were incubated at 37˚C until color change was observed. Absorbance was read 

at 420nm in a Biorad Benchmark Plus Plate Reader. Both virus and cell plates were 

stored frozen at -80˚C. 

S35 labeling. Transfected, treated cells were washed with serum-free medium 

once, then refed with labeling medium (DMEM lacking cysteine and methionine and 

supplemented with 1% dialyzed fetal calf serum, 10mM HEPES [pH 7.4], and penicillin 

and streptomycin). After 60 min, medium was replaced with fresh labeling medium and 

appropriate inhibitor drugs, and 300µCi of EasyTag Express Protein Labeling Mix 

(PerkinElmer) was added. Samples were incubated for 3h, 6h, or 8h, as indicated, in a 

tissue culture incubator at 37˚C. After incubation, filtered (Gelman; 0.45µm) cell-free 

supernatants were collected and mixed with 0.25 volumes of 5X IP lysis buffer (250 mM 

Tris pH 7.4, 500 mM NaCl, 5% NP-40, 2.5% deoxycholate). Cells were gently washed 

once with PBS, then collected in 500 µl 1X IP lysis buffer. Samples were stored at -80˚C 

prior to processing. 

Immunoprecipitation. Samples were thawed and vortexed. Cell lysates were 

cleared by centrifugation at 13,700g for 30 min at 4°C. Samples were then mixed with 

5µg of anti-HIV IgG (NIH AIDS Research and Reference Reagent Program) and 

incubated rotating at 4˚C for 1h. Subsequently, 50µl of Pansorbin (Calbiochem) beads 

were added, and samples were incubated for 1h at 4˚C. After incubations, beads were 

pelleted by centrifugation at 13,700g for 1 min, supernatants were removed, and beads 

were washed 3 times with 1x IP lysis buffer. Then, beads were resuspended in 1X IP lysis 

buffer, mixed with one volume of 2x sample buffer plus 0.1 volume of β-

mercaptoethanol and frozen.  
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SDS-PAGE and immunoblotting. Cell and virus protein samples were 

fractionated by conventional 10% acrylamide Laemmli SDS-PAGE (20, 182, 303, 304, 

470, 473), electroblotted, and immunoblotted following previously described methods. 

Primary antibodies were as follows: Hy183 (from Bruce Chesebro) used at 1:15 from 

hybridoma culture medium for detection of the HIV-1 CA CTD. Secondary reagents 

were alkaline phosphatase-conjugated anti-mouse antibodies (Promega S3721) used at 

1:15,000 for detection of anti-HIV-CA primary antibodies. Color reactions for 

visualization of antibody-bound bands employed nitroblue tetrazolium plus 5-bromo-4-

chloro-3-indolyl phosphate in 100 mM Tris-hydrochloride (pH 9.5), 100 mM NaCl, and 5 

mM MgCl2 (20, 182, 303, 304, 470, 473). For metabolically labeled samples, 50% of the 

sample were loaded onto a 10% acrylamide gel and fractionated. Gels were fixed in Gel 

Fix (30% methanol, 10% acetic acid) for 30 to 60 min, dried onto Whatman paper, and 

set up for exposure on a phosphorimager storage screen (Molecular Dynamics) overnight. 

Cassettes were read by a Molecular Dynamics SI phosphorimager.  

 

A.2.3 Results and discussion 

Various steps of the HIV-1 lifecycle have been subjected to inhibition by 

pharmacological means, most notably by ways of blocking the enzymes protease, 

integrase, and reverse transcriptase (84, 246, 384). Only a handful of inhibitors of virus 

assembly have been characterized, some of them peptides capable of binding to the 

capsid domain and interfering with Gag multimerization (157, 198, 334, 434, 452). Our 

approach employed small-molecule libraries to be analyzed in a screen, followed by 

closer inspection of the inhibitory properties of promising compounds. For our purposes, 
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we obtained a compound library of about 1100 members from the Boston University 

Center for Chemical Methodology and Library Development (BU-CMLD), and the 

National Cancer Institute (NCI) diversity set of compounds, composed of about 2000 

members. 

 Several compounds that showed promise in the initial screens were analyzed 

further by transfection of 293T cells with HIV constructs and treatments to examine 

protein expression and virus release by Western blot. We attempted to characterize the 

effects of these compounds on transfected cells and virus release. 293T cells were 

transfected with various plasmids encoding HIV-1 Gag, including HIVGPT, which 

encodes Gag derived from the HXB2 strain, and HIVLuc, which contains the genes for 

the NL4-3 strain. Both vectors carry deletions of their Env genes, replaced with the gpt 

selection marker in the HIVGPT vector, and the luciferase reporter gene in the HIVLuc 

plasmid. Treatment of transfected 293T or HeLa cells, however, did not reproduce the 

magnitude of virus release reduction observed in the initial screens. To examine potential 

virus release inhibition by more sensitive means, we employed metabolic labeling of 

treated cells with 35S-methionine and 35S-cysteine, followed by SDS-PAGE and imaging 

by phosphorimager. Some of our results indicated that NCI#75541, a steroid (shown in 

Figure 4.2.1), may increase processing of Gag by the viral protease enzyme. Premature 

processing of Gag tends to affect virus assembly and structure negatively (19, 65, 227, 

241, 281, 357, 441). It may also be possible that NCI#75541 acts directly on virus 

particles after they have been released. To date, we have not observed changes in virus 

release comparable to the initial screens in protein-based assays. However, recent results 

indicate that NCI#75541 does not adversely affect β-gal activity per se, but may have an 
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effect on β-gal-containing virus particles. Further studies will examine how NCI#75541 

may affect virus particles after assembly and activity of the viral protease. To this end, β-

gal-containing viruses with a defective protease will be examined for susceptibility to 

NCI#75541. Other options include production of metabolically labeled virus particles 

resulting from transfection or stable infection, followed by incubation with different 

concentrations of NCI#75541 for different amounts of time. Moreover, in vitro protease 

assays could be used to examine effects of NCI#75541 on PR activity, using different 

substrates and incubation conditions. Electron microscopy of virions treated with 

NCI#75541 may be of interest as well, to examine whether any effect on morphology is 

apparent. At this point, the actions of NCI#75541 on virus particles are not known. 

Possibilities include minor structural distortions in PrGag-Pol or PrGag in viruses 

assembled from treated cells, resulting in increased access to cleavage sites by PR. 

Structural changes may allow earlier activation of PR enzymatic activity. Alternatively, 

NCI#75541 might subtly alter the balance between Gag and Gag-Pol incorporation into 

virus particles in favor of Gag-Pol, thus resulting in a higher proportion of PR being 

present in virion particles. Actions of NCI#75541 on already assembled virus particles 

may consist of an overly active protease, possibly resulting in inappropriate cleavage 

events. Results indicating that NCI#75541 may act on virus particles were obtained by 

examining β-galactosidase activity of HIVGag-β-gal fusion proteins in virions. Overly 

active PR may exert a negative effect on the β-gal enzyme packaged into virions.  

Hopefully, additional studies will be able to dissect mechanisms of action for a 

potential antiviral compound, which may have uses both for laboratory analyses and 

possible future therapeutics. Virus assembly and maturation appears to be a good target 
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for antiviral action, since small perturbations in the structure can have detrimental effects 

on the further propagation of the virus. 
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Figure A.2.1 
Molecular structure of NCI#75541, a potential antiviral compound currently under 
investigation 
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We have identified sultam thioureas as novel inhibitors of West Nile virus (WNV) replication. One such
compound inhibited WNV, with a 50% effective concentration of 0.7 !M, and reduced reporter expression from
cells that harbored a WNV-based replicon. Our results demonstrate that sultam thioureas can block a
postentry, preassembly step of WNV replication.

West Nile virus (WNV) and Japanese encephalitis virus (JEV)
are members of the Flavivirus genus of the Flaviviridae family
of viruses (9, 13). These viruses are considered emerging hu-
man pathogens (11, 12, 19, 29, 32, 37). They are closely related
to the yellow fever and dengue flaviviruses, and together, these
four pathogens are responsible for a significant percentage of
virally induced human encephalitis cases worldwide (10–12, 19,
29, 32, 37). One line of defense against flaviviruses is the
formulation of vaccines, usually directed against the viral sur-
face envelope (E) proteins (12, 37). Another possible option is
the intravenous administration of antiviral antibodies (25, 35).
A complementary approach has been the development of
small-molecule flavivirus inhibitors (7, 9, 15, 17, 20, 26, 27, 29,
32, 36, 38, 39).

To assay for novel WNV inhibitors, we screened a diverse
library of approximately 3,500 members for compounds that
protected Vero cells from WNV-induced cytopathic effects
(CPE). Cells were exposed continuously to a compound con-
centration of 10 "g/ml (10 to 50 "M) along with a 1% dimethyl
sulfoxide (DMSO) carrier, infected with WNV (NY 1999) (19,
24) at a multiplicity of infection (MOI) of 0.2, and monitored
for CPE at 3 to 5 days postinfection (p.i.). Of the candidate
WNV inhibitors identified, the sultam thiourea TYT-1 (Fig. 1)
appeared the most potent in replicate screens. TYT-1’s anti-
WNV effects were confirmed in virus yield reduction assays
(19, 29). Mock-treated and TYT-1-treated Vero cells were
infected for 24 h, after which virus-containing medium samples
were titrated by limiting dilution on fresh cells in the absence
of new compound. An example of our results is shown in Fig.
2. As illustrated and expected, medium from mock-treated,
mock-infected (“no virus”) cells yielded no deleterious effects
on new cells. In contrast, dilutions of !105 from mock-treated
infected (“no TYT-1”) cells generated virus sufficient to lyse
new cell monolayers completely. However, treatment of cells

with 2.3 or 23 "M TYT-1 reduced 24-h virus yields !100-fold
(Fig. 2), substantiating the initial screen results.

Determination of the TYT-1 concentration needed to re-
duce WNV titers twofold (50% effective concentration [EC50])
followed the virus yield reduction regimen described above. As
illustrated in Fig. 3 (black bars), the EC50 of TYT-1 against
WNV was approximately 0.7 "M. Since our original screening
protocol scored for protection of cells from virus-induced CPE,
it appeared that TYT-1 was not toxic to cells, at least at 23 "M.
However, to test this directly, cells were treated with increasing
concentrations of TYT-1 and assayed after 48 h for dehydro-
genase levels in metabolically active cells, using MTS {3-[(4,5-
dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sul-
fophenyl)-2H-tetrazolium]} substrate (6). At the highest
concentration tested (70 "M), TYT-1 did not reduce viability
signals to the 50% level (Table 1). This result was confirmed
microscopically by trypan blue (0.2%) exclusion (data not
shown), indicating a 50% cytotoxic concentration (CC50) for
TYT-1 of #70 "M. Thus, the net therapeutic or selectivity
index (CC50/EC50) for TYT-1 against WNV in Vero cells
is #100.

Although TYT-1 showed antiviral effects against WNV, at
23 "M it did not inhibit adenovirus 5, the Prospect Hill (2)
hantavirus, or a human immunodeficiency virus type 1 (HIV-1)
expression vector (data not shown). However, in virus yield
reduction tests with JEV (SA14-2-8) (30), TYT-1 again inhib-
ited virus replication, albeit with an EC50 of 7 "M, which is
10-fold higher than its EC50 against WNV (Table 1). Because
very few analogues of TYT-1 have been described (28), our
ability to probe structure-activity relationships is currently lim-
ited. However, we have examined the cytotoxic and antiflavi-
virus effects of three available TYT-1 analogues, TYT-2,
TYT-3, and TYT-4 (Fig. 1). As shown in Fig. 3 and Table 1,
none of these showed impressive antiviral effects against
WNV, with EC50 values of #20 "M. Moreover, TYT-2 and
TYT-4 appeared to be cytotoxic at 50 to 100 "M (Table 1).
However, TYT-3 was not cytotoxic at the highest concentra-
tion tested and gave some level of protection against JEV
(Table 1).

To ascertain how TYT-1 might inhibit WNV, we initially
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probed viral protein levels in treated and untreated acutely
infected cells. Vero cells that were mock treated or treated
with TYT-1 were infected with WNV and processed for either
immunofluorescence (4, 18) or immunoblot (18, 23) detection
of the viral E protein. Importantly, regardless of the detection
method employed, we found that TYT-1 treatment dramati-
cally reduced E protein levels in infected cells (data not
shown). We also addressed whether WNV RNA levels are
reduced by TYT-1 treatment through quantitation of RNA
levels by real-time PCR (8, 19). With mock-treated, mock-
infected, negative control Vero cells, no WNV RNA signals
were observed (data not shown). With mock-treated, infected,
positive control cells, real-time PCR signals were halfway

through their exponential increase phase by cycle number 15
(Fig. 4), corresponding to 3,255 $ 325.8 WNV RNA copies per
cell, as quantitated relative to an in vitro-transcribed NS3 RNA
standard. Treatment of infected cells with TYT-1 clearly
shifted the amplification signals to higher cycle numbers (Fig.
4), corresponding to 27.2 $ 1.6 WNV RNA copies per cell.
Thus, TYT-1-mediated inhibition of WNV E expression was
accompanied by a #100-fold reduction in WNV RNA levels.

The observed reductions of WNV protein and RNA levels
imply that TYT-1 exerts its antiviral activity prior to the as-
sembly stage of virus replication. However, these experiments
did not discriminate whether inhibition occurs at viral entry or
postentry steps. One way to distinguish between these possi-
bilities is to screen for antiviral activity when an inhibitor is
added after the onset of infection. When such time course
experiments were undertaken, using a virus yield reduction
readout, we found that TYT-1 application as late as 2 h p.i.
gave similar levels of virus inhibition to those obtained when
cells were pretreated with the drug (data not shown). Addi-

FIG. 1. Compound structures. The diagrams show the structures of the
following sultams: TYT-1, N%-(1,1-dioxido-2-phenyl-1,4,2-dithiazolidin-3-
ylidene)-N,N-diphenylthiourea (439.6 kDa); TYT-2, (2,5-dimethyl-1,1-di-
oxido-1,4,2-dithiazolidin-3-ylidene)bis(1-methylethyl)thiourea (323.5 kDa);
TYT-3, [1,1-dioxido-2-(phenylmethyl)-1,4,2-dithiazolidin-3-ylidene]bis(1-
methylethyl)-thiourea (385.6 kDa); and TYT-4, (1,1-dioxido-2-phenyl-1,4,2-
dithiazolidin-3-ylidene)-bis(phenylmethyl)-thiourea (467.6 kDa).

FIG. 2. WNV yield reduction. Vero cells in medium containing 100
U/ml penicillin and 0.1 mg/ml streptomycin were mock treated with
DMSO (no TYT-1; no virus; final DMSO concentration, 1%) or
treated with the indicated concentration of TYT-1 in DMSO and then
mock infected (no virus) or infected with WNV at an MOI of 1.0. At
24 h p.i., virus-containing medium samples at the indicated dilutions
were used to infect fresh cells. At 5 days p.i., surviving cells were
stained with 0.0375% crystal violet. Infected, mock-treated wells
were devoid of cells due to WNV-mediated cell killing, and wells were
routinely scored as virus positive if cell staining levels were reduced
three-fourths or more relative to uninfected cell staining levels. Note
that 2.3 and 23 "M TYT-1 reduced WNV titers at least 100-fold and
that these results are representative of more than 10 independent
experiments.

FIG. 3. Effective anti-WNV drug concentrations. Increasing con-
centrations of TYT-1 (black bars), TYT-2 (striped bars), TYT-3 (gray
bars), and TYT-4 (white bars) were used to determine effective anti-
WNV concentrations by virus yield reduction assays. Results are plot-
ted as concentrations versus percentages of virus yields observed in
mock-treated (1% DMSO [final concentration]) controls. Titers were
determined by limiting dilution and scored as described in the legend
to Fig. 2. Averages (means) were derived from three separate exper-
iments for TYT-1 and at least two separate experiments for TYT-2 to
-4, and standard deviations are shown.

TABLE 1. Characteristics of sultam thiourea compounds

Compound
EC50

a ("M)
CC50

b ("M)
WNV JEV

TYT-1 0.7 7 #70
TYT-2 30 30 90
TYT-3 80 8 #80
TYT-4 22 65 65
a Compound EC50 values for WNV were derived from the virus yield reduc-

tion results shown in Fig. 2, while EC50 values for JEV were obtained in a similar
fashion from two to four independent experiments.

b The CC50 values were determined by MTS cytotoxicity assays performed in
quadruplicate. Note that 50% cytotoxicity was defined as a 50% drop in back-
ground-subtracted MTS signals and that for TYT-1 and TYT-3, 50% cytotoxicity
was not obtained with the highest drug concentrations employed.
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tionally, we tested TYT-1 effects on baby hamster kidney
(BHK) 26.5 cells (33), which stably harbor a WNV replicon
expressing a luciferase reporter gene. To do so, BHK or BHK
26.5 cells were mock treated for 48 h with DMSO (0.1% final
concentration) or with 23 "M TYT-1 (final concentration) in
DMSO and processed for determination of luciferase activities
(34) and total protein levels (Bio-Rad). Significantly, TYT-1
treatment of these WNV replicon-expressing cells reduced lu-
ciferase reporter levels #20-fold but did not alter cellular total
protein levels (Fig. 5, left panel). In contrast, TYT-1 did not
reduce luciferase levels in control cells expressing the protein
from an HIV-1-based (34) vector (Fig. 5, right panel).

The above results demonstrate that TYT-1 blocks a posten-
try, preassembly step of WNV replication. However, the pre-
cise mechanism by which TYT-1 exerts its antiviral effects is
not known. Since the compound reduced virus levels in African
green monkey Vero cells and viral replicon levels in BHK 26.5
cells, its effects are not specific to one cell type or species.
Another observation which suggests that our sultam thioureas
interfere with a virus-specific target is that TYT-1 and TYT-3
showed opposite differential effects on WNV versus JEV (Table
1); it is difficult to reconcile how these results might occur if the
two compounds were to act on a common cellular factor. Thus,
the accumulated data (Table 1; Fig. 2 to 5) suggest that TYT-1
targets a sensitive step somewhere in the middle of the virus
replication cycle. Conceivably, inhibition could occur via a
block to viral translation, polyprotein processing, or RNA rep-
lication, but further investigation will be needed to dissect the
mechanism in greater detail and to determine whether the
potency of TYT-1 will be sufficient for therapeutic purposes
in vivo.

We could find no reports concerning the potential biological

activities of sultam thioureas closely related to TYT1-4. How-
ever, numerous sulfonamides have been employed as inhibi-
tors of a diverse set of proteases (1). Moreover, several sultams
have been considered excellent antiarthritic drug candidates by
virtue of their activities against matrix metalloproteinases (1,
14, 21, 22, 31). While these reports might point to the WNV
protease as the TYT-1 target, sultams have been reported to
block other enzyme activities. For instance, sultam derivatives
have been shown to inhibit histone deacetylase (3), HIV re-
verse transcriptase (5), and HIV integrase (16) activities. Thus,
available data on sultam activities do not help to implicate a
particular TYT-1 target. Indeed, given the limited number of
available TYT-1 analogues (Fig. 1), it is important to empha-
size that even the requirement of a sultam ring for TYT-1 or
TYT-3 antiflavivirus activity is uncertain. The results suggest
that replacement of the TYT-1 thiourea nitrogen phenyl
groups with isopropyl (TYT-3) or methylphenyl (TYT-4) sub-
stituents has a significant impact on antiviral activity (Table 1),
but considerably more study will be needed to determine how
and how well these inhibitors act as antivirals.

We are grateful to Peter Mason, who provided BHK and BHK 26.5
cells, along with advice concerning their use. We also appreciate the
efforts of Kathy Shinall for secretarial support, of Travis Rogers for
tissue culture support, and of Robin Lid Barklis for organizational
support.
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FIG. 4. WNV RNA levels in treated and untreated cells. Vero cells
were mock treated with DMSO (“mock”; final concentration, 0.5%
DMSO) or treated with 11 "M TYT-1 in DMSO (“TYT-1”) and then
mock infected (not shown) or infected with WNV at an MOI of 5. At
18 h p.i., RNAs were isolated, and equivalent input RNA amounts
were reverse transcribed and subjected to real-time PCR quantitation
of WNV RNA levels following previously described protocols (8, 19).
The results, plotted as relative fluorescence signals versus PCR cycle
numbers, indicate the following average (n & 4) WNV RNA copy
numbers per cell, as quantitated relative to an in vitro-transcribed NS3
RNA standard: for uninfected cells, 0; for untreated cells, 3,255 $
325.8; and for TYT-1-treated cells, 27.2 $ 1.6. Reverse transcription-
PCR cycle parameters were 30 min at 48°C for the reverse transcrip-
tion step, 10 min at 95°C for a denaturation step, and 40 cycles of 13 s
at 95°C and 1 min at 60°C.

FIG. 5. WNV replicon inhibition. BHK cells expressing a WNV
luciferase replicon (WNV) (33) or 293 cells transfected with an HIV-
based luciferase expression vector (HIV) (34) were mock treated with
DMSO (0.1% [final concentration]) or treated with 23 "M TYT-1 in
DMSO. At 48 h posttreatment, cells were processed for detection of
total protein levels (white bars) or luciferase activities (black bars).
Protein levels and luciferase levels are expressed as percentages of the
values obtained for mock-treated samples; background luciferase lev-
els with parental BHK and untransfected 293 cells were '0.1% of the
100% values shown. Values obtained for WNV replicon samples were
averaged from four separate experiments and are shown with standard
deviations.
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SUMMARY

HIV-1 Nef, which is required for the efficient on-
set of AIDS, enhances viral replication and infec-
tivity by exerting multiple effects on infected
cells. Nef downregulates cell-surface MHC-I
molecules by an uncharacterized PI3K pathway
requiring the actions of two Nef motifs—EEEE65

and PXXP75. We report that the Nef EEEE65 tar-
geting motif enables Nef PXXP75 to bind and
activate a trans-Golgi network-localized Src
family tyrosine kinase (SFK). The Nef/SFK com-
plex then recruits and phosphorylates the tyro-
sine kinase ZAP-70, which binds class I PI3K
to trigger MHC-I downregulation in primary
CD4+ T cells. In promonocytic cells, Nef/SFK re-
cruits the ZAP-70 homolog Syk to downregulate
MHC-I, implicating this PI3K pathway in multiple
HIV-1 reservoirs. Isoform-specific PI3K inhibi-
tors repress MHC-I downregulation, identifying
them as potential therapeutic agents to combat
HIV-1. The discovery of this Nef-SFK-ZAP-70/
Syk-PI3K signaling pathway explains the hierar-
chal role of the Nef motifs in effecting immuno-
evasion.

INTRODUCTION

In infected people, HIV-1 establishes long-lived reservoirs

in a number of cell types, including macrophages, den-

dritic cells, and resting CD4+ T cells, which resist highly

active antiretroviral therapy (HAART; Stevenson, 2003).

To respond to the virus infection, the host activates an

antiviral response, integrating adaptive immunity and

apoptotic mechanisms to destroy the virus. Pathogenic

viruses counter the host antiviral response by expressing

specialized genes that prevent antigen presentation and
Cell H
apoptosis (Benedict et al., 2002; Peterlin and Trono,

2003). Unlike other pathogenic viruses, HIV-1 uses a lim-

ited set of gene products to coordinate the antiviral coun-

terattack. One of these gene products, Nef, is a 27 kDa N-

myristoylated protein that enhances viral replication and

virion infectivity and is required for the onset of AIDS fol-

lowing HIV-1-infection (Das and Jameel, 2005; Peterlin

and Trono, 2003). Nef affects cells in many ways, including

altering T cell activation and maturation (Stevenson, 2003;

Stove et al., 2003; Thoulouze et al., 2006), subverting the

apoptotic machinery, and downregulating CD4 molecules

and major histocompatibility complex class I (MHC-I) mol-

ecules encoded by the HLA-A and -B loci (Peterlin and

Trono, 2003). The downregulation of MHC-I by SIV Nef

in rhesus macaques limits CD8+ T cell-mediated killing

and contributes to the pathogenic effect of Nef, illustrating

the importance of Nef-mediated immunoevasion to dis-

ease progression (Swigut et al., 2004).

Current HIV-1 therapeutics principally target the activi-

ties of virally encoded reverse transcriptase and protease.

However, their effectiveness is compromised by the emer-

gence of drug-resistant viral strains. A promising alterna-

tive approach is to develop therapeutics that interfere

with the action of HIV-1 proteins on cellular factors

(Greene, 2004). HIV-1 Nef represents a potential target

for such an approach, as it binds to and stimulates the ac-

tivity of several cellular kinases, including Src family tyro-

sine kinases (SFKs; Lee et al., 1995; Trible et al., 2006),

which promotes HIV-1 disease in animal models (Hanna

et al., 2001), and class I PI3K, which enables HIV-1 to in-

crease virus production, block apoptosis, and downregu-

late cell-surface MHC-I (Blagoveshchenskaya et al., 2002;

Linnemann et al., 2002; Peterlin and Trono, 2003). The

profound ability of the Bcr-Abl and c-kit inhibitor Gleevec

to cure specific cancers supports such an approach

(Druker, 2004). Unfortunately, current PI3K inhibitors, in-

cluding wortmannin and LY294002, are panselective,

showing a similar IC50 against all PI3Ks (Ward et al.,

2003). Moreover, the concentrations required for

LY294002 to block PI3K are similar to the concentrations
ost & Microbe 1, 121–133, April 2007 ª2007 Elsevier Inc. 121
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Figure 1. Nef-Triggered MHC-I Downregulation in Primary CD4+ T Cells Is Mediated by Class I PI3K

(A) Primary CD4+ T cells incubated with 2 ng/ml IL-7 for 4 days were infected with the Nef� or Nef+ pseudotyped viruses (moi = 5). At 40 hr

postinfection cells were treated with 1 mM PI-103, 1 mM PIK-112, or 1% DMSO (control) for 3 hr. The cells were then incubated with mouse-

anti-HLA-A2.1 followed by anti-mouse-PE-conjugated Ig and analyzed by flow cytometry. Viable cells were analyzed for eGFP and anti-HLA-

A2.1. The frequency of eGFPhigh cells displaying downregulated MHC-I is shown in the lower right gate. Similar results were obtained using PHA/

IL-2-stimulated primary CD4+ T cells or using mAb W6/32 (data not shown). Western blot analysis showed that Nef expression was greater in

eGFPhigh/MHC-Ilow cells than in eGFPhigh/MHC-Ihigh cells, revealing an incomplete correlation between Nef and GFP expression in this vector

(data not shown).

(B) Nef� or Nef+ pseudovirus-infected primary CD4+ T cells were treated with 1 mM PI-103, 1 mM PIK-112, 5 mM LY294002, or 1% DMSO for 3 hr and

then analyzed by flow cytometry. The effect of each compound on MHC-I downregulation was then normalized to the extent of MHC-I downregulation

in control cells infected with the Nef+ or Nef� pseudoviruses (set at 100 and 1, respectively). Bottom: Western blot showing the expression of Nef and

the levels of actin (input). Error bars represent the mean ± SD of four independent experiments with cells isolated from three donors (n = 4).

(C) Primary CD4+ T cells or the indicated cell lines were harvested, and the expression of the indicated proteins was determined by western blot.

(D) U373 MG cells were transfected or not with pSG5-PTEN-HA for 48 hr and then infected with VV:WT or VV:Nef (moi =10, 4 hr). Where indicated, cells

were treated with 5 mM LY294002 for 40 min prior to fixation. The cells were then fixed and stained with anti-MHC-I (mAb W6/32, green) and anti-HA

(red). Scale bar, 20 mm.

(E) Top: H9 CD4+ T cells were infected with VV:WT or VV:Nef (moi = 10, 4 hr) and then treated or not with PI-103 (1 mM), PIK-112 (1 mM), or LY294002

(5 mM) for 1 hr. Cells were fixed and MHC-I molecules were stained with mAb W6/32. Scale bar, 10 mm. Middle: H9 CD4+ T cells infected with VV:WT
122 Cell Host & Microbe 1, 121–133, April 2007 ª2007 Elsevier Inc.
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that cause cell death—precluding their use as therapeu-

tics (Ward et al., 2003). Recently, a new group of small-

molecule PI3K inhibitors were developed that are selec-

tive for the class I PI3K isoforms (Knight et al., 2006).

One of these inhibitors, PI-103, which is a pyridinylfurano-

pyrimidine derivative, targets multiple class I p110

catalytic subunits, blocking PKB/Akt activation and ar-

resting cells in G0/G1 without the toxicity associated with

panselective PI3K inhibitors (Fan et al., 2006; Knight

et al., 2006).

The development of isoform-specific PI3K inhibitors

suggests a novel approach to combat HIV-1. However,

the role of PI3K in Nef-mediated MHC-I downregulation

is controversial. We reported that Nef diverts cell-surface

MHC-I molecules to trans-Golgi network (TGN)-associ-

ated compartments in heterologous cells by a PI3K-stim-

ulted, ARF6-dependent, endocytic pathway (Blagovesh-

chenskaya et al., 2002). This MHC-I downregulation

requires the hierarchical action of three motifs (Das and

Jameel, 2005; Peterlin and Trono, 2003): an acidic cluster

(EEEE65), required for binding to the cytosolic sorting pro-

tein PACS-1 (Piguet et al., 2000); an SH3 domain-binding

motif (PQVP75) that directs association of Nef with SFKs

(Lee et al., 1995); and an N-proximal a-helical region con-

taining a critical methionine (M20), which promotes associ-

ation of MHC-I with the heterotetrameric sorting adaptor

AP-1 (Roeth et al., 2004). The conservation of these three

motifs in the pandemic M group HIV-1, which accounts for

over 90% of all AIDS cases worldwide, suggests that they

control an essential pathway required for HIV-1 pathogen-

esis (Keele et al., 2006). But this model has been chal-

lenged by others who reported that in leukemic T cell lines

or in U373 astrocytoma cell lines Nef acts solely on newly

synthesized MHC-I molecules and not on cell-surface

MHC-I, and that Nef acts independently of PI3K because

the panselective PI3K inhibitors LY294002 or wortmannin

failed to block MHC-I downregulation in these trans-

formed cell lines (Kasper and Collins, 2003; Larsen et al.,

2004).

We sought to determine the basis for the conflicting

models of MHC-I downregulation, and in doing so, we dis-

covered a PI3K activation pathway used by HIV-1 Nef to

downregulate cell-surface MHC-I in HIV-1 target cells.

We show that the Nef EEEE65 targeting motif, which is re-

quired for efficient binding to PACS-1 (Piguet et al., 2000),

enables the Nef PXXP75 motif to bind and activate an SFK

localized to TGN-associated reservoirs. The Nef/SFK

complex then recruits and phosphorylates ZAP-70, which

activates Nef-associated PI3K to trigger the PI-103-sensi-

tive downregulation of MHC-I in primary CD4+ T cells and

model CD4+ T cell lines. We also show that, in promono-

cytic cells and heterologous cell types, Nef/SFK recruits

the ZAP-70 homolog Syk to stimulate the PI3K-dependent

downregulation of cell-surface MHC-I. Our elucidation of

this Nef-SFK-ZAP-70/Syk-PI3K signaling pathway ex-
Cell H
plains the hierarchal role of the Nef motifs that control im-

munoevasion and identifies new targets for HIV-1 therapy

with the potential to make use of newly developed iso-

form-specific PI3K inhibitors.

RESULTS

HIV-1 Nef Uses a PI3K-Dependent Pathway

to Downregulate Cell-Surface MHC-I in CD4+ T Cells

HIV-1 Nef utilizes PI3K to downregulate cell-surface MHC-

I in heterologous cell types, but whether it uses this same

pathway to downregulate MHC-I in HIV-1 target cells and

the mechanism controlling this pathway are unknown. We

thus tested the effect of PI3K inhibitors on Nef-induced

MHC-I downregulation in primary CD4+ T cells isolated

from healthy donors. Cells were pretreated with PHA/IL-

2 or IL-7 and then infected with VSV-G pseudotyped,

GFP-expressing HIV-1 viruses derived from HIV-1 NL4-3

that either lack the Nef gene or express Nef (Husain

et al., 2002). Whereas PHA/IL-2 robustly stimulates cellu-

lar PI3K activity and T cell activation, nonmitogenic levels

of IL-7 used here do not (Figure S1 in the Supplemental

Data available with this article online). We then determined

the frequency of GFP-positive infected cells with downre-

gulated cell-surface HLA-A2.1 by flow cytometry. Like the

activity of other Nef alleles (Keppler et al., 2006), NL4-3

Nef downregulated cell-surface HLA-A2.1 by 40%–60%

as determined by fluorescence intensity regardless of

treatment with IL-7 or IL-2/PHA (Figures 1A and 1B and

data not shown). Parallel cultures were treated with the

class I PI3K inhibitor PI-103 or its inactive analog, PIK-

112, for 3 hr prior to analysis, with no change in cell viabil-

ity as determined by forward and side scattering. We

found that PI-103 inhibited the Nef-induced MHC-I down-

regulation in primary CD4+ T cells, whereas PIK-112 had

no effect (Figure 1A), suggesting that Nef uses a PI3K-

dependent pathway to efficiently downregulate cell-sur-

face MHC-I in primary CD4+ T cells. By contrast, PI-103

had no measurable effect on Nef-mediated CD4 downre-

gulation (Figure S2). Moreover, the inhibition of MHC-I

downregulation by PI-103 was similar to that observed

with the commonly used, panselective PI3K inhibitor

LY294002, which also inhibits MHC-I downregulation in

heterologous cells (Figure 1B).

The ability of PI3K inhibitors to repress efficient downre-

gulation of cell-surface MHC-I by HIV-1 Nef in primary

CD4+ T cells was in direct conflict with other reports.

PI3K activity had no effect on Nef-mediated downregula-

tion of MHC-I in the leukemic T cell lines Jurkat and CEM

or in U373 cells (Kasper and Collins, 2003; Larsen et al.,

2004). However, PIP3, the product of the class I PI3Ks,

is rapidly dephosphorylated by one of several D-3

(PTEN) or D-5 (SHIP-1 and -2) lipid phosphatases, attenu-

ating PI3K-stimulated signaling pathways (Deane and Fru-

man, 2004). Interestingly, Jurkat, CEM, and U373 cell lines
or VV:Nef and treated or not with PI-103 as above were incubated with mAb W6/32 (3 mg/ml) for 30 min and then chased for an additional 30 min, fixed,

and processed for immunofluorescence microscopy. Scale bar, 10 mm. Bottom: H9 CD4+ T cells were infected with VV:WT or VV:Nef (moi = 10, 8 hr),

then treated or not with PI-103 for 1 hr, and then analyzed by flow cytometry using mAb W6/32.
ost & Microbe 1, 121–133, April 2007 ª2007 Elsevier Inc. 123
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Figure 2. Nef-Stimulated PI3K Activity Requires Nef EEEE65

and PXXP75

(A) Primary CD4+ T cells cultured in Il-7 were infected with VV:WT or

VV:Nef/f (moi = 10, 12 hr). Following Nef/f immunoprecipitation (shown

on western blot), the samples were treated or not with 0.1 mM PIK-23,

PI-103, or PIK-112 or with 10 mM LY294002 or DMSO for 10 min, and

Nef-associated PI3K activity was measured as described in the Exper-

imental Procedures.

(B) H9 CD4+ T cells infected with the indicated VV vectors (moi = 5, 8 hr)

were lysed, and Nef-associated PI3K was measured as described in

the Experimental Procedures. Bottom: Western blot showing the ex-

pression of Nef/f constructs.
124 Cell Host & Microbe 1, 121–133, April 2007 ª2007 Elsevie
lack PTEN (Figure 1C). Consistent with the absence of

PTEN, Jurkat cells contain inordinately high levels of

PIP3, an otherwise low-abundance and transiently pro-

duced phosphoinositide (Astoul et al., 2001). Therefore,

we speculated that, in the absence of a PIP3 phosphatase,

transient inhibition of PI3K activity would marginally affect

PIP3 levels, thus negating the pharmacologic inhibition of

PI3K-dependent HIV-1 Nef-mediated MHC-I downregula-

tion. To test this possibility, we expressed HIV-1 Nef in

U373 cells in the absence or presence of LY294002, and

in agreement with others (Larsen et al., 2004), we found

that the inhibitor had no effect on MHC-I downregulation

(Figure 1D). We then asked whether rescue of PTEN ex-

pression in U373 cells would restore sensitivity of the

Nef-mediated MHC-I downregulation pathway to

LY294002. Accordingly, we found that LY294002 inhibited

Nef-mediated MHC-I downregulation in PTEN-rescued

U373 cells (Figure 1D).

Our determination that HIV-1 Nef requires a PI3K in

U373 cells led us to ask whether PI3K activity is required

for Nef to downregulate cell-surface MHC-I in H9 CD4+

T cells, which like primary CD4+ T cells are replete with ex-

pression of PTEN and other PIP3 phosphatases

(Figure 1C). Accordingly, the panselective inhibitor

LY294002 and the class I PI3K inhibitor PI-103 hindered

Nef-mediated downregulation of MHC-I in H9 cells

(Figure 1E), but not in cells treated with PTEN siRNA

(Figure S3). Because PI-103 inhibits mTOR and class I

p110 catalytic subunits, we tested whether PIK-23, a qui-

nazolinone purine derivative that selectively targets p110d

(Knight et al., 2006), could inhibit MHC-I downregulation.

Like PI-103, PIK-23 repressed Nef-mediated MHC-I

downregulation in H9 CD4+ T cells at all concentrations

tested (Figure 1E). The PI-103-sensitive, Nef-induced re-

distribution of MHC-I to the paranuclear region resulted

primarily from the downregulation of cell-surface mole-

cules as determined by antibody uptake and flow cytom-

etry (Figure 1E), as well as by the inability of Nef to block

delivery of newly synthesized MHC-I molecules to the

cell surface (Figure S4). Control experiments showed

that the amount of Nef expression per infected cell using

either the vaccinia or pseudovirus vectors did not ex-

ceed the amount of Nef expressed in HIV-1-infected cells

(Figure S5), supporting the physiologic relevance of

these results. Furthermore, expression of mutant proteins

that block the ARF6-dependent endocytic pathway—

including ARNOE156K, an inactive form of the PIP3 binding

ARF6 GEF, ARNO, and the ARF6 mutant, ARF6Q67L—

blocked Nef-mediated MHC-I downregulation in H9 cells

(C) H9 CD4+T cells expressing the indicated constructs were pro-

cessed for immunofluorescence microscopy, and MHC-I molecules

were detected with mAb W6/32 as described in the legend to

Figure 1E. Scale bar, 10 mm.

(D) Replicate plates of H9 CD4+ T cells infected with VV:WT or with VV

recombinants expressing the indicated proteins (total moi = 5, 8 hr)

were treated or not with 10 mM PP2 or, following immunoprecipitation

with mAb M2, with the indicated PI3K inhibitors as described in (A) and

then analyzed for PI3K activity. Error bars represent the mean ± SD of

three independent experiments.
r Inc.
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Figure 3. Nef PXXP75 Recruits an SFK at the TGN

(A) A7 cells were infected with VV recombinants expressing the indicated proteins (total moi = 10, 16 hr) and were harvested, Nef constructs were

immunoprecipitated from the membrane fractions with mAb M2, and coprecipitating Hck was detected by western blot. Bottom: Western blot show-

ing expression of Hck, Nef, and the PACS-1 constructs.

(B) Left: Images of HeLa-CD4+ cells coexpressing Hck-eCFP with Nef-eYFP or NefAxxA-eYFP were acquired using filters for CFP (lower left), YFP

(lower right), and FRET (data not shown). FRETC (top) was calculated as described in the Experimental Procedures and is presented as a quantitative

pseudocolor image with the corresponding pseudocolor scale (bottom). Scale bar, 20 mm. Right: Difference in FRETC between samples expressing

Nef-YFP or NefAXXA-YFP. Error bars represent the mean ± SD of two independent experiments (n = 20).
(Figure S6). Thus, HIV-1 Nef requires a PI3K-stimulated,

ARF6-controlled endocytic pathway to efficiently downre-

gulate cell-surface MHC-I in CD4+ T cells lines, and a func-

tional PTEN is required to observe this effect.

Nef EEEE65 and PXXP75 Motifs Act Sequentially

to Stimulate Nef-Associated PI3K Activity

The ability of Nef to bind the p85 regulatory subunit of PI3K

(Linnemann et al., 2002), together with the requirement for

Nef EEEE65 and PXXP75 to promote MHC-I downregula-

tion by triggering the PIP3-dependent activation of an

ARF6-dependent endocytic pathway (Blagoveshchen-

skaya et al., 2002), raised the possibility that these two

Nef motifs combine to stimulate a Nef-associated PI3K

activity necessary to downregulate cell-surface MHC-I in

CD4+ T cells. To test this possibility, we first determined

if Nef recruited PI3K in primary CD4+ T cells. We ex-

pressed epitope (FLAG)-tagged Nef in IL-7-treated cells,

then measured the amount of coprecipitating PI3K activity

using an in vitro kinase assay (Figure 2A). In agreement

with the immunofluorescence data (Figure 1E), the copre-

cipitating PI3K activity was blocked by LY294002, PIK-23,

and PI-103, but not by PIK-112, demonstrating that Nef

recruited a class I PI3K in vivo (Figure 2A). We extended

these studies to H9 CD4+ T cells and found that Nef mu-

tants containing an EEEE65 / AAAA65 mutation (NefE4A),

which disrupts binding of Nef to PACS-1, or a PXXP75 /

AXXA75 mutation (NefAXXA), which blocks binding of Nef

to SH3 domain-containing proteins, including SFKs,

inhibited PI3K stimulation and MHC-I downregulation

(Figures 2B and 2C). In agreement with the requirement
Cell
for Nef EEEE65 binding to PACS-1 to efficiently downregu-

late cell-surface MHC-I (Piguet et al., 2000), we found that

the interfering mutant PACS-1S278A, which inhibits bind-

ing of PACS-1 to Nef (Scott et al., 2003), reduced the

amount of Nef-associated PI3K activity and inhibited

MHC-I downregulation in H9 CD4+ T cells (Figure 2D).

However, as PI3K binds to the C-terminal region of Nef

and not to the Nef PXXP75 SH3 domain-binding motif

(Linnemann et al., 2002), our results did not explain why

NefAXXA failed to stimulate PI3K. Nef PXXP75, but not

AXXA75, binds to SFKs, so we tested whether Nef-stimu-

lated PI3K activity required an active SFK. Accordingly,

we found that the SFK inhibitor PP2 blocked the stimula-

tion of Nef-associated PI3K activity (Figure 2D; see also

Figure 4A).

Nef EEEE65-Mediated Targeting Enables PXXP75 to

Bind Src Family Kinases

Our results suggested that the Nef EEEE65 and PXXP75

motifs cooperate with a PP2-sensitive SFK to stimulate

PI3K activity. Thus, Nef EEEE65 may enable Nef PXXP75

to bind an SFK, many of which localize to the TGN (Bard

et al., 2002; Carreno et al., 2000). To test this possibility,

we asked whether EEEE65 regulates association of Nef

with Hck (Figure 3A). We chose to examine Hck because

Nef binding activates Hck (Lerner and Smithgall, 2002),

and Hck is also required for rapid onset of HIV pathogen-

esis in transgenic mouse models (Hanna et al., 2001),

while interfering fragments of Hck containing the SH3 do-

main block MHC-I downregulation (Chang et al., 2001).

First, we coexpressed Hck with Nef or NefAXXA in cells
Host & Microbe 1, 121–133, April 2007 ª2007 Elsevier Inc. 125
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and, in agreement with an essential role for PXXP75 to bind

SFKs, we found that Nef, but not NefAXXA, coimmunopre-

cipitated Hck. Second, we coexpressed Nef and Hck with

PACS-1S278A or PACS-1, finding that PACS-1S278A

blocked the association of Nef with Hck on cell mem-

branes, while PACS-1 had no effect (Figure 3A).

To determine whether HIV-1 Nef binds to SFKs at the

TGN, we conducted an intermolecular FRET assay. We

coexpressed Hck-CFP in HeLa-CD4+ cells with Nef-YFP

or NefAXXA-YFP, which localize to the TGN and emit

a fluorescent signal with similar intensity (Figure 3B). To

detect the intermolecular FRET signal, we exposed the

cells to 436 nm light to excite Hck-CFP and measured

fluorescence of Nef-YFP or NefAXXA-YFP at 535 nm.

Only cells coexpressing Hck-CFP and Nef-YFP, but not

NefAXXA-YFP, revealed a positive paranuclear FRET sig-

nal, indicating that the Nef-YFP binds to Hck-CFP at the

TGN. Together, these results suggest that targeting to

the TGN enables Nef to then bind an SFK, which subse-

quently stimulates PI3K activity required for Nef to down-

regulate cell-surface MHC-I.

Nef Binding to SFK Increases Association with PI3K

Our determination that PP2 inhibits Nef-associated PI3K

activity and that Nef PXXP75 binds to TGN-localized

SFKs (Figures 2 and 3) suggested that bound SFKs en-

hance the recruitment of PI3K to Nef. In agreement with

this possibility, we found that coexpression of Hck with

Nef, but not NefAXXA, increased the amount of class I

PI3K regulatory subunit p85 that coprecipitated with Nef

and correspondingly increased the amount of Nef-associ-

ated PI3K activity (Figure 4A). Because Nef PXXP75 binds

and activates Hck (Lerner and Smithgall, 2002; and

Figure S7), we asked whether the increased association

of Nef with PI3K required SFK activity. We determined

that, indeed, treatment of the cells with PP2 or coexpres-

sion of Nef with a catalytically inactive Hck mutant (Hck-

KE; Lerner and Smithgall, 2002) blocked Hck activation

(Figure S7) and the increase in coprecipitating PI3K activ-

ity, suggesting that an active SFK bound to PXXP75 is re-

quired for Nef to stimulate recruitment of PI3K. The ability

of Hck-KE to block Nef-mediated PI3K stimulation agrees

with the report that a fragment of Hck containing the SH3

domain can block MHC-I downregulation in CD4+ T cells

(Chang et al., 2001). Next, we asked whether the associa-

tion of PI3K with Hck was dependent upon Nef expres-

sion. We immunoprecipitated endogenous PI3K from cells

that coexpressed Hck with Nef or NefAXXA and detected

coimmunoprecipitating Hck by western blot (Figure 4B),

finding that p85 coimmunoprecipitated Hck in the pres-

ence of Nef, but not NefAXXA. In addition to activating

Hck, Nef also directly activates Src and Lyn (Trible et al.,

2006). As Hck is most abundantly expressed in myeloid

cells, we asked whether Src, which is broadly expressed,

can similarly promote recruitment of PI3K to Nef. Accord-

ingly, we found Src stimulated the amount of PI3K as-

sociated with Nef, but not NefAXXA. It also stimulated

Nef-associated PI3K activity (Figure S8). Together, these
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findings suggest Nef serves as a scaffold to link activated

SFKs to PI3K.

Nef-SFK Recruits ZAP-70 to Stimulate PI3K

The requirement for an active SFK bound to Nef PXXP75 to

stimulate PI3K activity suggested that a Nef-bound SFK

Figure 4. PI3K Recruitment by Nef Requires an Activated SFK

Bound to Nef PXXP75

(A) H9 CD4+T cells infected with VV:WT or recombinant VV expressing

the indicated proteins (moi = 6, 8 hr) were harvested, Nef proteins were

immunoprecipitated, and coimmunoprecipitated Hck and p85 were

detected by western blot. Coimmunoprecipitated PI3K activity was

quantified as described in the legend to Figure 2. PP2 (10 mM) was

added 2 hr prior to cell harvesting where indicated.

(B) H9 CD4+ T cells infected with VV recombinants expressing the in-

dicated proteins (moi = 6 total, 8 hr) were harvested, and p85 was im-

munoprecipitated from the extracts. Coimmunoprecipitated Hck and

Nef were detected by western blot.

Bottom (A and B): Western blot showing expression of Nef and Hck

and the amount of cellular p85.
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Cell Host & Microbe

HIV-1 Nef-Mediated Downregulation of MHC-I
Figure 5. Nef/SFK Recruits and Activates ZAP-70 to Stimulate MHC-I Downregulation

(A) Jurkat CD4+T cells infected with VV:WT or recombinant VV expressing the indicated proteins (moi = 10, 8 hr) in the absence or presence of PP2 (10

mM) were harvested, and pY292ZAP-70 pY319ZAP-70 were detected by western blot. Bottom: Western blot showing expression of the Nef constructs

and the amount of cellular ZAP-70 and actin.

(B) 293T cells expressing ZAP-70 were infected with VV recombinants expressing the indicated proteins and were harvested, Nef proteins were im-

munoprecipitated, and coimmunoprecipitated phospho-ZAP-70 was detected by western blot. Bottom: Western blot showing expression of the Nef,

Hck, and cellular ZAP-70.

(C) Replicate plates of Jurkat, JurkatP116, or JurkatP116.c139 cells were infected with VV:WT or VV:Nef/f (moi = 10, 8 hr). Nef was immunoprecip-

itated, and coimmunoprecipitating ZAP-70 and p85 were detected by western blot. The amount of coimmunoprecipitated PI3K activity was quantified

as described in the legend to Figure 2. Top: Western blot showing the expression of Nef constructs and cellular ZAP-70 and p85.

(D) Jurkat, JurkatP116, or JurkatP116.c139 cells were infected with VV:WT or VV:Nef (moi = 10, 4 hr). The cells were fixed and stained with anti-MHC-I

mAb W6/32 (scale bar, 10 mm). Bottom: Replicate cell cultures were stained with mAb W6/32 and processed for flow cytometry as described in the

Experimental Procedures.
may directly phosphorylate PI3K. Yet we failed to detect

phosphotyrosine on the p85 regulatory subunit that coim-

munoprecipitates with Nef, suggesting that an activated
Cell H
SFK bound to Nef is necessary but not sufficient to stimu-

late PI3K. We thus sought to identify a substrate of the

bound SFK that would stimulate PI3K. Recent studies
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Figure 6. siRNA Depletion of PACS-1 and ZAP-70/Syk Block MHC-I Downregulation in H9 and Primary CD4+ T Cells and in Prom-

onocytic TF-1 Cells

(A) H9 CD4+ T cells were nucleofected with pmaxGFP and either a control siRNA (scr) or siRNAs specific for ZAP-70 or PACS-1. After 60 hr, cells

expressing GFP were collected by FACS, and the amounts of PACS-1, ZAP-70, and actin were determined by western blot.

(B) H9 CD4+ T cells from (A) were infected with VV:WT or VV:Nef (moi = 10, 5 hr) and fixed, and MHC-I molecules were stained with mAb W6/32. Scale

bar, 10 mm.

(C) Primary CD4+ T cells isolated from a healthy donor were cultured in IL-7 and then nucleofected with a control siRNA (scr) or with siRNAs specific for

ZAP-70 or PACS-1. After 60 hr, the cells were infected with VV:WT or VV:Nef (moi = 10, 16 hr) and analyzed by western blot.

(D) Primary CD4+ T cells from (D) were analyzed by flow cytometry using mAb W6/32. Similar results were obtained using Nef+ and Nef� pseudotyped

viruses (data not shown).

(E) TF-1 cells infected with VV recombinants coexpressing Hck with Nef or NefAXXA (moi = 10 total, 8 hr) were harvested, and Flag-tagged Nef or

NefAXXA were immunoprecipitated from the extracts. Coimmunoprecipitated Hck, Syk, and p85 were then detected by western blot. Bottom: West-

ern blot showing expression of Nef, NefAXXA, and Hck constructs and the levels of cellular Syk and p85.

(F) TF-1 cells were nucleofected with pmaxGFP and either a control siRNA (scr) or siRNAs specific for Syk or PACS-1. After 48 hr, cells expressing

GFP were collected by FACS and harvested, and the amounts of PACS-1, Syk, and actin were determined by western blot.

(G) TF-1 cells from (F) were infected with VV:WT or VV:Nef (moi = 10, 5 hr) and fixed, and MHC-I molecules were stained with mAb W6/32. Scale bar,

10 mm.
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show that SFK phosphorylation of Syk or ZAP-70 forms

a tyrosine motif that binds the C-terminal SH2 domain of

p85 to stimulate PI3K- and ARF6-dependent phagocyto-

sis (Moon et al., 2005; Zhang et al., 1998). We tested

whether Nef/SFK usurped ZAP-70 to stimulate PI3K and

found that Nef stimulated the tyrosine phosphorylation

of ZAP-70 at Tyr292, which is necessary for binding p85

(Figure 5A and Moon et al., 2005). By contrast, NefE4A,

NefAXXA, or treatment of Nef-expressing cells with PP2

failed to activate ZAP-70, suggesting that EEEE65 and

binding of an active SFK to Nef PXXP75 are essential for

ZAP-70 activation. We also asked whether Hck could in-

crease the association of Nef with ZAP-70, finding that

Hck, but not inactive Hck-KE, increased the association

of Nef with phosphorylated ZAP-70 (Figure 5B).

We then asked if ZAP-70 is required for Nef-mediated

stimulation of PI3K activity and for Nef to downregulate

cell-surface MHC-I. We expressed Nef in genetically

paired Jurkat-derived cell lines that either lack Syk/ZAP-

70 (P116 cells) or are rescued for ZAP-70 expression

(P116.c39 cells, Figure 5C, top), immunoprecipitated the

Nef molecules, and then quantified the amount of Nef-

associated PI3K activity (Figure 5C). In agreement with

our studies in H9 CD4+ T cells, we found that Nef associ-

ated with PI3K in Jurkat cells. However, Nef failed to asso-

ciate with PI3K in ZAP-70-deficient 116 cells. By contrast,

Nef coimmunoprecipitated PI3K in the ZAP-70-rescued

139 cells. We used the ZAP-70-deficient and -rescued

cell lines to determine whether ZAP-70 is required for

Nef to downregulate cell-surface MHC-I and found that

Nef failed to downregulate MHC-I in the ZAP-70-deficient

116 cells (Figure 5D). However, Nef downregulated cell-

surface MHC-I in the ZAP-70-rescued 139 cells. As these

experiments did not rely on PI3K inhibitors, results from

these Jurkat cells were not confounded by the lack of

PTEN.

siRNA Depletion of PACS-1 or ZAP-70 Inhibits

Nef-Mediated MHC-I Downregulation in Primary

CD4+ T Cells

To establish that our results demonstrating the impor-

tance of ZAP-70 for the Nef-mediated downregulation of

cell-surface MHC-I were not restricted to the Jurkat-

derived cell clones, we asked whether siRNA depletion

of ZAP-70 from H9 CD4+ T cells would similarly block

MHC-I downregulation. We treated H9 CD4+ T cells with

a control siRNA or with siRNAs that specifically depleted

ZAP-70 or PACS-1 (Figure 6A), then expressed Nef in

the siRNA-treated cells and measured MHC-I downregu-

lation (Figure 6B). Depletion of ZAP-70 or PACS-1 re-

pressed MHC-I downregulation, whereas the control

siRNA had no effect. Next, to test whether Nef requires

PACS-1 and ZAP-70 to downregulate MHC-I in primary

CD4+ T cells, we treated primary CD4+ T cells with a con-

trol siRNA or with siRNAs that deplete PACS-1 or ZAP-70

(Figure 6C), then infected the cells with VV:WT or VV:Nef

and measured downregulation of cell-surface MHC-I by

flow cytometry (Figure 6D). Depletion of either PACS-1
Ce
or ZAP-70 inhibited Nef from efficiently downregulating

MHC-I in primary CD4+ T cells.

Finally, whereas ZAP-70 is expressed principally in T

cells, its homolog Syk is broadly expressed in diverse

cell types, including macrophages, which, like resting

CD4+ T cells, constitute a long-lived HIV-1 reservoir (Ste-

venson, 2003). Therefore, we asked whether Nef can use

Syk in addition to ZAP-70 to stimulate PI3K. We deter-

mined that Nef, but not NefAXXA, associated with Hck,

Syk, and PI3K in TF-1 promonocytic cells (Figure 6E). Ac-

cordingly, we treated TF-1 cells with siRNAs that depleted

Syk or PACS-1 (Figure 6F). We then expressed Nef in the

cells and found that siRNA depletion of Syk or PACS-1

blocked Nef-mediated downregulation of MHC-I (Fig-

ure 6G). Similar results were obtained using heterologous

HeLa-CD4+ cells, which also express Syk (Figure S9). To-

gether, our results identify a novel Nef-SFK-ZAP-70/Syk-

PI3K pathway that downregulates cell-surface MHC-I

molecules in diverse HIV-1 target cells.

DISCUSSION

We identify a Nef-SFK-ZAP-70/Syk-PI3K signaling/traf-

ficking pathway that HIV-1 Nef employs to downregulate

cell-surface MHC-I. This pathway appears to be ubiqui-

tous, since interference with SFKs, Syk/ZAP-70, or PI3K

disrupts Nef-mediated MHC-I downregulation in all cell

types examined that express a functional PIP3 phospha-

tase, including primary CD4+ T cells (Figures 1, 5, and 6

and Figures S3 and S9). Whereas SFK activation is usually

triggered by C-terminal dephosphorylation, which relieves

interdomain interactions that mask the active site, HIV-1

Nef overrides these inhibitory interactions by direct bind-

ing of its PXXP75 motif to the SH3 domain on Hck, thereby

unmasking the catalytic domain independent of dephos-

phorylation (Lerner and Smithgall, 2002). Recent studies

show that this mode of Nef-mediated SFK activation

also includes activation of Lyn and Src (Trible et al.,

2006), supporting a role for Nef to directly activate SFKs

expressed in multiple cell types. Interestingly, although

Hck and Src have prominent roles at the plasma mem-

brane, pools of these SFKs are present in other cellular

compartments, including the Golgi/TGN (Bard et al.,

2002; Carreno et al., 2000). Thus, Nef EEEE65, which di-

rects binding to PACS-1, enables Nef PXXP75 to bind

and directly activate SFKs sequestered in TGN-associ-

ated reservoirs. Our determination that PACS-1S278A,

PP2, and Hck-KE block the Nef-mediated stimulation of

PI3K in multiple cell types, whereas expression of Hck or

Src promotes recruitment of PI3K to Nef, supports this

model (Figures 2, 4, and 5 and Figure S8).

Following activation, the Nef-associated SFK pro-

motes recruitment and activation of ZAP-70, which is re-

quired to stimulate the PI3K-dependent downregulation

of cell-surface MHC-I (Figures 5 and 6). In response to

T cell receptor (TCR) ligation, ZAP-70 is recruited to

phosphorylated immunoreceptor tyrosine-based activa-

tion motifs (ITAMs) present on the CD3z cytosolic do-

main, activating this Syk family kinase to phosphorylate
ll Host & Microbe 1, 121–133, April 2007 ª2007 Elsevier Inc. 129



Cell Host & Microbe

HIV-1 Nef-Mediated Downregulation of MHC-I
adaptor molecules that activate T cells (Deane and Fru-

man, 2004). We do not know if Nef directly binds ZAP-

70. Nef lacks an ITAM motif, suggesting that ZAP-70

does not bind by this method. Interestingly, however,

a mutant SIV Nef containing an ArgGln/TyrGlu substitu-

tion creates an ITAM motif that binds to and activates

ZAP-70, mimicking the TCR and costimulatory signals

that permit the aberrant and robust replication of the vi-

rus in unstimulated CD4+ T cells, followed by rapid death

of the host (Luo and Peterlin, 1997). The recent demon-

stration that SFK phosphorylation of ZAP-70 at the

non-YXXM motif pY292 promotes binding of ZAP-70 to

PI3K to increase receptor endocytosis suggests that

HIV-1 usurps components of this cellular PI3K signaling

pathway to stimulate MHC-I downregulation (Moon

et al., 2005). Moreover, the ability of tyrosine phosphory-

lated Syk to also bind p85 (Moon et al., 2005) supports

our determination that Nef can use Syk in place of

ZAP-70 to stimulate PI3K and downregulate cell-surface

MHC-I in cell types ranging from TF-1 promonocytic cells

to HeLa-CD4+ cells, which also express Syk (Figure 6

and Figure S9).

Our experiments identify the hierarchical role of the Nef

EEEE65 and PXXP75 motifs in controlling MHC-I downre-

gulation. Nef EEEE65 and PXXP75 combine to assemble

a Nef-SFK-ZAP-70-PI3K complex that stimulates the

ARF6-controlled endocytosis of cell-surface MHC-I,

whereas Nef M20 promotes delivery of the endocytosed

MHC-I to paranuclear compartments. The inability of Nef

to block delivery of newly synthesized MHC-I to the sur-

face of H9 CD4+ T cells (Figure S4) supports our model

that Nef triggers the downregulation of cell-surface

MHC-I. The recent determination that Nef M20 is required

for recruiting intracellular MHC-I to AP-1, which is neces-

sary for endosome-to-TGN trafficking, is also consistent

with our model (Roeth et al., 2004). However, our results

differ from those of others (Kasper and Collins, 2003;

Larsen et al., 2004), who reported that Nef-mediated

MHC-I downregulation was controlled by a PI3K-indepen-

dent mechanism and that Nef blocks delivery of newly

synthesized MHC-I to the cell surface. Several factors

may have contributed to these differing results. First,

these authors relied on PTEN-deficient cells to ascertain

the role of PI3K in Nef-mediated downregulation of

MHC-I, which possess inordinately high levels of PIP3

and thus respond poorly to PI3K inhibitors (Deane and

Fruman, 2004). The ability of PTEN to rescue sensitivity

of Nef-expressing U373 cells to LY294002 confirms the

shortcoming of these cell lines to study Nef’s role in HIV-

1 immunoevasion (Figure 1) and underscores the large

number of conflicting studies in T cell biology attributed

to the use of PTEN-deficient cell lines (Astoul et al.,

2001). Second, that cell-surface MHC-I is endocytosed

by an ARF6-dependent pathway and is not blocked by dy-

namin/AP-2 mutants (Blagoveshchenskaya et al., 2002;

Le Gall et al., 2000) may also have confounded elucidation

of this MHC-I downregulation pathway (Swann et al.,

2001). Third, in contrast to others (Williams et al., 2005),

we found that the inability of NefE4A and NefAXXA
130 Cell Host & Microbe 1, 121–133, April 2007 ª2007 Elsevier
mutants to downregulate MHC-I was due, at least in

part, to specific defects in the PI3K signaling pathway.

The various studies of Nef expression may also define

two physiologically relevant modes of MHC-I downregula-

tion—a signaling-dependent mode identified here, which

triggers downregulation of cell-surface MHC-I, and a stoi-

chiometric mode, which blocks transport of newly synthe-

sized MHC-I molecules to the cell surface (Kasper and

Collins, 2003; Roeth et al., 2004). Whether the two modes

of MHC-I downregulation reflect reservoir- or host cell-

activation-state-dependent activities of Nef warrants

further investigation.

The recent identification of isoform-specific PI3K inhib-

itors provides new strategies to combat disease. For ex-

ample, PI-103 constrains the growth of gliomas in vivo

(Fan et al., 2006). Thus, the ability of PI-103 to suppress

Nef-mediated downregulation of MHC-I in CD4+ T cells

(Figure 1) suggests that HIV-1 may be an additional target

for this novel inhibitor. Importantly, Nef induces macro-

phages to release chemokines, luring nonactivated T cells

and causing them to become permissive to the virus,

thereby creating a very long-lived HIV-1 reservoir unlikely

to be eradicated by HAART (Stevenson, 2003). Thus, the

ability of PI-103 to inhibit Nef-mediated MHC-I downregu-

lation in naive IL-7-treated primary CD4+ T cells suggests

a novel strategy to combat the virus (Figure 1). Interest-

ingly, whereas PI-103 is a multitargeted PI3K inhibitor, qui-

nazolinone purines, including PIK-23, are exquisitely se-

lective for p110d, which is largely restricted to

leukocytes. As mice lacking an active p110d are viable

(Okkenhaug et al., 2002), specifically targeting this PI3K

isoform may provide a novel approach to disrupt HIV-1

in leukocyte reservoirs without affecting PI3K activity in

other tissues.

The Nef-SFK-ZAP-70/Syk-PI3K axis that we report

here may have implications beyond solely controlling

MHC-I downregulation. The same Nef motifs controlling

MHC-I downregulation are also involved in PAK2 activa-

tion, in the blocking of T cell maturation, and perhaps in

MHC II-mediated antigen presentation. The Nef EEEE65

and PXXP75 SH3 motifs and PI3K are all required to acti-

vate PAK2, which further arms the HIV-1 antiviral coun-

terattack (Das and Jameel, 2005 and our unpublished

data). Similarly, Nef requires the Nef EEEE65 and

PXXP75 motifs to disrupt maturation of CD34+ thymo-

cytes (Stove et al., 2003), and PI3K inhibitors block the

Nef-induced increase in cell-surface levels of immature

MHC-II and FasL, raising the possibility that Nef turns

the host’s own apoptotic arsenal against itself, such

that infected cells kill the very same CD8+ CTLs that tar-

get them by Fas-FasL binding (Das and Jameel, 2005;

Peterlin and Trono, 2003; Zauli et al., 1999). Together,

our results explain the role of the Nef EEEE65 and

PXXP75 motifs for mediating HIV-1 immunoevasion and

potentially additional facets of HIV-1 disease by directing

the formation of a Nef-SFK-ZAP-70/Syk-PI3K multikinase

signaling complex in diverse cell types, and in doing so,

we suggest new strategies to block this pathway in the

treatment of AIDS.
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EXPERIMENTAL PROCEDURES

Cells and Recombinant Virus

293T, HeLa-CD4+, A7 melanoma, U373 astrocytoma, and Jurkat CD4+

leukemic T cells were cultured as described (Blagoveshchenskaya

et al., 2002; Crump et al., 2003). Jurkat-derived P116 and P116.c139

cells (provided by A. Weiss) and H9 CD4+ T cells were cultured in

RPMI-1640 supplemented with 10% FBS. TF-1 promonocytic cells

were cultured in RPMI-1640 supplemented with 10% FBS and 2 ng/

ml GM-CSF (Sigma).

Naive CD4+ T cells were isolated from freshly drawn blood or from

leukapheresed cells donated by four healthy volunteers using

a MACS CD4+ T cell isolation kit (Miltenyi Biotec). The purity of the

CD4+ T cell population was verified by FACS using PE-conjugated

anti-CD4 (mAb Leu-3a, BD). Isolated cells were cultured in RPMI

1640 containing 10% FBS and supplemented with 2 ng/ml IL-7 for 4

days or treated with IL-2 (1 U/ml for siRNA studies or 5 U/ml for PI3K

studies; Sigma) and 1 mg/ml PHA (Sigma) prior to infection.

HIV-1 NL4-3 was grown and titered as described (Scholz et al.,

2005). Vaccinia virus (VV) expressing flag-tagged Nef, NefE4A,

NefAXXA, and NefAXXA-PI3K*, as well as PI3K*, ARF6, ARF6Q67L,

ARNO, ARNOE156K, Src, PACS-1, and PACS-1S278A were generated

and titered on BSC-40 cells as described (Blagoveshchenskaya et al.,

2002; Ely et al., 1994; Scott et al., 2003). VV expressing Hck or Hck-KE

cDNAs (provided by T. Smithgall) or ZAP-70 cDNA (provided by A.

Weiss) were prepared as described (Blagoveshchenskaya et al.,

2002). To produce the HIV pseudotyped viruses NL4-3DG/P-EGFP

and NL4-3DG/P-EGFP/D Nef, 293T cells were cotransfected with the

packaging vector pCMVDR8.2, pMD.G, which expresses VSV-G and

either pNL4-3DG/P-EGFP or pNL4-3:DG/P-eGFP/DNef (provided by

P. Klotman). At 48 hr postinfection, viruses were collected and titered

on 293T cells based on GFP expression. Cells were infected with NL4-

3DG/P-EGFP or NL4-3:DG/P-eGFP/DNef (moi = 5) in the presence of 6

mg/ml polybrene (Sigma).

PI3K Inhibitors and siRNA

PI-103, PIK-23, and PIK-112 (Knight et al., 2006), and LY294002 (Cal-

biochem), were used as indicated. For cell experiments, inhibitors

were added at 21–48 hr postinfection; cells were processed for flow

cytometry at 24–60 hr postinfection, depending upon the donor. Con-

trol (scr) siRNA and siRNAs specific for PACS-1, ZAP-70, Syk, and

PTEN (Dharmacon) were nucleofected into cells according to the ven-

dor’s instructions (Amaxa). In some experiments, cells were conucleo-

fected with pmaxGFP to enrich transfected cell populations by FACS.

FACS and Flow Cytometric Analysis

Where indicated, GFP+ cells were selected using a FACS Vantage flow

cytometer cell sorter. For flow cytometry, cells were washed and re-

suspended in FACS buffer (PBS [pH 7.2] containing 0.5% BSA and

0.1% NaN3). Cells were incubated with mAb W6/32 (1:4000) or mAb

BB7.1 (anti-HLA-A2.1, 1:400; BD) at 4�C for 1 hr. An isotype-matched

antibody was used as a negative control. Cells were then washed and

incubated with PE-conjugated donkey anti-mouse IgG (1:400; Jack-

son IR) at 4�C for 30 min. Cells were washed and analyzed by listmode

acquisition on a FACSCalibur (BD) using CellQuest acquisition/analy-

sis software (BD).

FRET Analysis

Nef-YFP and NefAXXA-YFP were constructed by subcloning the Nef

and NefAXXA cDNAs into peYPF-N1 (Clontech); Hck-eCFP was con-

structed by subcloning the Hck cDNA into peCFP-N1 (Clontech).

HeLa-CD4+ cells were cotransfected with pHck-eCFP and either

pNef-eYFP or pNefAXXA-eYFP (Fugene, Roche). After 24 hr, images

were captured using a 633 oil immersion objective lens and a cooled

CCD camera and recorded using MetaMorph software (Molecular Dy-

namics). To measure FRET, three images were acquired in the begin-

ning with a CFP filter set (lex 436/10 nm, lem 470/30 nm), followed by

a YFP filter set (lex 500/20 nm, lem 535/30 nm) and then a FRET filter
Cell H
set (lex 436/10, lem 535/30 nm). Images were background subtracted,

and the corrected FRET (FRETC) was obtained from the raw FRET im-

ages by subtracting the bleedthrough signals emitted through the CFP

and YFP channels from cells expressing Hck-CFP, Nef-YFP, or

NefAXXA-YFP alone on a pixel-by-pixel basis. The percentage of bleed-

through from the eCFP and eYFP fluorescent signals (typically 45%

CFP and 25% YFP) was determined by dividing the average intensity

of the image obtained using the FRET filter configuration by the aver-

age intensity of the image obtained using the CFP or YFP filter config-

uration, respectively. The difference in FRETC between cells express-

ing Nef-YFP or NefAXXA-YFP was quantified by the following formula:

[(mean pixel intensity)T�area] � [(mean pixel intensity)B�area]/[(mean

pixel intensity)C�area] � [(mean pixel intensity)B�area], where T =

TGN, C = cytosol, and B = background in the extracellular space.

Coimmunoprecipitation, Western Blot, and Antibody Uptake

Cells infected with the indicated VV recombinants were harvested in

PBS containing 1% NP40, protease inhibitors (0.5 mM PMSF and

0.1 mM each of aprotinin, E-64, and leupeptin) and phosphatase inhib-

itors (1 mM Na3VO4 and 20 mM NaF). Where indicated, cells were

treated with 10 mM PP2 (Calbiochem) or 5 mM LY294002 prior to har-

vesting. In some experiments, cells were harvested in PBS and inhib-

itor cocktails without detergent, and then 100,000 3 g membrane pel-

lets were collected and resuspended in PBS containing 1% TX-100

plus inhibitors. FLAG-tagged Nef constructs were immunoprecipitated

with mAb M2-agarose (Sigma), and coimmunoprecipitating proteins

were detected by western blot. The following antibodies were obtained

as indicated: mAb HA.11 (Covance); anti-Hck, anti-Syk, and anti-

SHIP-1 (Santa Cruz); anti-Src, anti-p85, anti-ZAP-70, and anti-SHIP-

2 (Upstate); anti-pY418 (Biosource); anti-phospho292ZAP-70 (BD);

anti-phospho319ZAP-70 and anti-PTEN (Cell Signaling); anti-actin

(Chemicon); anti-Nef (AIDS Research and Reference Reagent Pro-

gram, NIH); and anti-PACS-1(703) (Scott et al., 2006). Antibody uptake

using mAb W6/32 was performed as described (Blagoveshchenskaya

et al., 2002). Residual cell-surface-bound antibody was removed by

a brief acid strip (1% acetic acid, 0.5 M NaCl [pH 3.0]; 30 s) prior to

fixation.

PI3 Kinase Assay

Immunoprecipitates from H9 cells expressing the designated Nef con-

structs were resuspended in assay buffer (20 mM HEPES [pH 7.4], 30

mM MgCl2, and 20 mM ATP) and then incubated with 0.2 mg/ml PI

(Sigma) and 10 mCi [g-32P]ATP for 15 min at RT. Phospholipids were

extracted with an HCl, chloroform/methanol (1:1) solution, spotted

on TLC plates (Fisher), and separated in a solvent mixture composed

of chloroform/methanol/water/NH4OH (45:35:8.5:1.5). 32P-PIP was vi-

sualized by autoradiography and quantified by phosphorimage

analysis.

Immunofluorescence Microscopy

Cells were infected with the designated VV recombinants and either

fixed or pelleted (suspension cell lines) onto poly-L-lysine-treated cov-

erslips and then fixed with 4% paraformaldehyde and processed for

immunofluorescence. Images were captured using a 633 oil immer-

sion objective on a Leica DM-RB microscope and Hamamatsu

C4742-95 digital camera and processed with Scion Image 1.62.

Supplemental Data

The Supplemental Data include nine supplemental figures and can be

found with this article online at http://www.cellhostandmicrobe.com/

cgi/content/full/1/2/121/DC1/.
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Figure S1. Induction of PI3K activity in primary CD4+ T-cells. 

Replicate samples of freshly isolated CD4+ T-cells were harvested immediately or cultured in the 
presence of IL-2 (5U/ml)/PHA (1 µg/ml) or IL-7 at either 5 ng/ml or 20 ng/ml. At the indicated 
time points, cells were harvested, p85 immunoprecipitated, and co-immunoprecipitated PI3K 
activity was measured as described in Experimental Procedures. 
 



 
Figure S2. Nef-mediated CD4 downregulation does not require PI3K activity. 

Primary CD4+ T-cells infected with the Nef- or Nef+ pseudotyped viruses were monitored for cell 
surface CD4 by flow cytometry using APC-conjugated anti-CD4 (BD) as described in 
Experimental Procedures. 
 



 
Figure S3. PTEN siRNA disrupts the ability of PI-103 to inhibit Nef-mediated MHC-I 
downregulation in H9 CD4+ T-cells. 

H9 CD4+ T-cells were nucleofected with pmaxGFP and a control siRNA (scr.) or PTEN siRNA. 
After 60 hr, the cells were infected with VV:Nef (m.o.i. = 10, 4 hr) and then treated or not with 1 
µM PI-103 for 1 hr. Cells were then processed for immunofluorescence microscopy using mAb 
W6/32 as described in Experimental Procedures. Scale bar, 10 µm. 



 
Figure S4. Effect of HIV-1 Nef on cell surface delivery of newly synthesized MHC-I in H9 
CD4+ T-cells. 

Replicate wells of H9 CD4+ T-cells were infected with VV:WT or VV:Nef for 8 hr and then 
pulse-labeled with [35S]Met/Cys for 10 min and chased in the presence of extracellular biotin for 
the indicated times. MHC-I molecules were immunoprecipitated and the biotinylated forms were 
captured with strepavidin agarose and analyzed by SDS-PAGE followed by fluorography. An 
aliquot of each cell lysate was also analyzed by western blot to detect expression of Nef and 
cellular levels of MHC-I (bottom). Quantitation of the [35S]Met/Cys-labeled, biotinylated bands 
revealed Nef reduced the efficiency of cell surface delivery of newly synthesized MHC-I by 7%.  



 
Figure S5. Nef expression in different vector backgrounds. 

Replicate plates of H9 CD4+ T-cells were infected with HIV-1 NL4-3, NL4-3G/P-EGFP 
(pseudotyped Nef+ virus) or VV:Nef/f and the percent of each cell population infected with each 
virus was determined. HIV-1 NL4-3 persistently infected 10% of the cells as determined by 
immunofluorescence microscopy using anti-Gag mAb Hy183, NL4-3G/P-EGFP infected 35% of 
the cells after 60 hr infection as determined by flow cytometry (eGFP+ cells), and VV:Nef/f 
infected 100% of the cells as determined by immunofluorescence microscopy using anti-FLAG 
mAb M2. Based on these values, a proportionate number of total cells in each culture 
corresponding to an equal number of infected cells were harvested and analyzed by western blot 
using anti-Nef. Nef/f migrates slower due to the presence of the FLAG tag. 



 
Figure S6. HIV-1 Nef-mediated downregulation of cell surface MHC-I requires a 
functional ARF6 pathway in H9 CD4+ T-cells. 

H9 CD4+ T-cells expressing Nef alone or co-expressing Nef with either ARF6Q67L or 
ARNOE156K were processed for immunofluorescence microscopy and MHC-I molecules were 
detected with mAb W6/32. Scale bar, 10 µm. 



 
Figure S7. HIV-1 Nef activates Hck in vivo. 

Replicate wells of A7 cells infected with VV recombinants expressing the indicated proteins 
(m.o.i. = 10 total, 8 hr) were harvested and Hck was immunoprecipitated from the extracts. Co-
immunoprecipitated phospho(activated)Hck was then detected by western blot using anti-
pY418Src. The expression levels of Nef and Hck were monitored by western blot (bottom). 



 
Figure S8. HIV-1 Nef combines with Src to stimulate PI3K. 

Replicate wells of TF-1 cells co-infected with VV:Src and either VV:WT, VV:Nef/f or 
VV:NefAXXA/f (m.o.i. = 10 total, 16 hr) were harvested and Nef proteins were 
immunoprecipitated with mAb M2. Co-immunoprecipitated p85, Syk and Src were detected by 
western blot and co-immunoprecipitated PI3K activity was detected as described in the legend to 
Fig. 2. The levels of cellular p85 and Syk as well as the levels of expressed Nef and Src were 
monitored by western blot as shown.  



 
Figure S9. HIV-1 Nef uses the SFK-ZAP70/Syk-PI3K axis to downregulate cell surface 
MHC-I in heterologous cells. 

HeLa-CD4+ cells were nucleofected (Amaxa) with pmaxGFP and either a control siRNA (scr.) 
or siRNAs specific for Syk or PACS-1. After 48 hr, cells were infected with VV:WT or VV:Nef 
(m.o.i. = 10, 3 hr). The cells were then fixed and permeabilized, and MHC-I molecules were 
stained with mAb W6/32 followed by an Alexa546-conjugated secondary antibody. Cells 
transfected with siRNAs specific for Syk or PACS-1 were detected by GFP fluorescence. Scale 
bar, 20 µm. 
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