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#### Abstract

Using the extended Huygens Fresnel principle, the effect of the atmospheric turbulence on the statistical properties of a polychromatic speckle field, generated by a diffuse target, is studied in detail. The results, substantiated by experimental data, indicate that the atmospheric perturbation increases the variance of the received intensity substantially and is sensitive to the wavelength, beam size and beam geometry. The results for the covariance of the received intensity, normalized to the variance, indicate that, at low turbulence levels, reduction in vacuum speckle contrast ratio (VSCR) also reduces the normalized covariance but, with further increase in the turbulence level, reduction in the vacuum speckle contrast ratio increases the normalized covariance. Also it is found that for small detector spacings, the normalized covariance remains approximately constant


even with substantial increase in the turbulence level. By resolving the time delayed covariance of the received intensity (TDC), into coherent and incoherent terms, it is shown that for large time delays, the time delayed covariance is determined by the incoherent fluctuations and for poor vacuum speckle contrast ratio, the time delayed covariance is not very sensitive to the wind velocity. Finally it is shown that due to the atmospheric perturbation that the probability density function of the received intensity changes from an $M$-distribution or a sum of exponential distributions in vacuum to a $K$-distribution or a weighted sum of K-distributions in the presence of the turbulent at mosphere.

## CHAPTER I

## INTRODUCTION


#### Abstract

Of the two types of flow of liquids and gases, turbulent flow, characterized by the random spatial and temporal fluctuations of fluid mechanical parameters such as pressure, temperature and velocity, is more common in nature as well as in technological applications than laminar flow. A turbulent flow is characterized by its rotational, three-dimensional, nonlinear, diffusive and stochastic nature. 1 As examples, one can consider the turbulent atmosphere around us, the spreading of admixtures in the air, flow of gases in the interstellar nebulae, turbulent flow of water in pipes, high speed jets from nozzles, etc. Monin and Yaglom ${ }^{2}$ 1ist several other examples and consider the theory of turbulent fields in detail in their monumental treatise.

Since the turbulent environment is so common around us, it is essential to understand the nature of turbulent fields and their interaction with electromagnetic and acoustic waves. This is either to find the limitations on designing electromagnetic and acoustic systems in the turbulent environment or to use the effects of the turbulent environment on them to understand the nature of the turbulent fields. For example, the performance of a line of


sight optical communication link or optical coherent radar is severely limited by the turbulent nature of the atmosphere. However, one can use the effects of the turbulent atmosphere to remotely sense wind velocities and the strength of turbulence. Other applications exist in connection with magnetohydrodynamics and turbulent jets.

Great contributions to the theory of turbulence are made by Reynolds, G. I. Taylor, Keller, Friedmann, Prandt 1, Von Karman, Richardson, Kolmogorov, Obukhov and more recently by Kraichnan and Malkus. The treatise by Monin and Yaglom ${ }^{2}$ should be consulted for the vast amount of literature and diversity of problems in the theory of turbulence. More recently Hill 3,4 proposed a new spectrum for the refractive index fluctuations of the turbulent atmosphere which seems very useful. This model is used by Elliott, et al. 5 to describe the turbulence simulated in the laboratory.

Before the development of the ruby laser in 1960, two monographs on the propagation of acoustic and radio waves in random media were written by Chernov, 6 and Tatarskii. ${ }^{7}$ These works are useful to understand laser beam propagation through the turbulent atmosphere. After translation of these works into English by Silverman in 1961, very extensive theoretical and experimental work was accomplished on the effects of the turbulent at mosphere on the laser beam propagation. This work was reviewed by Lee and Harp, 8 by Lawrence and Strohbehn ${ }^{9}$ in 1970 , by

Fante, 10 and by Prokhorov, et al. 11 in 1975 . More recently Fant ${ }^{12}$ updated his earlier review. In addition there is an updated monograph by Tatarskii, 13 a textbook by Ishimaru 14 and an edited monograph by Strohbehn. 15 As stated earlier, most of these works are about the effects of the turbulent medium on a laser beam (on plane and spherical waves) in a line of sight geometry in the context of single scattering. However, Livingstone ${ }^{16}$ considered the effects of multiple scattering in the turbulent atmosphere while Dashen, 17 more recently developed path integrals for waves in random media and considered turbulence, characterized by more than two scales.

The problem of speckle propagation through the turbulent atmosphere, which is immediately applicable to such problems as Optical Radar, remote sensing of wind and Coherent Adaptive Optical Systems (COAT systems), was considered by Holmes et al. 19 Assuming a spatially coherent and monochromatic laser source as the transmitter and a diffuse target at the other end of the path, Lee, Holmes and Kerr ${ }^{18}$ estimated the effects of the turbulent atmosphere and the cross wind on the propagation of the speckle, generated by the diffuse target. Later this work was generalized by Holmes et al. 19 to include the effects of the log-amplitude fluctuations and the feasibility of remote sensing of wind determined. 20 This work is by far the most complete formulation presented on the speckle propagation through the turbulent
atmosphere as it includes all the necessary formulations for the useful first and second order statistics. In this thesis, the monochromatic work cited will be extended by assuming the source to be polychromatic. Fant $e^{21}$ calculated multiple frequency axial coherence functions and Carl Leader ${ }^{22}$ studied the propagation of the spatially partial coherent sources but both works concern line of sight propagation of a laser beam rather than speckle propagation.
1.1 Outlines of the Thesis

In the next chapter, an introduction to speckle phenomena and the reduction of speckle contrast due to the presence of a large number of modes in the laser and due to the lack of coherence of the laser source, when several frequencies are present, is discussed. An important contribution, regarding the number of patterns into which a given polychromatic speckle pattern can be resolved is developed.

In Chapter III, the four point two-frequency amplitude, phase, and cross correlation functions and the corresponding structure functions are derived for a spherical wave. These are generalizations of the results of Yura ${ }^{23}$ and Ishimaru. 24 Limitations on the validity of these results are discussed at the end of that chapter.

In Chapter IV, a formulation for the time delayed correlation function of the received intensity for a polychromatic speckle field after propagation through the turbulent atmosphere is given. This formulation will be used to develop all other statistical parameters of the received field in the subsequent chapters.

In Chapter V, using the results from the previous chapters, expressions for the mean and the variance for the received intensity are given and the results are compared with experimental data. The effects of the source parameters (beam size, number of modes, beam geometry, and wave length) and the propagation parameters (path length and turbulence level) on the atmospheric perturbation are discussed in detail and a very useful phenomenological explanation for the behavior of the variance is given.

In Chapter VI, the covariance of the received intensity is derived and the results are compared with experimental data. The relation of the covariance scale size to the Fresnel zone size, the beam size at the transmitter and the lateral coherence length at the target plane is discussed for a given value of the vacuum speckle contrast ratio. Also variation of the covariance (normalized to the variance) for different turbulence levels for several values of the vacuum speckle contrast ratio is discussed. Extensive numerical calculations have been used to obtain the correct behavior of the covariance scale size for several values of
the vacuum speckle contrast ratio to estimate the relative effects of the partial coherence of the transmitter.

In Chapter VII, an approximate numerical approach to estimate the time delayed covariance of the intensity is described. Since previously no numerical results were presented for the monochromatic case, this method was applied to the monochromatic case first and then extended to the problem of the polychromatic case. Using the time delayed covariance function to measure the cross wind along the path and the effects of the detector integration time are also discussed. In addition the results for the autocorrelation function of the received intensity and the spectrum of the received intensity fluctuations are given.

In Chapter VIII, the probability density function of the received intensity after propagation through the turbulent atmosphere is considered and the results are compared with the experimental data. Since the previously proposed exponential probability density function ${ }^{18}$ for the intensity of a speckle pattern in the turbulent atmosphere is correct under the phase dominance assumption, only if the log-amplitude effects are not considered, a new probability density function for the received intensity fluctuations of the speckle pattern, including log-amplitude effects, was derived first for the monochromatic case and the results are extended to the polychromatic case.

In Chapter IX, final conclusions for the theoretical and experimental work in this thesis are given and the future directions for the extension of this work are discussed.

The appendices include several programs, written by the author for the numerical evaluation of the various statistical parameters developed in this thesis.

## CHAPTER II

EFFECT OF THE COHERENCE OF A LASER SOURCE ON THE CONTRAST AND THE NUMBER OF THE DOMINANT EIGENVALUES IN ITS SPECKLE PATTERN

A speckle pattern is formed when partially coherent light is scattered off a rough surface or when coherent light propagates through a turbulent medium. Statistical properties of speckle patterns are dependent on the coherence properties of the laser source and the relevant turbulence parameters. If a surface is very rough i.e. the standard deviation of the optical path differences involved on the surface is very much greater than the wave length of the incident 1 ight and the source is coherent as in the case of most lasers, running in a single axial and transverse mode, the contrast of the speckle pattern is unity and the pattern has a striking granular appearance. If the surface is not sufficiently rough or if the incident light is not spatially or temporally coherent, the pattern gets washed out and the speckle contrast reduces (note it is difficult to see speckles in white light). Even though speckle-1ike phenomena are known elsewhere in physics, for example the temporal statistics of incoherent light, 25 theory of narrow band electrical noise 26 and radio wave propagation, 27 interest in speckle phenomena started with
the working of lasers. There was some work on the polychromatic speckle patterns by Ramachandran. ${ }^{28}$ Also Goodman ${ }^{29}$ in an unpublished but well-known report, developed the statistics of the speckle patterns and related the contrast of the speckle pattern to the roughness of the surface and bandwidth of the incident light. He showed that in case of very rough surfaces, if the incident light is spatially and temporally coherent, the statistics of the field is Complex-Gaussian and so the intensity follows an exponential distribution. Among other workers, Parry, 30, 31 Pedersen ${ }^{32,33}$ McKechnie ${ }^{34}$ and Dainty ${ }^{35}$ studied the effects of polychromatic and partially coherent speckle patterns. The state of art in the theory and applications of the laser speckle pattern is summarized in an excellent monograph edited by Dainty. ${ }^{36}$ A more general theory of electromagnetic scattering off rough surfaces is discussed in detail by Beckmann and Sphizhichono. ${ }^{37}$

In this chapter the effects of surface roughness and coherence properties of the incident 1 ight on the contrast and the number and magnitudes of dominant eigenvalues of the speckle will be studied.

### 2.1 Effects of Surface Roughness and Bandwidth of the Incident

 Light on the contrast and Number of the Dominant Eigenvalues of the Speckle PatternThe determination of the probability density function of the intensity for a speckle pattern formed when a polychromatic source of known spectral distribution is incident on a very rough surface has been considered by various authors.

Using a Karhunen-Loeve expansion, the complex speckle field $A(x, k)$ at a point $x$ in the polychromatic speckle pattern when incident light is of unit intensity and wave number $k$ can be expressed as 38,39
$A(x, k)=\sum_{i=1}^{\infty} a_{i} \Psi_{i}(k)$
where the $a_{i}$ 's are the random coefficients of the deterministic functions $\Psi_{i}$. The $\Psi_{i}$ 's are chosen to be complete orthonormal functions with respect to the source spectral distribution $S(k)$ by requiring that
$\int \Psi_{i}(k) \Psi_{j}(k) S(k) d k=\delta_{i j}$

If the speckle field due to any wavelength in the range where $S(k)$ is nonzero is normally distributed, then the random coefficients will also be normally distributed. In addition, they will be uncorrelated and independent if the expansion functions are chosen
to satisfy the Fredholm equation 40
$\int S(k) \Gamma_{A}\left(k, k^{\prime}\right) \Psi_{i}^{*}\left(k^{\prime}\right) d k^{\prime}=\lambda_{i} \Psi_{i}(k)$
where
$\left.\Gamma_{A}\left(k, k^{\prime}\right)=\langle A(x, k)\rangle A^{*}\left(x, k^{\prime}\right)\right\rangle$
and is the correlation function of the complex random fields. The kernel of Eq.(2.3) is not symmetric but it can be made symmetric by choosing a modified set of orthogonal functions, $\phi_{i}$, such that the eigenvalue equation then becomes
$\lambda_{i} \phi_{i}(k)=\int \sqrt{S(k)} \sqrt{S\left(k^{\prime}\right)} \Gamma_{A}\left(k, k^{\prime}\right) \phi_{i}\left(k^{\prime}\right) d k^{\prime}$

It follows that the mean intensity and the variance are given by
$\langle I(x)\rangle=\sum_{i=1}^{\infty} \lambda_{i} \quad$ and $\sigma_{I}{ }^{2}=\sum_{i=1}^{\infty} \lambda_{i}{ }^{2}$
Having solved Eq. (2.4) for the eigenvalues, the probability density function for the intensity is given by ${ }^{29}$
$P_{I}(I)=\sum_{i=1}^{N} \frac{C_{i}}{\lambda_{i}} \quad e^{-I / \lambda_{i}}$
where
$C_{i}=\underset{\substack{ \\j \neq i}}{N} \lambda_{i} /\left(\lambda_{i}-\lambda_{j}\right)$

One method of solving Eq. (2.4) for the $N$ dominant eigenvalues is to take $N$ samples at appropriate wave numbers $k_{i}$ and solve the resulting $N$ linear equations for the corresponding eigenvalues. Since the system of equations is homogenous, this can be accomplished by diagonalizing the correlation matrix $S$,
$[S]=\left[\begin{array}{lllll} & & & \\ R\left(k_{1}, k_{1}\right) & R\left(k_{1}, k_{2}\right) & \ldots & . & R\left(k_{1}, k_{N}\right) \\ R\left(k_{2}, k_{1}\right) & R\left(k_{2}, k_{2}\right) & \ldots & \cdots & R\left(k_{2}, k_{N}\right) \\ \cdot & & & \\ \cdot \\ \cdot \\ R\left(k_{N}, k_{1}\right) & R\left(k_{N}, k_{2}\right) & \ldots & . & R\left(k_{N}, k_{N}\right)\end{array}\right]$
where
$R\left(k_{i}, k_{j}\right)=\sqrt{S\left(k_{i}\right)} \sqrt{S\left(k_{j}\right)} \Gamma_{A}\left(k_{i}, k_{k}\right)$

However since N is not known a priori, either N must be initially very large or successively increased, $S$ diagonalized and the resultant eigenvalues compared to determine if all the dominant eigenvalues have been determined. Either approach could be very time consuming and consequently a method of determining N without first having to solve for the eigenvalues is needed.

Let $J_{N}$ be equal to the ratio of the sum of the $N$ smallest eigenvalues out of a total of 2 N eigenvalues to the sum of all 2 N eigenvalues. Then since $\lambda_{i}<1$, if $J_{N} \ll 1$, all the dominant
eigenvalues will have been included. It should be noted that $\mathrm{J}_{\mathrm{N}}$ equals the fractional error in the mean intensity that will result if only the $N$ largest eigenvalues are considered. Fukunaga ${ }^{41}$ considered a similar problem and using his results it can be shown that
$J_{N}=\sum_{i=1}^{N}\left\{R\left(k_{2 i}, k_{2 i}\right)-R\left(k_{2 i}, k_{2 i-1}\right)-R\left(k_{2 i-1}, k_{2 i}\right)+\right.$
$\left.R\left(k_{2 i-1}, k_{2 i-1}\right)\right\} / \sum_{i=1}^{N}\left\{R\left(k_{2 i}, k_{2 i}\right)+R\left(k_{2 i-1}, k_{2 i-1}\right)\right\}$

It should be noted that Eq. (2.9) approaches the ratio described above only for N large enough such that $\mathrm{J}_{\mathrm{N}}$ is small. If $J_{N}$ is now calculated using Eq. (2.9) for successively increasing values of $N$, a point will be reached where $J_{N}$ is suitably small and $N$ has been determined. At this point the $N$ dominant eigenvalues are determined by diagonalizing the matrix in Eq. (2.7) and then used in Eq. (2.6) to determine the probability density function of the intensity. The question of what is a suitably small value of $J_{N}$ will be addressed in the next paragraph. The eigenvalues of matrix Eq. (2.7) are determined numerically using the computer program given in Appendix A.

In order to investigate the question of what is an appropriate value of $J_{N}$ to use as a cutoff point in determining $N$, the method has been applied to the case of a Gaussian spectral
distribution given by
$S(k)=\frac{1}{\sqrt{2 \pi} W} \exp \left[-\left(k-k_{o}\right)^{2} / 2 W^{2}\right]$
where $W$ is the bandwidth and $k$ is the wave vector. The rough surface is assumed to have a Gaussian spectral correlation function with $2 W \sigma_{z}$ equal to $\sqrt{15}$, and where $\sigma_{z}{ }^{2}$ is the optical path variance on the surface. The results are shown in Figure 2.1 which shows the probability density functions for several values of $N$ and Table 2.1 which lists the corresponding eigenvalues and $J_{N}$ 's. It appears that since all the normalized eigenvalues are less than unity, from Eq.(2.5) it follows that an error of $5 \%$ in the mean value of intensity corresponds to an error, less than $5 \%$, in the variance, the actual reduction depending on the magnitudes of the eigenvalues. This was investigated for the cases where $2 \mathrm{~W} \sigma_{z}=$ $\sqrt{ } 3, \sqrt{ } 15, \sqrt{ } 63$, and $\sqrt{ } 99$ and it is noticed that the optimum choice of samples for this example is approximately given by

$$
J_{N}=3 \sqrt{1+\left(2 W \sigma_{z}\right)^{2}}
$$

In fact by substituting Eq. (2.8) for $R\left(k_{i}, k_{j}\right)$ in Eq. (2.9) and rearranging the terms, it can be shown that the above choice of $N$ corresponds to about $6 \%$ error in the mean value of the intensity. Also from Table 2.1 it is noticed that choosing $N$ greater than the number given by Eq.(2.9) in general does not change the


Figure 2.1 Probability density function of the intensity, on the basis of the eigenvalues in Table 2.1 for different values of N .

Table 2.1. Dominant eigenvalues of a polychromatic speckle pattern with Gaussian spectral density and Gaussian spectral correlation on the surface corresponding to equally spaced samples with $\mathrm{N}=4,8,12$ and 18 for $2 \mathrm{Wo}_{z}=\sqrt{15}$ (sampling range $-3 W$ to $+3 W$ ).

| Eigenvalues | $\mathrm{N}=4$ | $\mathrm{N}=8$ | $\mathrm{N}=12$ | $\mathrm{N}=18$ |
| :---: | :---: | :---: | :---: | :---: |
| $\lambda_{1}$ | . 458272 | . 510685 | . 399915 | . 39910 |
| $\lambda_{2}$ | . 444980 | . 249931 | . 239950 | . 239947 |
| $\lambda_{3}$ | . 047588 | . 121985 | . 143972 | . 143968 |
| $\lambda_{4}$ | . 047590 | . 061233 | . 086394 | . 086380 |
| $\lambda_{5}$ |  | . 027674 | . 051834 | . 051824 |
| $\lambda_{6}$ |  | . 017809 | . 031208 | . 031081 |
| $\lambda_{7}$ |  | . 004421 | . 018553 | . 018611 |
| $\lambda_{8}$ |  | . 003915 | . 011746 | . 011087 |
| $\lambda_{9}$ |  |  | . 006182 | . 006520 |
| $\lambda_{10}$ |  |  | . 004879 | . 003741 |
| $\lambda_{11}$ |  |  | . 001399 | . 002066 |
| $\lambda_{12}$ |  |  | . 001323 | . 001085 |
| $\lambda_{13}$ |  |  |  | . 000525 |
| $\lambda_{14}$ |  |  |  | . 000111 |
| $\lambda_{15}$ |  |  |  | . 000047 |
| $\lambda_{16}$ |  |  |  | . 000016 |
| $\lambda_{17}$ |  |  |  | . 000009 |
| $\lambda_{18}$ |  |  |  | . 000000 |
| $\mathrm{J}_{\mathrm{N}}$ | . 337549 | . 122425 | . 058665 | . 026977 |
| Normalized <br> Variance <br> from above <br> eigenvalues | . 41384978 | . 34839531 | . 2558 | . 25116 |
| Normalized <br> Variance <br> from the <br> Theory | . 25 | . 25 | . 25 | . 25 |

eigenvalues significantly. For comparison, the normalized variance from the actual theory and as calculated from each set of eigenvalues are also listed in the table.

An approximate probability density function for the intensity that has been suggested by Parry, 43 Goodman 42 and Barakat 40 is an $M$-distribution given by
$P(I)=\frac{M^{M} I^{M-1} e^{-M I /\langle I\rangle}}{\langle I\rangle^{M} \Gamma(M)}$
where $\Gamma(\ldots$.$) is the gamma function. It is derived by assuming$ that all the $M$ dominant eigenvalues are equal. When this is not true, then considerable errors can occur, particularly for values of intensity around its mean value. This is illustrated in Figure 2.2 which shows the actual distribution and the corresponding $M$-distribution $(M=4)$. Since the eigenvalues tend to be equal as $M$ becomes larger, the $M$-distribution is accurate only if $M$ is large. For the example given, there is substantial difference between the actual and the approximate distribution for the values of the intensity around the mean value.

Using a Gaussian model for the rough surface, the normalized variance of the received intensity is given by 32

$$
\begin{equation*}
\sigma_{I}{ }^{2} /\langle I\rangle^{2}=1 / \sqrt{1+\left(2 W \sigma_{z}\right)^{2}} \tag{2.12}
\end{equation*}
$$



Figure 2.2 Comparison of the probability density function using actual eigenvalues with the approximate M-distribution.
where 2 W is the bandwidth and $\sigma_{\mathrm{z}}{ }^{2}$ is the optical path variance. So either as the bandwidth increases or as $\sigma_{z}$ increases, the normalized variance reduces. This effect has been used to measure the roughness of the surfaces. ${ }^{33}$. Additional representations and characterizations of Gaussian random processes in terms of independent random variables are discussed by Pierre 44 and Ray and Driver. 45

### 2.2 Dependence of Speckle Contrast on the Coherence of the Incident Light

It has been shown by several workers ${ }^{36}$ that the contrast of a speckle pattern reduces as the coherence of the incident laser light reduces. McKechnie ${ }^{34}$ actually used this property to reduce the contrast of speckle patterns. Lasers exhibit poor spatial as well as temporal coherence properties, when running in several longitudinal or transverse modes either in a pulsed or in a continuous mode. Coherence properties of a ruby laser were first studied by Collins, Nelson, Schalow, Bond, Barret and Kaiser. 46 Berkeley and Wolga ${ }^{47}$ studied a pulsed ruby laser and noticed that the fringe visibility, in a Young's interference experiment, is dependent on the number of modes present in the laser. Chang and Kilcoyne ${ }^{48}$ studied the partial coherence of pulsed multimode radiation from a ruby laser and concluded that the pulsed radiation is not coherent across the beam cross section and it should be
treated as a sum of several coherent patches. This reduces the fringe contrast in a Young's interference experiment as they had noticed. Also the effect of the path differences involved when several longitudinal modes are present in the laser beam and its effects on the visibility of the fringes is well known in holography and has been worked out by Foreman 49 and Cathey. 50 Fringe visibility in this case is a periodic function of $L / N$ where $L$ is the length of the cavity and $N$ is the number of the longitudinal modes (all modes are assumed to be of equal amplitude). Collier 51 et al. considered use of gas lasers in interferometry and showed that the fringe visibility is strongly dependent on the number of modes present in the laser. When many modes are present, the laser output may not be coherent across its beam size as the beam size may be substantial compared to $\mathrm{L} / \mathrm{N}$. In this section, a simple analysis, following Sotskii and Goncharenko, 52 is presented to relate the degree of the coherence of the laser and the number of modes present in the laser emission.

Assuming that the emission of the laser consists of $N$ plane harmonic waves with different frequencies ( $\omega^{\prime}$ s) and directions of propagation (wave vectors $k^{\prime} s$ ) but with equal amplitude (unity), the analytical signal $V(x, t)$ of such a field is given by 53
$V(x, t)=\sum_{j=1}^{N_{l}} e^{i\left(k_{j} x-w_{j} t\right)}$

The mutual coherence function at two space time points, $\Gamma\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)$ following Wolf53 is given by
$\Gamma\left(x_{1}, t_{1} ; x_{2}, t_{2}\right)=\left\langle V\left(x_{1}, t_{1}\right) V^{*}\left(x_{2}, t_{2}\right)\right\rangle$
where the angle brackets <....〉 in this case indicate averaging over time following the ergodic assumption. Using Eqs.(2.13) and (2.14), the mutual coherence function is given by

$$
\begin{equation*}
\Gamma_{12}\left(x_{1}, t_{1}: x_{2}, t_{2}\right)=\sum_{j=1} e^{i\left\{k_{j} \overline{x_{1}-x_{2}}-w_{j} \overline{t_{1}-t_{2}}\right\}} \tag{2.15}
\end{equation*}
$$

For a stationary process, writing $x_{1}-x_{2}=x$ and $t_{2}-t_{1}=\tau$ the normalized complex degree of coherence is given by

$$
\begin{equation*}
y_{12}(x, \tau)=\Gamma_{12}(x, \tau) / \Gamma_{12}(0,0)=(1 / N) \sum_{j=1}^{N} e^{i\left\{k j x-w_{j} t\right\}} \tag{2.16}
\end{equation*}
$$

The modulus of the above function is then given by

$$
\begin{equation*}
\left|y_{12}(x, \tau)\right|^{2}=\left(1 / N^{2}\right) \sum_{n, s=1}^{N} e^{i\left(\overline{w_{n}-w_{s}} \tau+\overline{k_{n}-k_{s}} x\right)} \tag{2.17}
\end{equation*}
$$

The effect of the spatial modes will now be considered. Assuming the laser radiation spreads in a small angle and $\tau=0$, the spatial wave vector of the $s$ th mode is approximately given by
$k_{s}=k_{o}+\Delta k_{s}$
where

$$
\begin{equation*}
\Delta k_{s}=\lambda_{0} s /\left(2 \alpha_{0} n\right) \tag{2.18}
\end{equation*}
$$

where $\alpha_{0}$ is the beam size, $n$ is the refractive index of the medium and $\lambda_{0}$ is the wavelength. From this the spatial coherence of the laser beam is given as
$\left|Y_{12}(x)\right|^{2}=\sin ^{2}\left[\pi N x / 4 \alpha_{0} n\right] /\left(N^{2} \sin ^{2}\left[\pi x / 4 \alpha_{0} n\right]\right)$

Consider now the temporal coherence by assuming $\mathrm{x}=0$ in
Eq. (2.17). For the longitudinal modes in a cavity of length $L$, it is known
$\mathrm{w}_{\mathrm{q}}-\mathrm{w}_{\mathrm{s}}=\Pi_{\mathrm{c}} /[\mathrm{nL}(\mathrm{q}-\mathrm{s})]$
where q and s refer to mode numbers, n is the refractive index and $c$ is the velocity of 1 ight. Then the temporal coherence of the emission is given by
$\left|y_{12}(\tau)\right|^{2}=\sin ^{2}\left[N \Pi_{c} \tau / 2 n L\right] /\left(N^{2} \sin ^{2}\left[\Pi_{c} \tau / 2 n L\right]\right)$
It is clear from the above expressions that the radiation is completely coherent if and only if the emission consists of a
single longitudinal and transverse mode and that the coherence length (time) quickly reduces as the number of modes increases. The above theory is derived assuming a stationary laser emission. For non-stationary emission, the mutual coherence function from Eqs.(2.13) and (2.14), is given by
$\left|y_{12}(\tau)\right|^{2}=\left(1 / N^{2}\right)\left[N+2 \sum_{n\rangle_{s}=1}^{N} \cos \left\{\overline{k_{n}-k_{s}} x-\overline{w_{n}-w_{s}} \tau\right\}\right]$

Since the distribution of the frequencies (within the limits of the width of the emission line) and the propagation directions of the modes will be completely random for all the modes, the second term in the numerator of Eq.(2.22) will be zero and the coherence of the laser emission is given by $\left|Y_{12}(\tau)\right|^{2}=1 / \mathrm{N}$

Thus for non-stationary emission, the laser radiation will be partially coherent, the degree of coherence being determined by the number of the modes.

As the degree of coherence of the incident laser source reduces, the speckle contrast also reduces for a given roughness of the surface. In applications, such as remote sensing of the crosswind, pulsed lasers such as $\mathrm{CO}_{2}$, Nd:YAG lasers are being used. Coherence properties of these lasers are very poor and the contrast of a speckle pattern, formed when these lasers are scattered off an extremely diffuse target, is very low. Holmes et
al. 54 report a contrast of .142 for the speckle pattern, generated when a pulsed Nd:YAG laser is scattered off a diffuse target, located at a distance of 500 meters from the transmitter-receiver plane and attributed it to a large number of longitudinal and transverse modes. Fossey et al. 55 reported a speckle contrast of .55 when using an Argon laser (without etalon in the cavity) in the same experiment and they attributed it to the presence of several longitudinal modes in the laser. In addition the following experiments were conducted by the author. Two almost identical laser beams are superimposed and the resultant beam scattered off white paper. Initially the contrast of the speckle pattern due to each beam was found to be very high by blocking the other beam. But when the contrast of the total speckle pattern was measured with both the laser beams present, it was found to be poor (the corresponding normalized variance is .45). This result was independent of the fact whether the bright and dark patches of the speckles due to each beam overlap or not. This indicates that both patterns behave as if they are statistically independent. This is true because there is no interference between two independent lasers, when the detector integration time is too large to resolve the beats between them. These results are summarized in Table 2.2, where the mean, the second moment and the normalized variance of the intensity of each speckle pattern and the total speckle pattern are given (the slight variation in the normalized

## Table 2．2 DATA ON THE TWO BEAM SPECKLE EXPERIMENT

|  | Average <br> Intensity | Second <br> Moment | Variance | Normalized <br> Variance |
| :--- | :--- | :---: | :---: | :---: |
| First Beam（ $\left.I_{1}\right)$ | 187.39 | 67395 | 32280 | .92 |
| Second Beam（ $I_{2}$ ） | 182.39 | 63622 | 30356 | .91 |
| Superimposed <br> Two Beams | 372.59 | 203744 | 64291 | .47 |
| Position 非1 | 349.59 | 174697 | 52484 | .43 |
| Position 非2 | 397.99 | 228892 | 70486 | .445 |
| Position 非3 |  |  |  |  |

variance is due to the fact that in order to decorrelate the speckle patterns by an order of speckle size, one of the beams has to strike the target at a very small angle to the normal and the resultant speckle pattern falls on the detector at an angle). Figures 2.3 and 2.4 give the probability density function of the intensity of the speckle pattern due to each beam separately. It can be seen that the resultant statistics in each case is approximately exponential. Figure 2.5 gives the probability density function of the total speckle pattern when both laser beams are superimposed for 3 different positions, such that in position (1), the speckles due to each beam only overlap, in position (2) the speckles due to each beam only partially overlap and in position (3), the speckle patterns are completely decorrelated. It is noticed that there is no significant difference in the nature of the probability density function or in the normalized variance. This reduction in speckle contrast is due to the fact that both the laser beams, however identical they may be, are statistically independent and thus remain incoherent with respect to each other. In this case, the complex speckle field is no longer Gaussian and so the fields due to each beam should be added on intensity basis. In addition, the contrast of the speckle pattern, generated when an argon laser beam, at $.488 \mu \mathrm{~m}$, without an etalon in the cavity is scattered off a white paper target, was measured and was found to be . 34 . Figure 2.6 gives the probability density function of the


Figure 2.3. Probability density function of the intensity of speckle pattern when only one beam is present (Beam 1).


Figure 2.4. Probability density function of intensity of speckle pattern when only one beam is present (Beam 2).


Figure 2.5. Probability density function of the intensity of speckle pattern when two laser beams are superimposed. Positions refer to the conditions when the speckle patterns are completely correlated, partially correlated and completely decorrelated.


Figure 2.6. Probability density function of the intensity of a speckle pattern formed, when a multimode argon laser is scattered off a white paper.
speckle pattern, generated in this case. In Figure 2.7, the cumulative experimental probability values are compared with the theoretical values, using an $M$-distribution with $M=2.875$. It can be seen that there is an excellent agreement between the theory and the experiment.

In the above experiments, an ensemble average over a set of rough surfaces was achieved by rotating the target very slowly. The reduction in speckle contrast of the superimposed beam cannot be due to the target rotation since for a single beam very high contrast was observed. The intensity correlation between the two speckle patterns is related to the correlation between the corresponding field correlations. The correlation between the fields from two different sources is zero. Had there been correlation between the fields, a single speckle pattern of very high contrast would have been observed. Over an ensemble of patterns, the fields due to both beams would be added incoherently. That both the speckle patterns are fundamentally independent can be observed from Table 2.2 where the total average is the sum of averages of both beams and the total variance is the sum of variances. In addition, additional reduction in speckle contrast can be due to the fact that individual longitudinal modes may have a different phase curvature.


Figure 2.7. Comparison of theoretical and experimental values of the cumulative density function of the intensity for a multimode argon laser on probability paper.

### 2.3 Speckle Averaging

The speckle theory is closely related to the theory of coherence. An important work in the theory of coherence is the quantum mechanical representation of optical fields due to Glauber 56 who also showed that incoherent 1 ight of very narrow bandwidth can be formed by superimposing several identical but statistically independent lasers. In addition, classical models were developed by Mandel and Wolf. 57 The role of coherence concepts in the speckle theory was examined recently by Goodman. 58 Goodman also showed that a speckle pattern is only locally stationary and thus the average of a speckle over an ensemble of surfaces is not the same as the spatial average over the pattern. Similarly due to nonergodicity, the average of the speckle patterns over time is also not an ensemble average. So one must, while studying the statistical properties of the speckle averaging over both ensembles (sources and rough surfaces) must be used.

### 2.4 Conclusions

In this chapter important aspects of speckle theory were detailed. In particular, a very useful method for determining the eigenvalues of a polychromatic or partially coherent speckle pattern was developed. It must be noted that the criterion for N
in Eq.(2.9) is not just a matter of selecting sufficient samples for solving the Eq. (2.4) but emphasizes the fact that a polychromatic or partially coherent speckle pattern can be resolved into a few dominant Gaussian speckle patterns. Also the effects of laser coherence on the contrast of speckle were discussed. Since most of the sources for applications such as COAT systems, wind sensing systems, etc., are pulsed laser sources, which run in several longitudinal and transverse modes, the speckle contrast from diffuse targets will be poor. Then the received speckle pattern can be treated as a sum of several independent Gaussian speckle patterns. This fact is used in the subsequent chapters to study the effects of the turbulent atmosphere on a speckle pattern with a poor vacuum speckle contrast ratio.

FOUR POINT TWO FREQUENCY CORRELATION AND STRUCTURE FUNCTIONS IN THE TURBULENT ATMOSPHERE

In order to develop the theory of polychromatic speckle propagation through the turbulent atmosphere, the four point two frequency amplitude correlation function, the four point two frequency phase correlation function, the four point two frequency correlation function for amplitude at one frequency and phase at another frequency and finally the two frequency amplitude, phase and wave structure functions are needed. Since the extended Huygens Fresnel approximation is used in the subsequent theory, all the above formulations should be developed for a spherical wave. Since the four point two frequency correlations have not yet been reported in the literature, these formulations are developed in this chapter from fundamentals. The results in this chapter are generalizations of the results of Yura ${ }^{23}$ and Ishimaru. ${ }^{24}$

### 3.1 FOUR POINT TWO FREQUENCY CORRELATION FUNCTIONS

Consider a spherical wave propagating through a random medium, the refractive index of which is given by
$\mathrm{n}(\mathrm{r})=1+\mathrm{n}_{1}(\mathrm{r})$
here $n_{1}(r)$ is the fluctuating part and $n_{1} \ll 1$. Choosing the $z$ axis as the direction of propagation, the electrical field satisfies the Helmholtz wave equation given by $\left[\nabla^{2}+\mathrm{k}^{2}\left\{1+\mathrm{n}_{1}(\mathrm{r})\right\}^{2}\right]_{\mathrm{U}_{1}}=0$

Under frozen turbulence conditions, when a vector cross wind of velocity $V$ is present, the fluctuation part of the refractive index term $n_{l}$ at time $t$, in plane $z^{\prime}$ is related to the random spectral amplitude $d v\left(K, z^{\prime}\right)$ by the relation 63
$n_{1}\left(\bar{\rho}^{\prime}, \bar{z}^{\prime}, t\right)=\int_{-\infty}^{\infty} e^{i \overline{\mathrm{~K}} \cdot\left(\bar{\rho}^{\prime}-\overline{\mathrm{V}} \mathrm{t}\right)} \mathrm{dv}\left(\mathrm{K}, z^{\prime}\right)$
where $\bar{\rho}^{\prime}$ is the transverse vector at $z^{\prime}$ and $K$ is the spatial wave vector of the refractive index fluctuat ons. The random spectral amplitude $d \nu(K, z)$ satisfies the relation ${ }^{59}$
$\left\langle\mathrm{d} \nu(\mathrm{K}, \mathrm{z}) \mathrm{d} \nu^{*}\left(\mathrm{~K}^{\prime}, \mathrm{z}^{\prime}\right)\right\rangle=\mathrm{F}_{\mathrm{n}}\left(\mathrm{K}, \mathrm{z-}-\mathrm{z}^{\prime}\right) \delta\left(\mathrm{K}-\mathrm{K}^{\prime}\right) \mathrm{d} \mathrm{K}^{\prime} \mathrm{dK}$
where the angle brackets $\langle>$ indicate the ensemble average and $\mathrm{F}_{\mathrm{n}}(\mathrm{K}, \mathrm{z})$ is the two-dimensional spectral density of the refractive index fluctuations. If the random medium is assumed to be stationary and dispersion is negligible, the spatial correlation of refractive index fluctuations $\mathrm{B}_{\mathrm{n}}\left(\overline{\mathrm{x}}_{1}, \overline{\mathrm{x}}_{2}\right)$ is given by using Eqs.(3.3) and (3.4), as
$\mathrm{B}_{\mathrm{n}}\left(\overline{\mathrm{x}}_{1}, \overline{\mathrm{x}}_{2}\right)=\left\langle\mathrm{n}_{1}\left(\overline{\mathrm{x}}_{1}\right) \mathrm{n}_{1}{ }^{*}\left(\overline{\mathrm{x}}_{2}\right)\right\rangle$
$=\int d^{2} K F_{n}\left(K, z_{1}-z_{2}\right) e^{-i K \cdot\left[\left(\bar{\rho}_{1}-\bar{\rho}_{2}\right)-V\left(t_{1}-t_{2}\right)\right]}$
the coordinate $\bar{x}$ being $(\bar{\rho}, z)$. Let $\bar{r}$ be a coordinate vector in the transmitter plane and $\bar{p}$ be a vector in the receiver $p l a n e$, both planes being perpendicular to the direction of propagation, the z-axis. To derive the correlation functions, it is enough to consider only the line of sight geometry.

By using the Rytov method, 60 the solution for Eq. (3.2) is
$U_{1}(\bar{r}, \bar{p})=U_{0}(\bar{r}, \bar{p}) e^{i \psi(\bar{r}, \bar{p})}$
where $U_{0}(\bar{r}, \bar{p})$ is the solution in free space and $\psi(\bar{r}, \bar{p})$ is the effect of the random medium. Then from the results of Tatarskii, 60
$U_{1}(\bar{r}, \bar{p})=\left(k^{2} / 2 \pi\right) \int d^{3} x n_{1}(\bar{x}) U_{0}(\bar{r}, \bar{x}) \frac{e^{i k R(\bar{x}, \bar{p})}}{R(\bar{x}, \bar{p})}$
and
$U_{o}(\bar{r}, \bar{x})=\frac{e^{i k R(\bar{x}, \bar{r})}}{R(\bar{x}, \bar{r})}$
where $R(\bar{x}, \bar{r})$ is the distance between the vector coordinates $\bar{x}$ and $\bar{r}$. By using the Hygens Fresnel approximation for $\psi(\bar{r}, \bar{p}) 62,63$ and using Eq. (3.3) for $n_{1}(\bar{x})$, as $\psi=U_{1} / U_{0}$
$\Psi(\bar{r}, \bar{p})=\frac{k^{2}}{2 \pi} e^{\frac{i k\left|\bar{r}_{1}-\bar{p}_{1}\right|^{2}}{2 L}} \int d^{3} x_{1} e^{\frac{i k\left|\bar{\rho}_{1}-\bar{r}_{1}\right|^{2}}{2 z_{1}}}$
$e^{\frac{i k\left|\bar{\rho}_{1}-\bar{p}_{1}\right|^{2}}{2\left(L-z_{1}\right)}} \int e^{-i K \cdot\left(\bar{\rho}_{1}-\bar{v}_{1}\right)} d v\left(K, z_{1}\right)$
In the above integral, $\bar{\rho}_{1}$ is the transverse vector coordinate in the plane $z_{1}$. The integration over $\bar{\rho}_{1}$ can be extended to $\pm \infty$, even though the approximation is not valid for sufficiently large values of $|\rho|$. This is because, the integral over the region, where $|\rho|$ is large, is zero due to the rapid oscillations of the integrand in this region. Then completing the integral over $\rho_{1}$, we get

$$
\begin{gather*}
\Psi(\bar{r}, \bar{p})= \\
i k \int_{0}^{L} d z_{1} \int_{-\infty}^{\infty} d \nu\left(K, z_{1}\right) e^{\left(i K^{2} / 2 k\right) z_{1}\left(1-z_{l} / L\right)}  \tag{3.9}\\
e^{-i\left[\left(z_{1} / L\right) \bar{p}_{1}+\left(1-z_{l} / L\right) \bar{r}-\overline{\mathrm{V}} t_{1}\right] \cdot \overline{\mathrm{K}}}
\end{gather*}
$$

The complex function $\Psi(\bar{r}, \bar{p})$ can be resolved into a real part $\chi(\bar{r}, \bar{p})$, which represents the amplitude fluctuations and $\phi(\bar{r}, \bar{p})$, which represents the phase fluctuations. Then from Eq.(3.9), we get

$$
x(\bar{r}, \bar{p})=\left[\Psi(\bar{r}, \bar{p})+\Psi^{*}(\bar{r}, \bar{p})\right] / 2
$$

L $\quad \infty$
$=k \int_{0} d z_{1} \int_{-\infty} d v\left(K, z_{1}\right) e^{-i\left[\left(z_{1} / L\right) \bar{p}+\left(1-z_{1} / L\right) \bar{r}-\overline{\mathrm{V}} \mathrm{t}_{1}\right] \cdot \bar{K}}$

$$
\begin{equation*}
\sin \left[K^{2} z_{1}\left(1-z_{1} / L\right) / 2 k\right] \tag{3.10}
\end{equation*}
$$

and
$\phi(\bar{r}, \bar{p})=(1 / 2 i)\left[\Psi(\bar{r}, \bar{p})-\Psi^{*}(\bar{r}, \bar{p})\right]$
$=k \int_{0}^{L} d z_{1} \int_{-\infty}^{\infty} d \nu\left(K, z_{1}\right) e^{-i\left[\left(z_{1} / L\right) \bar{p}+\left(1-z_{1} / L\right) \bar{r}_{1}-\overline{\mathrm{V}} t_{1}\right]} \cdot \overline{\mathrm{K}}$
$\cos \left[\mathrm{K}^{2} \mathrm{z}_{1}\left(1-\mathrm{z}_{1} / \mathrm{L}\right) / 2 \mathrm{k}\right]$

To find the four point, two frequency correlation functions, consider two point sources at different frequencies $\mathrm{k}_{1}$ and $\mathrm{k}_{2}$, the positions of which are at coordinate vectors $\bar{r}_{1}$ and $\bar{r}_{2}$, in the plane $z=0$. Consider now two points in the receiver plane, their positions being given by the transverse coordinates $\overline{\mathrm{p}}_{1}$ and $\overline{\mathrm{p}}_{2}$ in the receiver $p l a n e z=L$. The four point two frequency amplitude correlation function, is the correlation between the amplitude fluctuations at a point $\overline{\mathrm{P}}_{1}$ in the receiver plane at a time $\mathrm{t}_{1}$ due to a point source at $\bar{r}_{1}$ in the transmitter plane at a frequency $k_{1}$ and the amplitude fluctuations at a point $\bar{p}_{2}$ in the receiver plane at time $t_{2}$ due to a point source at $\bar{r}_{2}$ in the transmitter plane at a frequency $k_{2}$ and is denoted as $C_{\chi}\left(\bar{r}_{1}, \bar{p}_{1}, t_{1}, k_{1} ; \bar{r}_{2}, \bar{p}_{2}, t_{2}, k_{2}\right)$. $C_{\chi}\left(\bar{r}_{1}, \bar{p}_{1}, t_{1}, k_{1} ; \bar{r}_{2}, \bar{p}_{2}, t_{2}, \mathrm{k}_{2}\right)=\left\langle\chi\left(\bar{r}_{1}, \bar{p}_{1}, t_{1}, k_{1}\right) \chi{ }^{*}\left(\bar{r}_{2}, \bar{p}_{2}, t_{2}, k_{2}\right)\right\rangle$ $=k_{1} k_{2} \int_{0}^{L} d z_{1} \int_{0}^{L} d z_{2} \int_{0}^{\infty} F_{n}\left(K, z_{1}-z_{2}\right) d^{2} K$

$$
\begin{align*}
& \left.\left.\left.\quad+\left(1-z_{2} / L\right) \bar{r}_{2}-\overline{\mathrm{V}} \mathrm{t}_{2}\right] \cdot \overline{\mathrm{~K}}\right]\right\} \\
& \sin \left[\mathrm{K}^{2} \mathrm{z}_{1}\left(1-\mathrm{z}_{1} / \mathrm{L}\right) / 2 \mathrm{k}_{1}\right] \sin \left[\mathrm{K}^{2} \mathrm{z}_{2}\left(1-\mathrm{z}_{2} / \mathrm{L}\right) / 2 \mathrm{k}_{2}\right] \tag{3.12}
\end{align*}
$$

Changing the variables $z_{1}$ and $z_{2}$ to $\xi$ and $\eta$ where $2 \eta=z_{1}+z_{2}$ and $\xi=z_{1}-z_{2}$ and not ing that $F_{n}(K, \xi)=0$ for $|\xi|>L_{0}$ where $L_{0}$ is the scale length of inhomogeneties (outer scale), we get
$\mathrm{C}_{\mathrm{x}}\left(\overline{\mathrm{r}}_{1}, \overline{\mathrm{p}}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1}: \overline{\mathrm{r}}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)$
$=2 k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{L} d \xi \int_{0}^{\infty} F_{n}(K, \xi) d^{2} K$
$e^{-i\left[\{(\eta+\xi / 2) / L\} \bar{p}_{1}+\{(1-n+\xi / 2) / L\} \bar{r}_{1}-\overline{\mathrm{V}} t_{2}\right] \cdot \bar{K}}$
$e^{i\left[\{(\eta-\xi / 2) L\} \bar{p}_{2}+\{(1-n-\xi / 2) / L\} \bar{r}_{2}-\overline{\mathrm{V}} \mathrm{t}_{2}\right] \cdot \overline{\mathrm{K}}}$
$\sin \left[K^{2}(\eta+\xi / 2)(L-\eta+\xi / 2) /\left(2 L k_{1}\right)\right]$
$\sin \left[K^{2}(\eta-\xi / 2)(L-\eta-\xi / 2) /\left(2 L k_{2}\right)\right]$
Since in the region of important integration, the terms involving $\xi$ may be neglected except in the spectral density $\mathrm{F}_{\mathrm{n}}(\mathrm{K}, \xi)$. As $\xi=$ 0 for $|\xi|>L_{0}$ the limits of integration can be extended to $\infty$. Since

$$
\int_{0}^{\infty} F_{n}(K, \xi) d \xi=\pi \phi_{n}(K)
$$

where $\phi_{n}(K)$ is the three-dimensional spectral density of refractive index fluctuations, the four point two frequency amplitude correlation function is given by

$$
\begin{align*}
& C_{\chi}\left(\bar{r}_{1}, \overline{\mathrm{p}}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1}: \quad \overline{\mathrm{r}}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right) \\
& =2 \pi k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} d^{2} K \phi_{n}(K) e^{-i\left[(\eta / L)\left(\bar{p}_{1}-\bar{p}_{2}\right)+(1-\eta / L)\left(\bar{r}_{1}-\bar{r}_{2}\right)-\bar{v} \tau\right] \cdot \bar{K}} \\
& \sin \left[K^{2} n(1-n / L) / 2 k_{1}\right] \sin \left[K^{2} n(1-n / L) / 2 k_{2}\right]  \tag{3.14}\\
& \text { where } \tau=t_{1}^{-t_{2}} \text {, by assuming the fluctuations are stationary. For } \\
& \text { isotropic turbulence this reduces to } \\
& C_{\chi}\left(\bar{r}_{1}, \bar{p}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1} ; \overline{\mathrm{r}}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2} \mathrm{k}_{2}\right) \\
& =C_{\chi}\left(\bar{r}_{1}-\bar{r}_{2}, \bar{p}_{1}-\bar{p}_{2}, t_{1}-t_{2}, k_{1}, k_{2}\right)=C_{\chi}\left(\bar{r}, \bar{p}, \tau, k_{1}, k_{2}\right) \\
& =4 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} K d K \phi_{n}(K) \\
& J_{0}\left(K\left|\frac{\eta}{L} \bar{p}+\left(1-\frac{\eta}{L}\right) \bar{r}-\bar{v} \tau\right|\right) \\
& \sin \left[K^{2} n(1-n / L) / 2 k_{1}\right] \sin \left[K^{2} n(1-n / L) / 2 k_{2}\right]  \tag{3.15}\\
& \text { where } \overline{\mathrm{p}}=\overline{\mathrm{p}}_{1}-\overline{\mathrm{p}}_{2} \text { and } \overline{\mathrm{r}}=\overline{\mathrm{r}}_{1}-\bar{r}_{2} \text {. By substituting the proper spectrum } \\
& \text { of refractive index fluctuations in Eq. (3.14) or (3.15), depending } \\
& \text { on whether the refractive index fluctuations are isotropic or not, } \\
& \text { the amplitude correlation function for the two frequency, four } \\
& \text { point case can be evaluated. } \\
& \text { Now using Eqs.(3.11) and (3.4) and following the same } \\
& \text { arguments used to derive the amplitude correlation function, it can } \\
& \text { be shown that the four point two frequency phase correlation } \\
& \text { function for the isotropic case is given by }
\end{align*}
$$

$C_{\phi}\left(\bar{r}_{1}, \overline{\mathrm{P}}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1} ; \overline{\mathrm{r}}_{2}, \overline{\mathrm{P}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)$
$=4 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} K \phi_{n}(K) d K J_{0}\left(K\left|\frac{\eta}{L}\left(\bar{p}_{1}-\bar{p}_{2}\right)+\left(1-\frac{\eta}{L}\right)\left(\bar{r}_{1}-\bar{r}_{2}\right)-v \tau\right|\right)$
$\cos \left[K^{2} n(1-n / L) / 2 k_{1}\right] \cos \left[K^{2} n(1-n / L) / 2 k_{2}\right]$
Similarly the cross correlation function for the amplitude at a frequency $k_{1}$ at a point $p_{1}$ in the receiver plane at a time $t_{1}$ due to a point source at $r_{1}$ in the transmitter plane and the phase at a frequency $k_{2}$ at a point $p_{2}$ in the receiver plane at $t i m e t_{2}$ due to a point source at $r_{2}$ in the transmitter plane is derived using Eqs.(3.10), (3.11) and (3.4). Following the same arguments as earlier and considering the case of isotropic turbulence the cross correlation function is given as
$C_{X \phi}\left(\bar{r}_{1}, \bar{p}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1}: \overline{\mathrm{r}}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)$
$=4 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} K \phi_{n}(K) d K \cos \left[K^{2} n(1-n / L) / 2 k_{2}\right]$
$J_{0}\left(K\left|(n / L) \overline{p_{1}-p_{2}}+(1-n / L)\left(\overline{r_{1}-r_{2}}\right)-\bar{v} \tau\right|\right) \sin \left[K^{2} n(1-n / L) / 2 k_{1}\right]$

Using these correlation functions the two frequency structure functions can be evaluated.

### 3.2 FOUR POINT TWO FREQUENCY STRUCTURE FUNCTIONS

The four point two frequency amplitude structure function is defined as
$\mathrm{D}_{\mathrm{x}}\left(\overline{\mathrm{r}}_{1}, \overline{\mathrm{P}}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1}: \overline{\mathrm{r}}_{2}, \overline{\mathrm{P}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)$
$=\left\langle\left[x\left(\bar{r}_{1}, \overline{\mathrm{p}}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1}\right)-\mathrm{x}\left(\overline{\mathrm{r}}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)\right]^{2}\right\rangle$
$=C_{\chi}\left(0, k_{1}\right)+C_{\chi}\left(0, k_{2}\right)-2 C_{\chi}\left(\bar{r}_{1}-\bar{r}_{2}, \bar{p}_{1}-\bar{p}_{2}, \mathrm{t}_{1}-\mathrm{t}_{2}, \mathrm{k}_{1}, \mathrm{k}_{2}\right)$
Using Eq.(3.15), we get
$D_{X}=4 \pi^{2} k_{1}{ }^{2} \int_{0}^{L} d \eta \int_{0}^{\infty} k d K \phi_{n}(k) \sin ^{2}\left[k^{2} n(1-\eta / L) / 2 k_{1}\right]$
$+4 \pi^{2} k_{2}{ }^{2} \int_{0}^{L} d \eta \int_{0}^{\infty} k d K \phi_{n}(K) \sin ^{2}\left[K^{2} \eta(1-\eta / L) / 2 k_{2}\right]$
$-8 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta_{0} \int^{\infty} K d K \phi_{n}(K) \sin \left[K^{2} \eta(1-\eta / L) / 2 k_{1}\right]$
$\sin \left[K^{2} n(1-n / L) / 2 k_{2}\right] J_{0}\left(K\left|(\eta / L)\left(\bar{p}_{1}-\bar{p}_{2}\right)+(1-\eta / L)\left(\bar{r}_{1}-\bar{r}_{2}\right)-\bar{v} \tau\right|\right)(3$
Similarly, the four point two frequency phase structure function is
defined as
$D_{\phi}\left(\bar{r}_{1}, \bar{p}_{1}, \mathrm{t}_{1}, \mathrm{k}_{1} ; \overline{\mathrm{r}}_{2}, \overline{\mathrm{P}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)$
$=\left\langle\left[\phi\left(\bar{r}_{1}, \bar{p}_{1}, t_{1}, \mathrm{k}_{1}\right)-\phi\left(\bar{r}_{2}, \overline{\mathrm{p}}_{2}, \mathrm{t}_{2}, \mathrm{k}_{2}\right)\right]^{2}\right\rangle$
and using Eq.(3.16), this is derived as
$D_{\phi}=4 \pi^{2} k_{1}^{2} \int_{0}^{L} d \eta \int_{0}^{\infty} d K \phi_{\eta}(K) \cos ^{2}\left[K^{2} \eta(1-\eta / L) / 2 k_{1}\right]$
$+4 \pi^{2} k_{2}{ }^{2} \int_{0}^{L} d \eta \int_{0}^{\infty} d K \phi_{n}(K) \cos ^{2}\left[K^{2} \eta(1-\eta / L) / 2 k_{2}\right]$
$-8 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} d K \phi_{n}(K) \cos \left[K^{2} n(1-\eta / L) / 2 k_{1}\right]$
$\cos \left[K^{2} n(1-n / L) / 2 k_{2}\right] J_{0}\left(K\left|(n / L)\left(p_{1}-p_{2}\right)+(1-n / L)\left(r_{1}-r_{2}\right)-v \tau\right|\right)$
Finally the two frequency wave structure function is defined as
$D_{\Psi}=D_{X}+D_{\Psi}$
and using Eqs.(3.18) and (3.19), this is given as
$D_{\Psi}=D_{X}+D_{\Psi}$
$=4 \pi^{2} k_{1}{ }^{2} \int_{0}^{L} d \eta \int_{0}^{\infty} \mathrm{KdK} \phi_{\mathrm{n}}(\mathrm{K})$
$+4 \pi^{2} \mathrm{k}_{2}{ }^{2} \int_{0}^{\mathrm{L}} \mathrm{d} \eta \int_{0}^{\infty} \mathrm{dK} K \phi_{\mathrm{n}}(\mathrm{K})$
$-8 \pi^{2} k_{1} k_{2} \int_{0}^{L} d \eta \int_{0}^{\infty} d K K \phi_{n}(K) \cos \left[K^{2} n(1-n / L)\left(1 / k_{1}-1 / k_{2}\right)\right]$
$J_{0}\left(K\left|\left(p_{1}-p_{2}\right)(n / L)+(1-n / L)\left(r_{1}-r_{2}\right)-v \tau\right|\right)$

All the above correlation and the structure functions are required in order to assess the effects of the turbulent atmosphere on the polychromatic speckle propagation.

### 3.3 CHOICE OF THE SPECTRUM OF FLUCTUATIONS

In order to numerically evaluate the above functions for any given data, the three-dimensional spatial spectrum for the refractive index fluctuations in the turbulent at mosphere is needed. The most famous and often used spectrum for optical propagation through the turbulent atmosphere is the Kolmogorov spectrum, given by 63
$\phi_{\mathrm{n}}(\mathrm{K})=.033 \mathrm{C}_{\mathrm{n}}{ }^{2} \mathrm{~K}^{-11 / 3}$.
The above spectrum has been modified by Tatarskii 63 as
$\phi_{\mathrm{n}}(\mathrm{K})=.033 \mathrm{C}_{\mathrm{n}}{ }^{2} \mathrm{~K}^{-11 / 3} \mathrm{e}^{-\mathrm{K}^{2} / \mathrm{K}_{\mathrm{m}}^{2}}$
where $k_{m}=5.92 / \ell_{0}$ to take into consideration the dissipation of energy due to viscosity effects for eddy sizes less than the inner scale of turbulence. For eddy sizes greater than the outer scale of turbulence, the energy in the eddies must be less than that predicted by the Kolmogorov spectrum. This effect is taken into consideration by the Von-Karman spectrum given by ${ }^{63}$
$\phi_{n}(K)=.033 C_{n}^{2}\left(K^{2}+1 / L_{o}{ }^{2}\right)^{-11 / 6} e^{-K^{2} / K_{m}{ }^{2}}$
where $k_{0}=2 \pi / L_{0}$. The spectra (3.22) and 3.23) are good models only in the inertial sub-range, $2 \pi / L_{0} \leq K \leq 2 \pi / \ell_{0}$. In this
they behave like the Kolmogorov spectrum. Outside this range as there is 1 ittle theoretical basis and scant observational support for these spectra, any predicted effects due to scale sizes outside the inner and outer scales of the turbulence may not be valid. More recently, Hill 3,4 proposed a new spectrum which takes into consideration the effects of the inner scale. The three-dimensional Hill spectrum is given by

$$
\begin{equation*}
\phi_{\mathrm{n}}(\mathrm{~K})=\left(C_{\mathrm{n}}^{2} / 4 \pi\right)\left(1 / \mathrm{K}^{3}\right)\left(1+K \ell_{1}\right) e^{-K \ell_{1}} \tag{3.24}
\end{equation*}
$$

Elliott et al. ${ }^{5}$ used this spectrum to describe the temperature fluctuations of turbulence, in a heated tank and studied the effects on the laser beam propagation. They also compared the relative merits of the various spectra for describing the temperature fluctuations of a turbulent medium.

A serious defect of the Hill spectrum is that there is no outer scale term in the final expression for the spectrum. Since phase covariance is strongly dependent on the outer scale size, it is not possible to calculate the phase covariance even for monochromatic wave propagation using the Hill spectrum. Similar difficulties exist while calculating the phase covariance or the structure functions for the two frequency case, if we use the Hill spectrum. The Hill spectrum should be modified to include the outer scale effects, in analogy with the Von Karman spectrum, for use in phase calculations.

In this chapter all the necessary four point two frequency correlation functions and the structure functions, are developed starting from fundamentals and including the effects of the time delay. Substituting $\mathrm{k}_{1}=\mathrm{k}_{2}$, in all the expressions (where k is a wave number), corresponding results of the monochromatic case are obtained. The Hill spectrum is radically different from the rest as it predicts larger values for the variance and the covariance of log-amplitude fluctuations for some values of the ratio of Fresnel zone size to the inner scale of turbulence. For most of the experimental data used in this thesis, the results predicted by the Hill spectrum are approximately the same as the Kolmogorov spectrum. Since the Kolmogorov spectrum is well tested and widely used, all the computer programs in this thesis (except for the phase calculations) were written using this spectrum. For phase calculations, the Von Karman spectrum is used. Additional remarks regarding the Hill spectrum follow at the end of Chapters V and VI.

The two frequency correlation and structure functions have not been derived, even for simple cases for saturation conditions of turbulence (i.e. Rytov variance $\geq$.3). However, following Clifford 64 who derived a form of log-amplitude covariance function in saturation regime by convolving the unsaturated form of log-amplitude covariance function at each point along the path with
the short term modulation transfer function, it may be possible to derive the saturated turbulence forms by knowing the two frequency short term modulation transfer function. However it will be shown in Chapter $V$ that for speckle propagation through turbulence, a two frequency turbulence theory in saturation regime is rarely needed. Also there is not enough experimental data to substantiate any theory proposed. For speckle propagation through turbulence, the unsaturated forms of log-amplitude covariance and wave structure functions are sufficient to develop a good theory.

## CHAPTER IV

THE INTENSITY CORRELATION FUNCTION FOR A POLYCHROMATIC SPECKLE

## PATTERN IN THE TURBULENT ATMOSPHERE

In the design of atmospheric optical systems, using speckle patterns, such as compensation for atmospheric distortion, remote sensing of cross wind, etc. the nature of the speckle pattern produced by a diffuse target at the receiver plane is very important. A very important statistical parameter in this connection is the correlation function of the received intensity at two space time points in the receiver plane. As will be shown later, by knowing this correlation function and the mean intensity at the receiver, all the necessary statistical parameters of the intensity can be determined. The correlation function of the received intensity for two space time points is defined as $B_{I}\left(\overline{\mathrm{P}}_{1}, \mathrm{t}_{1} ; \overline{\mathrm{P}}_{2}, \mathrm{t}_{2}\right)=\left\langle I\left(\overline{\mathrm{p}}_{1}, \mathrm{t}_{1}\right) \mathrm{I}\left(\overline{\mathrm{p}}_{2}, \mathrm{t}_{2}\right)\right\rangle$
where $I\left(\bar{p}_{i}, t_{i}\right)$ is the intensity at a point $\bar{p}_{i}$ at time $t_{i}$ in the receiver plane. This generalized correlation function is evaluated by determining the intensity at two space time points and taking an ensemble average over both space and time as well as over an ensemble of rough surfaces and atmospheres.

### 4.1 ANALYSIS

The path geometry for the problem under consideration is shown in Fig. 4.1. The transmitter and the receiver are located at one end of the path and the laser beam from the transmitter illuminates a diffuse target at the other end of the path after propagation through the turbulent atmosphere. The speckle pattern, formed after the laser beam scattered from the diffuse target, propagates back to the receiver through the turbulent atmosphere. It is assumed that the back scattering is negligible and the outgoing and the incoming radiation experience independent turbulence regions. Also it is assumed that the transmitter consists of a number of discrete frequencies given by $\mathrm{k}_{\mathrm{i}}, \mathrm{i}=1,2, \ldots . \mathrm{N}$ and that the receiver bandwidth is very much smaller than any difference frequency present in the transmitter $\left(\Delta \omega \ll \omega_{i}-\omega_{j}\right)$ but large enough to recover all the amplitude fluctuations in the turbulent atmosphere. Let $\bar{p}, \bar{\rho}$ and $\bar{r}$ denote the transverse coordinates in the receiver, target and the transmitter planes respectively which are perpendicular to the line of sight path if the receiver and the transmitter are sufficiently close. It is known that the intensity fluctuations in the turbulent atmosphere at different frequencies are perfectly correlated for small bandwidths of the transmitter. 65,66 In order that the intensity fluctuations at two different frequencies be decorrelated, very large bandwidth of light or widely separated frequencies are needed.


Figure 4.1. Experimental and theoretical configuration of the path geometry for target generated speckle pattern.

A widely used method of generating speckle field is to illuminate a very diffuse target with the TEM00 laser beam at several frequencies as shown in Fig. 4.1. The field distribution at the transmitter is given as
$U_{o}(r)=\sum_{j=1}^{N} U_{o}\left(r, k_{j}\right)$

$$
\begin{equation*}
=\sum_{j=1}^{N} U_{o j} \exp \left\{-r^{2} / 2 \alpha_{o}^{2}-i k_{j} r^{2} / 2 F\right\} \tag{4.1}
\end{equation*}
$$

where $U_{0}\left(r, k_{j}\right)$ corresponds to the field distribution at the frequency $k_{j}$ and $\alpha_{0}$ and $F$ are the characteristic beam radius and focal length (assumed to be the same at all frequencies without any loss of generality) respectively. The field at the target plane before scattering from the target can be written, using the extended Huygens Fresnel theory, 23,62 as

$$
\begin{align*}
U^{\prime}(\rho) & =\sum_{j=1}^{N} U^{\prime}\left(\rho, k_{j}\right) \\
& =\sum_{j=1}^{N}\left(\left(k_{j} U_{o j}\right) /(i 2 \pi L)\right) \exp \left\{i k_{j}\left(L+\rho^{2} / 2 L\right)\right\} \\
& \times \int \exp \left\{-\left(r^{2} / 2 \alpha_{o}^{2}\right)-i r^{2}\left(k_{j} / 2 L\right)(1-L / F)\right. \\
& \left.-i k_{j}(\bar{r} \cdot \bar{\rho}) / L+\Psi_{l}\left(\rho, r, k_{j}\right)\right\} d \bar{r} \tag{4.2}
\end{align*}
$$

where the random function $\Psi_{1}(\ldots)$ represents the effect of the turbulent atmosphere on the propagation of a spherical wave from a
point located at a point $r$ in the transmitter plane to a point $\rho$ in the target $p l a n e, k$ is the wave number and $L$ is the path length. Similarly the field at the receiver can be written in terms of the fields $U\left(\rho, \mathrm{k}_{\mathrm{j}}\right)$ at the target after scattering as
$U(p)=\sum_{j=1}^{N}\left(k_{j} / i 2 \pi L\right) e^{i k_{j}\left(L+p^{2} / 2 L\right)}$

$$
\begin{equation*}
\times \int d \bar{\rho} U\left(\rho, k_{j}\right) e^{i\left(k_{j} / 2 L\right)\left(\rho^{2}-2 p \cdot \rho\right)+\Psi_{2}\left(p, \rho, k_{j}\right)} \tag{4.3}
\end{equation*}
$$

The fields before and after scattering from the target are related by the properties of the target. The complex random function is given as
$\Psi=x+i \phi$
where x represents the 10 g -amplitude perturbation of a spherical wave due to the atmospheric turbulence and $\phi$, the phase perturbation. Using the above three equations, the expressions for the two point space-time correlation of the received intensity can be developed. When $N$ discrete frequencies are present as in Eq. (4.1), the correlation of the received intensity is given as

$$
\begin{align*}
& B_{I}\left(p_{1}, P_{2}, \tau\right) \\
& =\left\langle U\left(\bar{p}_{1}, o\right) U^{*}\left(\bar{p}_{1}, o\right) U\left(p_{2}, \tau\right) U^{*}\left(p_{2}, \tau\right)\right\rangle \\
& =\sum_{i=1}^{N} \sum_{j=1}^{N}\left[\left(k_{i}{ }^{2} k_{j}{ }^{2}\right) /(2 \pi L)^{4}\right] \iiint \int d_{1} \bar{\rho}_{1} \bar{\rho}_{2} d \bar{\rho}_{3} d \bar{\rho}_{4} \\
& \left\langle U\left(\bar{\rho}_{1}, o, k_{i}\right) U^{*}\left(\bar{\rho}_{2}, o, k_{i}\right) U\left(\bar{\rho}_{3}, \tau, k_{j}\right) U^{*}\left(\bar{\rho}_{4}, \tau, k_{j}\right)\right\rangle \\
& \exp \left\{\left(i k_{i} / 2 L\right)\left[\rho_{1}{ }^{2}-\rho_{2}{ }^{2}-2 \bar{p}_{1} \cdot\left(\bar{\rho}_{1}-\bar{\rho}_{2}\right)\right]+\left(i k_{j} / 2 L\right)\left[\rho_{3}{ }^{2}-\rho_{4}{ }^{2}-2 \bar{p}_{2} \cdot\left(\bar{\rho}_{3}-\bar{\rho}_{4}\right)\right]\right\} \\
& H\left(p_{1}, P_{2} ; \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4} ; \tau ; k_{i}, k_{j}\right) \tag{4.5}
\end{align*}
$$

where, using the generalized spherical wave mutual coherence function, 67 the function $H(\ldots$.$) is given by$
$H\left(p_{1}, P_{2} ; \rho_{1}, \rho_{2}, \rho_{3}, \rho_{4} ; \tau ; k_{i}, k_{j}\right)$
$=\left\langle\exp \left[\Psi\left(p_{1}, \rho_{1}, o, k_{i}\right)+\Psi^{*}\left(p_{1}, \rho_{2}, o, k_{i}\right)\right.\right.$
$\left.+\Psi\left(p_{2}, \rho_{3}, \tau, k_{j}\right)+\Psi^{*}\left(p_{2}, \rho_{4}, \tau, k_{j}\right)\right]>$
$=\exp \left[-1 / 2\left\{D_{\Psi}\left(o, \rho_{2}-\rho_{1}, o, k_{i}, k_{i}\right)-D_{\Psi}\left(p_{2}-p_{1}, \rho_{3}-\rho_{1}, \tau, k_{i}, k_{j}\right)\right.\right.$
$+D_{\Psi}\left(p_{2}-p_{1}, \rho_{4}-\rho_{1}, \tau, k_{i}, k_{j}\right)+D_{\Psi}\left(p_{2}-p_{1}, \rho_{3}-\rho_{2}, \tau, k_{i}, k_{i}\right)$
$\left.-D_{\Psi}\left(p_{2}-P_{1}, \rho_{4}-\rho_{2}, \tau, k_{i}, k_{j}\right)+D_{\psi}\left(0, \rho_{4}-\rho_{3}, o, k_{j}, k_{j}\right)\right\}$
$+2 C_{\chi}\left(p_{2}-P_{1}, \rho_{3}-\rho_{1}, \tau, k_{i}, k_{j}\right)$
$\left.+2 C_{\chi}\left(P_{2}-P_{1}, \rho_{4}-\rho_{2}, \tau, k_{i}, k_{j}\right)\right]$
The two frequency structure function $D \Psi$ and the two frequency
log-amplitude covariance function $C_{\chi}$ are given using the results of the previous chapter for the Kolmogorov spectrum as,

$$
\begin{align*}
& D_{\Psi}=\cdot 132 \pi^{2} L \int_{0}^{1} d u C_{n}^{2}(t) \int_{0}^{\infty} d u u^{-8 / 3} \\
& \times\left[k_{1}^{2}+k_{2}^{2}-2 k_{1} k_{2} \cos \left\{\left(u^{2} t(1-t) L / 2\right)\left(1 / k_{1}-1 / k_{2}\right)\right\}\right. \\
& \left.J_{0}\left\{u\left|t \overline{p_{2}-p_{1}}+(1-t) \overline{\rho_{2}-\rho_{1}}-\overline{\mathrm{V}}\left(t_{2}-t\right)\right|\right\}\right] \tag{4.7}
\end{align*}
$$

and

$$
\begin{aligned}
& C_{X}=\cdot 132 \pi^{2} k_{1} k_{2} L \int_{0}^{1} d t C_{n}^{2}(t) \int_{0}^{\infty} d u u^{-8 / 3} \\
& \sin \left[u^{2} t(1-t) L / 2 k_{1}\right] \sin \left[u^{2} t(1-t) L / 2 k_{2}\right] J_{0}\left\{u \mid t\left(\bar{p}_{2}-\bar{p}_{1}\right)+(1-t)\left(\bar{\rho}_{2}-\bar{\rho}_{1}\right)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.-\bar{v}\left(t_{2}-t_{1}\right) \mid\right\} \tag{4.8}
\end{equation*}
$$

The dummy variable $t$ represents the distance from the source to the field point normalized by the total path L. The function $H(\ldots$.
is the two frequency fourth order mutual coherence function. Since the target is perfectly diffuse, it can be assumed that at the target the fields due to any particular frequency are gaussian (spatially incoherent). If the coherence length of the source is larger than the surface correlation length, the fields before and after scattering can be related as

$$
\left\langle U\left(\bar{\rho}_{1}, o, k_{i}\right) U^{*}\left(\bar{\rho}_{2}, o, k_{i}\right) U\left(\bar{\rho}_{3}, \tau, k_{j}\right) U^{*}\left(\bar{\rho}_{4}, \tau, k_{j}\right)\right\rangle
$$

$$
=\left(4 \pi / k^{2}\right)^{2}\left\langle I\left(\bar{\rho}_{1}, 0\right)\right\rangle\left\langle I\left(\bar{\rho}_{3}, \tau\right)\right\rangle \delta\left(\bar{\rho}_{1}-\bar{\rho}_{2}\right) \delta\left(\bar{\rho}_{3}-\bar{\rho}_{4}\right)
$$

$+\left(4 \pi / k^{2}\right)^{2}\left\langle U\left(\bar{\rho}_{4}, 0\right) U^{*}\left(\bar{\rho}_{4}, \tau\right)\right\rangle\left\langle U\left(\bar{\rho}_{2}, \tau\right) U^{*}\left(\bar{\rho}_{2}, 0\right)\right\rangle$

$$
\delta\left(\bar{\rho}_{1}-\bar{\rho}_{4}\right) \delta\left(\bar{\rho}_{3}-\bar{\rho}_{2}\right) \text { if } k_{i}=k_{j}
$$

$=\left(4 \pi / k_{i} k_{j}\right)^{2}\left\langle I\left(\bar{\rho}_{1}, o, k_{i}\right)\right\rangle\left\langle I\left(\bar{\rho}_{3}, \tau, k_{j}\right)\right\rangle$

$$
\delta\left(\bar{\rho}_{1-} \bar{\rho}_{2}\right) \delta\left(\bar{\rho}_{3-} \bar{\rho}_{4}\right) \text { if } k_{i} \neq k_{j}
$$

Substituting this result in Eq. (4.5) and completing the $\bar{d}_{1}$ and $\mathrm{d}_{3}$ integrations, the correlation of the received intensity is given by

$$
\begin{equation*}
B_{I_{1}}(p, \tau)=C_{I_{1}}(p, \tau)+C_{I_{2}}(p, \tau) \tag{4.10}
\end{equation*}
$$

$C_{I_{1}}(p, \tau)$
$=\left(1 / \pi^{2} L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} \iint d \bar{\rho}_{2} d \bar{\rho}_{4}\left\langle I\left(\bar{\rho}_{2}, o, k_{i}\right)\right\rangle$
$\left\langle I\left(\bar{\rho}_{4}, \tau, k_{j}\right)\right\rangle d^{4 C_{\chi}\left(p_{1}-p_{2}, \rho_{2}-\rho_{4}, \tau, k_{i}, k_{j}\right)}$
and
$C_{I_{2}}(p, \tau)$
$=\left(1 / \pi^{2} L^{4}\right) \sum_{j=1}^{N} \iint d \bar{\rho}_{2} d \bar{\rho}_{4}\left\langle U\left(\bar{\rho}_{4}, o, k_{i}\right) U^{*}\left(\bar{\rho}_{4}, \tau, k_{i}\right)\right\rangle$
$\left\langle U\left(\bar{\rho}_{2}, \tau, k_{i}\right) U^{*}\left(\bar{\rho}_{2}, o, k_{i}\right)\right\rangle e^{i(k / L) \bar{p} \cdot \bar{\rho}^{\prime}} H_{2}\left(p_{1}, p_{2} ; \rho_{2}, \rho_{4} ; \tau: k_{i}, k_{j}\right)$
In order to evaluate Eqs.(4.11) and (4.12), the quantity $\left\langle U\left(\bar{\rho}_{4}, 0, k_{i}\right) U^{*}\left(\bar{\rho}_{4}, \tau, k_{i}\right)\right\rangle$, which is related to the incoherent speckle field at the target, must be calculated. Using Eqs.(4.1) and (4.2),
$\left\langle U\left(\bar{\rho}_{4}, 0\right) U^{*}\left(\bar{\rho}_{4}, \tau\right)\right\rangle$
$=\left(k_{i}{ }^{2} / 4 \pi^{2} L^{2}\right) U_{o i}{ }^{2} \iint \overline{d r}_{1} d \bar{r}_{2} \exp \left[-\left(r_{1}{ }^{2}+r_{2}{ }^{2}\right) / 2 \alpha_{o}{ }^{2}+i\left(k_{i} / 2 L\right)(1-L / F)\right.$
$\left.\left(r_{1}{ }^{2}-r_{2}{ }^{2}\right)-i\left(k_{i} / L\right) \bar{\rho}_{4} \cdot\left(\bar{r}_{1}-\bar{r}_{2}\right)\right]\left\langle\exp \left[\Psi\left(\bar{\rho}_{4}, \bar{r}_{1}, 0\right)+\Psi^{*}\left(\bar{\rho}_{4}, \bar{r}_{2}, \tau\right)\right]\right\rangle(4.13)$
where the two frequency mutual coherence function is given by $\left\langle\exp \left[\Psi\left(\bar{\rho}_{4}, \bar{r}_{1}, 0\right)+\Psi^{*}\left(\bar{\rho}_{4}, \bar{r}_{2}, \tau\right)\right]\right\rangle$
$=\exp \left[-(1 / 2) D_{\psi}\left(o, \bar{r}_{2}-\bar{r}_{1}, \tau\right)\right]$

In Eq. (4.13), changing the variables $r_{1}$ and $r_{2}$ to $R$ and $r$ where $2 R=r_{1}+r_{2}$ and $r=r_{1}-r_{2}$
we get

$$
\left\langle U\left(\bar{p}_{4}, 0\right) U^{*}\left(\bar{p}_{4}, \tau\right)\right\rangle
$$

$=(1 / 2 \pi) k_{i}{ }^{2} U_{o i}{ }^{2}\left(\alpha_{0}{ }^{2} / 2 L^{2}\right) \int d \bar{r} \exp \left[-r^{2} / 4 \alpha_{0}{ }^{2}-i\left(k_{i} / L\right) \bar{\rho}_{4} \cdot \bar{r}\right.$
$\left.-(1 / 2) D_{\psi}(0,-\bar{r}, \tau)-\left(k_{i}{ }^{2} / L^{2}\right)\left(\alpha_{0}{ }^{2} / 4\right)(1-L / F)^{2} r^{2}\right]$
where the following relations are used.
$2 \pi$
$\int_{0}^{2 \pi} d \theta e^{-i a \bar{\rho} \cdot \bar{r}}=2 \pi J_{0}(a \rho r)$
$\int_{0}^{\infty} R e^{-a R^{2}} J_{o}(b R) d R=\left(1 / 2 a^{2}\right) e^{-b^{2} / 4 a^{2}}$

The mean intensity at the target, is needed to complete Eq.(4.11) and can be evaluated by putting $\tau=0$ in Eq.(4.15) and it is given by $\left\langle I\left(\rho_{4}, k_{i}\right)\right\rangle$
$=\left(k_{i}{ }^{2} / L^{2}\right) U_{O i}{ }^{2}\left(\alpha_{0}{ }^{2} / 2\right) \int \operatorname{rdr} J_{0}\left(\overline{k_{i} / L} \rho_{4} r\right) \exp \left[-r^{2} / 4 \alpha_{0}{ }^{2}-\left(r / \rho_{o i}\right)^{5 / 3}\right.$
$\left.-\left(k_{i}{ }^{2} / L^{2}\right)\left(\alpha_{0}{ }^{2} / 4\right)(1-L / F)^{2} r^{2}\right]$
where $\rho_{0}=\left(.545625 \mathrm{C}_{\mathrm{n}}^{2} \mathrm{k}^{2} \mathrm{~L}\right)^{-3 / 5}$ is the lateral coherence length. Substituting Eq.(4.16) in Eq.(4.11) gives,
$C_{I_{1}}(p, \tau)$
$=\left(1 / \pi^{2} L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} \iint d \bar{\rho}_{2} d \bar{\rho}_{4} k_{i}{ }^{2} k_{j}{ }^{2} U_{o i}{ }^{2} U_{o j}{ }^{2}\left(\alpha_{o}{ }^{2} / 4 L^{4}\right)$
$\int r_{1} d r_{1} J_{0}\left(\overline{k_{i} / L} \rho_{4} r_{1}\right) \int r_{2} d r_{2} J_{0}\left(\overline{k_{j} / L} \rho_{2} r_{2}\right)$
$\times \exp \left[-r_{1}{ }^{2} / 4 \alpha_{o}{ }^{2}-r_{2}{ }^{2} / 4 \alpha_{o}{ }^{2}-\left(r_{1} / \rho_{o i}\right)^{5 / 3}-\left(r_{2} / \rho_{o j}\right)^{5 / 3}\right.$
$\left.-\left(\left(k_{i}{ }^{2} \alpha_{0}{ }^{2} / 4 L^{2}\right)(1-L / F)^{2} r_{1}{ }^{2}-\left(k_{j}{ }^{2} \alpha_{0}{ }^{2}\right) / 4 L^{2}\right)(1-L / F)^{2} r_{2}{ }^{2}\right]$
$\times \exp \left\{4 C_{\chi}\left(p, \rho_{2}-\rho_{4}, \tau, k_{i}, k_{j}\right)\right\}$

By changing the coordinates $P_{2}$ and $\rho_{4}$ to $R$ and $\rho$ where $\rho=\rho_{2}-\rho_{4}$ and $2 R=\rho_{2}+\rho_{4}$ and using the expansion 68
$J_{0}\left(k / L r_{1}|\bar{R} \pm \bar{\rho} / 2|\right) \sum_{m=0}^{\infty} \varepsilon_{m}(\mp 1)^{m} J_{m}\left(\overline{k / L} r_{1} R\right) J_{m}\left(\overline{k / L} r_{1} \rho / 2\right) \cos (m \phi)$
where

$$
\begin{align*}
& \phi=\phi_{R}-\phi_{\rho} \quad \varepsilon_{0}=1 \text { and } \varepsilon_{m}=2 \text { if } m=0 \\
& \mathrm{C}_{\mathrm{I}_{1}} \text { is given by } \\
& C_{I_{1}}(p, \tau)=\left[\alpha_{0}{ }^{4} /\left(4 \pi^{2} L^{8}\right)\right] \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} k_{i}{ }^{2} k_{j}{ }^{2} \\
& \int d \bar{\rho} \int d \bar{R} \int r_{1} d r_{1} \int d r_{2} \sum_{m_{1}=0}^{\infty}\left\{\varepsilon_{m_{1}}(-1)^{m_{1}} J_{\mathrm{m}_{1}}\left(\overline{k_{i} / L} \rho / 2 r_{1}\right) J_{m_{1}}\left(\overline{k_{i} / L R r_{1}}\right)\right. \\
& \left.\cos \overline{m_{1}}\left(\overline{\phi_{R}}-\phi_{\rho}\right)\right\}\left\{\sum_{m_{2}=0}^{\infty} \varepsilon_{m_{2}}(+1)^{m_{2}} J_{m_{2}}\left(\overline{k_{i} / L} \rho / 2 V_{2}\right) J_{m_{2}}\left(\overline{k_{j} / L} R r_{2}\right)\right. \\
& \left.\left.\operatorname{cosm} \overline{m_{2}\left(\phi_{R}-\theta_{\rho}\right.}\right)\right\} \exp \left[-r_{1}{ }^{2} / 2 \alpha_{o}{ }^{2}-r_{2}{ }^{2} / 4 \alpha_{o}{ }^{2}-\left(r_{1} / \rho_{o i}\right)^{5 / 3}-\left(r_{2} / \rho_{o j}\right)^{5 / 3}\right. \\
& \left.-\left(\mathrm{k}_{\mathrm{i}}{ }^{2} \alpha_{0}{ }^{2} / 4 \mathrm{~L}^{2}\right)(1-\mathrm{L} / \mathrm{F})^{2} \mathrm{r}_{1}{ }^{2}-\left(\left(\mathrm{k}_{\mathrm{j}}{ }^{2} \alpha_{0}{ }^{2}\right) / 4 \mathrm{~L}^{2}\right)(1-\mathrm{L} / \mathrm{F}) \mathrm{r}^{2}{ }^{2}\right] \\
& \times \exp \left\{4 C_{x}\left(p, p, \tau, k_{i}, k_{j}\right)\right\} \tag{4.19}
\end{align*}
$$

Completing the integral over $\mathrm{d} \theta_{\mathrm{R}}$ gives us,

$$
\begin{aligned}
& C_{I_{1}}(p, \tau)=\left(\alpha_{o}^{4} / L^{8}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} k_{i}^{2} k_{j}^{2} \\
& \times \int d \bar{\rho} \int \operatorname{RdR} \int r_{l} d r_{l} \int r_{2} d r_{2}\left[\sum_{m_{l}=0}^{\infty} \varepsilon_{m_{l}}(-1)^{m_{l}}\right.
\end{aligned}
$$

$$
\left.J_{m_{l}}\left(\overline{k_{i} / L} \overline{\rho / 2} r_{l}\right) J_{m_{l}}\left(\overline{k_{i} / L} R r_{l}\right) J_{m_{l}}\left(\overline{k_{j} / L} \overline{\rho / 2} r_{2}\right) J_{m_{l}}\left(\overline{k_{j} / L} R r_{2}\right)\right]
$$

$$
\exp \left\{-r_{1}^{2} / 4 \alpha_{0}^{2}-r_{2}^{2} / 4 \alpha_{o}^{2}-\left(r_{1} / \rho_{o i}\right)^{5 / 3}-k_{i}^{2} / L^{2} \alpha_{0}^{2} / 4(1-L / F) r_{1}^{2}\right.
$$

$$
\begin{equation*}
\left.-\overline{\left(k_{j}^{2} \alpha_{o}^{2}\right) / 4 L^{2}}(1-L / F)^{2} r_{2}^{2}\right\} \exp \left\{4 C_{\chi}\left(p, \rho, \tau, k_{i}, k_{j}\right)\right\} \tag{4.20}
\end{equation*}
$$

Changing the variables $r_{1}$ and $r_{2}$ to $r_{3}$ and $r_{4}$ where
$\left(k_{i} / L\right) r_{l}=r_{3}$ and $\left(k_{j} / L\right) r_{2}=r_{4}$
Eq. (4.20) can be rewritten as

$$
\begin{aligned}
& C_{I_{1}}(p, \tau)=\left(\alpha_{0}^{4} / 2 \pi L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} \int d \bar{\rho} \int R d R \int r_{3} d r_{3} \\
& \times \int r_{4} d r_{4}\left[\sum_{m=0}^{\infty} \varepsilon_{m}(-1)^{m} J_{m}\left(\overline{\rho / 2} r_{3}\right) J_{m}\left(R r_{3}\right) J_{m}\left(\overline{\rho / 2} r_{4}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.J_{m}\left(\operatorname{Rr}_{4}\right)\right] \exp \left\{-r_{3}{ }^{2} L^{2} / k_{i}{ }^{2} 4 \alpha_{0}{ }^{2}-r_{4}{ }^{2} L^{2} / 4 \alpha_{0}{ }^{2} k_{j}{ }^{2}-\left(\overline{\left.r_{3} L / \overline{k_{i} \rho_{o i}}\right)^{5 / 3}}\right.\right. \\
& \left.-\left(\overline{r 4 L /} / \overline{k_{j} \rho_{o j}}\right)^{5 / 3}-r_{3}{ }^{2}\left(\alpha_{0}{ }^{2} / 4\right)(1-L / F)^{2}-r_{4}{ }^{2}\left(\alpha_{0}{ }^{2 / 4}\right)(1-L / F)^{2}\right\} \\
& \exp \left\{4 C_{\chi}\left(p, \rho, \tau, k_{i}, k_{j}\right)\right\} \tag{4.21}
\end{align*}
$$

The integral over $R$ can be accomplished by using the relation

$$
\begin{equation*}
\int R d R J_{m}\left(r_{3} R\right) J_{m}\left(r_{4} R\right)=2 \delta\left(r_{3}-r_{4}\right) /\left(r_{3}+r_{4}\right) \tag{4.22}
\end{equation*}
$$

Substituting Eq.(4.22) into Eq.(4.21) and completing the integral over $\mathrm{dr}_{3}$,
$C_{I_{1}}(p, \tau)=\left(\alpha_{0}^{4} / 2 \pi L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} \int d \bar{p} \int r_{3} d r_{3}$
$\times\left[\sum_{m=0}^{\infty}(-1)^{m} \varepsilon_{m} J_{m}{ }^{2}\left(\overline{p / 2} r_{3}\right)\right] \exp \left\{-\left(\overline{\left.r_{3}{ }^{2} L^{2}\right) /\left(4 \alpha_{0}{ }^{2}\right)\left(1 / k_{i}{ }^{2}+1 / k_{j}{ }^{2}\right)}\right.\right.$
$\left.-\left(\overline{r_{3} L / k_{i} \rho_{o i}}\right)^{5 / 3}-\left(\overline{r_{3} L} / \overline{k_{j} \rho_{o j}}\right)^{5 / 3}-r_{3}{ }^{2}\left(\alpha_{0}{ }^{2} / 2\right)(1-L / F)^{2}\right\}$
$\times \exp \left\{4 C_{\chi}\left(p, p, \tau, k_{i} k_{j}\right)\right\}$

Using the summation
$\sum_{m=0}^{\infty}(-1)^{m} \varepsilon_{m} J_{m}^{2}(x)=J_{o}(2 x)$
and dropping the index 3 , the final result for $C_{I_{1}}$ as a double integral is given by
$C_{I_{1}}(p, \tau)=\left(\alpha_{0}^{4} / 2 \pi L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} \int d \bar{\rho} \int r d r$
$J_{o}(\rho r) \exp \left\{-\left(r^{2} L^{2} / 4 \alpha_{o}{ }^{2}\right)\left(1 / k_{i}{ }^{2}+1 / k_{j}{ }^{2}\right)-\left(\overline{r L} / \overline{k_{i} \rho_{o i}}\right)^{5 / 3}\right.$
$\left.-\left(\overline{r L} / \overline{k_{j} \rho_{o j}}\right)^{5 / 3}-r^{2}\left(\alpha_{o}{ }^{2} / 2\right)(1-L / F)^{2}\right\} \exp \left\{4 C_{\chi}\left(p, \rho, \tau, k_{i}, k_{j}\right)\right\}$
Similarly, using the Eqs. (4.12) and (4.13) and following the same arguments, $C_{I_{2}}$ is given by
$C_{I_{2}}(p, \tau)=\sum_{i=1}^{N}\left(k_{i}{ }^{2} / 4 \pi^{2} L^{2}\right) U_{o i}{ }^{4}\left(\alpha_{o}{ }^{4} / L^{4}\right) \int d \bar{r}_{2} \int d \bar{\rho}$
$\times \exp \left[-\mathrm{r}_{2}{ }^{2} / 2 \alpha_{\mathrm{o}}{ }^{2}-\mathrm{D}_{\Psi}\left(\mathrm{o},-\overline{\mathrm{r}}_{2},-\tau\right)-\mathrm{r}_{2}{ }^{2} \mathrm{k}_{\mathrm{i}}{ }^{2}\left(\alpha_{\mathrm{o}}{ }^{2} / 2 \mathrm{~L}^{2}\right)(1-\mathrm{L} / \mathrm{F})^{2}\right]$
$\times \exp \left[\overline{i k_{i} / L} \bar{\rho} \cdot\left(\overline{\mathrm{p}}+\overline{\mathrm{r}}_{2}\right)\right] \mathrm{H}_{2}(\overline{\mathrm{p}}, \rho, \tau)$
By changing $r_{2}$ to $r_{3}$ where $\overline{k_{i} / L} r_{2}=r_{3}, C_{I_{2}}$ can also be
written as
$C_{I_{2}}(p, 2)$
$=\sum^{N} U_{o i}{ }^{4}\left(\alpha_{0}^{4} / 4 \pi^{2}\right) \sum d \bar{r} 3 \int d \bar{\rho}$
$\times \exp \left[-r_{3}{ }^{2} L^{2} /\left(2 k^{2} \alpha_{0}{ }^{2}\right)-D_{\Psi}\left(0,-\operatorname{Lr} 3 / k_{i}-\tau\right)-\left(r_{3}{ }^{2} / 2\right) \alpha_{o}{ }^{2}(1-L / F)^{2}\right]$
$\times \exp \left[\begin{array}{lll}\mathrm{i} & \overline{\mathrm{k}} & \mathrm{i} / \mathrm{L} \\ \bar{\rho} \cdot \overline{\mathrm{p}}+\mathrm{i} & \bar{\rho} \cdot \mathrm{r}_{3}\end{array}\right] \mathrm{H}_{2}(\overline{\mathrm{p}}, \bar{\rho}, \tau)$
where
$H_{2}(\bar{\rho}, \bar{p}, \tau)=\exp \left[-D_{\Psi}(o, \bar{\rho}, o)-D_{\Psi}(\bar{p}, o, \tau)\right.$
$+(1 / 2) D_{\Psi}(\bar{p},-\bar{\rho}, \tau)+(1 / 2) D_{\Psi}(\bar{p}, \bar{\rho}, \tau)+2 C_{\chi}(\bar{p},-\bar{\rho}, \tau)$
$\left.+2 C_{X}(\bar{p}, \bar{\rho}, \tau)\right]$

The term $C_{I_{2}}$ term is not derived in detail as it is a straight forward generalization of the corresponding term for the monochromatic case, worked out by Holmes et al. 19

By adding Eqs.(4.25) and (4.26), the two point space time correlation function of the intensity of a polychromatic speckle pattern is given.

### 4.2 CONCLUSIONS

The numerical evaluat ion of $C_{I_{2}}$ was not accomplished previously when $\tau$ is not zero for the monochromatic case. So the two point space time correlation function of the speckle was not numerically evaluated even for the monochromatic case to compare with experimental data. In Chapter VII, an approximate method to evaluate the above expression numerically is described. In the next two chapters, expressions for the variance and the covariance of the received intensity are developed using the above expression and the mean intensity to be calculated later.

In summary, in this chapter, a very general second order statistical parameter, the correlation function of the received intensity when the transmitter consists of N discrete frequencies is evaluated. This will be used in the subsequent formulations to develop all the necessary statistical parameters.

## CHAPTER V <br> THE MEAN AND THE VARIANCE OF THE RECEIVED INTENSITY

In the previous chapter, a general formulation is developed for the two point space time correlation function of the received intensity. From this correlation function and the mean value, the variance of the received intensity can be obtained. A more meaningful parameter is the variance of the received intensity, normalized to the square of the mean of the received intensity. However the mean intensity cannot be evaluated from the two point space time correlation function. In this chapter, we develop the expressions for the mean and the variance and compare the results with experimental data. The variance of the received intensity can be used to obtain the turbulence level $\mathrm{C}_{\mathrm{n}}{ }^{2}$ of the atmosphere and this can be used to compensate for the turbulence in the remote sensing of wind.

### 5.1 MEAN INTENSITY

When the polychromatic speckle field has N discrete frequencies, as described in the earlier chapter, the mean intensity at a point $p$ in the receiver plane is given for the folded path geometry of Fig. 4.1 as
$\langle I(p)\rangle=\left\langle U(p) U^{*}(p)\right\rangle$

$$
\begin{align*}
& \langle I(p)\rangle=\sum_{j=1}^{N} \sum_{i=1}^{N} k_{j} k_{i} / 4 \pi^{2} L^{2} e^{i\left(k_{j}-k_{i}\right)\left(L+p^{2} / 2 L\right)} \\
& \times \iint\left\langle U\left(p_{1}, k_{j}\right) U^{*}\left(\rho_{2}, k_{i}\right)\right\rangle d \bar{\rho}_{1} d \bar{\rho}_{2} \\
& \times \exp \left[i k_{j} / 2 L\left(\rho_{1}^{2}-2 p \cdot \rho_{1}-i k_{i} / 2 L\left(\rho_{2}^{2}-2 p \cdot \rho_{2}\right)\right]\right. \\
& \times\left\langle\exp \left[\Psi_{2}\left(p, \rho_{1}, k_{j}\right)+\Psi_{2}^{*}\left(p, \rho_{2}, k_{i}\right)\right]\right\rangle \tag{5.2}
\end{align*}
$$

Under the assumption that the fields due to different frequencies are uncorrelated, the fields at the target before and after scattering are related as

$$
\begin{align*}
\left\langle U\left(\rho_{1}, k_{j}\right) U^{*}\left(\rho_{2}, k_{i}\right)\right\rangle & =\delta\left(\rho_{1}-\rho_{2}\right) 4 \pi / k_{i}^{2}\left\langle I\left(\rho, k_{i}\right)\right\rangle \text { if } k_{i}=k_{j} \\
& =\text { o if } k_{i} \neq k_{j} \tag{5.3}
\end{align*}
$$

Substituting Eq.(5.3) in Eq.(5.2),

$$
\begin{equation*}
\langle I(p)\rangle=1 / \pi L^{2} \underset{j=1}{\varepsilon_{j}^{N}} \int d \bar{\rho}\left\langle I\left(p, k_{j}\right)\right\rangle \tag{5.4}
\end{equation*}
$$

Substituting for $\left\langle I\left(\rho, \mathrm{k}_{\mathrm{j}}\right)\right\rangle$ from Eq. (4.16),
$\langle I(p)\rangle=\sum_{j=1}^{N} 1 / \pi L^{2} \int \rho \cdot d \rho k_{j}{ }^{2} U_{o j}{ }^{2} \alpha_{o}{ }^{2} / 2 L^{2} \int \operatorname{rdr} \int_{0}^{2 \pi} d \theta e$
$\langle I(p)\rangle=\sum_{j=1}^{N}\left(1 / \pi L^{2}\right) \int \rho d \rho k_{j}{ }^{2} U_{o j}{ }^{2}\left(\alpha_{0}{ }^{2} / 2 L^{2}\right) \int \operatorname{rdr} \int_{0}^{2 \pi} d \theta_{\rho}$
$\times J_{0}\left[\left(k_{j} / L\right) \rho r\right] \exp \left[-r^{2} / 4 \alpha_{o}{ }^{2}-\left(r / \rho_{o j}\right)^{5 / 3}-\left(k_{j}{ }^{2} / L^{2}\right)\left(\alpha_{0}{ }^{2} / 4\right)(1-L / F)^{2} r^{2}\right]$

Using the integral
$\int_{0}^{\infty} \rho J_{0}(\rho r) d \rho=\delta(r) / r$
the mean intensity is given by
$\langle I(p)\rangle=\sum_{j=1}^{N} U_{o j}{ }^{2}\left(\alpha_{o}{ }^{2} / L^{2}\right)=\sum_{j=1}^{N}\left\langle I_{j}\right\rangle$
where 〈I ${ }_{j}$ 〉 is the average intensity at the receiver due to the field at the frequency $k_{j}$ in the transmitter. It is clear from the above expression that the average intensity is independent of the turbulence level and is sum of average intensities due to each transmitted frequency $k_{i}$.
5.2 THE VARIANCE OF THE RECEIVED INTENSITY

The variance of the received intensity is, by definition, given by

$$
\begin{equation*}
\sigma_{I}^{2}=\left\langle I^{2}\right\rangle-\langle I\rangle^{2} \tag{5.7}
\end{equation*}
$$

where $\left\langle\mathrm{I}^{2}\right\rangle$ is the second moment of the intensity and it is a
special case of the correlation function when the two space time points are the same. Therefore, $\left\langle I^{2}\right\rangle$ can be calculated by putting $p=0$ and $\tau=0$ in the equations for $B_{I}(p, \tau)$ in the previous chapter. Thus
$\left\langle I^{2}\right\rangle=C_{I_{1}}(0,0)+C_{I_{2}}(0,0)$
where

$$
\begin{align*}
& C_{I_{1}}=\left(\alpha_{0}{ }^{4} / 2 \pi L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} \cdot U_{o j}{ }^{2} \int d \bar{\rho} \int r d r J_{o}(\rho r) \\
& \times \exp \left[-r^{2}\left(L^{2} / 4 \alpha_{o}{ }^{2}\right)\left(1 / k_{i}{ }^{2}+1 / k_{j}{ }^{2}\right)-\left(r L / \overline{k_{i} \rho_{o j}}\right)^{5 / 3}-\left(r L / \bar{k}_{j}^{\rho} \rho_{o j}\right)^{5 / 3}\right. \\
& \left.\quad-\left(r^{2} \alpha_{0}{ }^{2} / 2\right)(1-L / F)^{2}\right] \times \exp \left[4 C_{\chi}\left(\rho, k_{i}, k_{j}\right)\right] \tag{5.9}
\end{align*}
$$

and

$$
C_{I_{2}}=\sum_{i=1}^{N}\left(U_{o i}{ }^{4} \alpha_{0}^{4} / 2 \pi L^{4}\right) \int d \bar{r} \int \rho d \rho J_{o}(\rho r)
$$

$$
\times \exp \left[-r^{2}\left(L^{2} / 2 k_{i}{ }^{2}\right) \alpha_{0}^{2}-2\left(r L / \overline{k \rho_{0 i}}\right)^{5 / 3}-\left(r^{2} \alpha_{0}^{2} / 2\right)(1-L / F)^{2}\right]
$$

$$
\begin{equation*}
\times \exp \left[4 C_{\chi}\left(\rho, \mathrm{k}_{\mathrm{i}}\right)\right] \tag{5.10}
\end{equation*}
$$

Since $p=0$, integration over $d \theta_{\rho}$ can be completed in Eq.(5.9) and

$$
\mathrm{C}_{\mathrm{I}_{1}} \text { is given by }
$$

$$
C_{I_{1}}=\left(\alpha_{0}{ }^{4} / L^{4}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} U_{o i}{ }^{2} U_{o j}{ }^{2} \int \rho d \rho \int r d r J_{o}(\rho r)
$$

$\times \exp \left[-r^{2}\left(L^{2} / 4 \alpha_{o}{ }^{2}\right)\left(1 / k_{i}{ }^{2}+1 / k_{j}{ }^{2}\right)-\left(r L / \overline{k_{i} \rho_{o i}}\right)^{5 / 3}-\left(r L / k_{j} \rho_{o j}\right)^{5 / 3}\right.$
$\left.-\left(r^{2} \alpha_{o}{ }^{2} / 2\right)(1-L / F)^{2}\right] \times \exp \left[4 C_{\chi}\left(\rho, \mathrm{k}_{\mathrm{i}}, \mathrm{k}_{\mathrm{j}}\right)\right]$
Since $\tau=0 \mathrm{~d} \theta_{\rho}$ and ${ }^{\mathrm{d}}{ }_{\mathrm{r}_{2}}$ integrations can be completed in
Eq. (5.10) and $\mathrm{C}_{\mathrm{I}_{2}}$ is given by
$C_{I_{2}}=\sum_{i=1}^{N}\left(U_{o i}{ }^{4} \alpha_{0}^{4} / L^{4}\right) \int \operatorname{rdr} \int \rho d \rho J_{o}(\rho r)$
$\times \exp \left[-r^{2}{ }^{2}{ }^{2} /\left(2 k_{i}{ }^{2} \alpha_{o}{ }^{2}\right)-2\left(r L / \overline{k \rho_{o i}}\right)^{5 / 3}-r^{2}\left(\alpha_{o}{ }^{2} / 2\right)(1-L / F)^{2}\right]$
$\times \exp \left[4 C_{\chi}\left(\rho, k_{i}\right)\right]$

Since the expectation value of the intensity at each frequency is given as
$\left\langle I_{i}\right\rangle=U_{o i}{ }^{2}\left(\alpha_{o}{ }^{2} / L^{2}\right)$
if the final expression for the variance of the received intensity can be written as
$\sigma_{I}{ }^{2}=\sum_{i=1}^{N} \sum_{j=1}^{N}\left\langle I_{i}\right\rangle\left\langle I_{j}\right\rangle \int \rho d \rho \int \operatorname{rdr} J_{o}(\rho r)$
$\times \mathrm{f}_{1}\left(\mathrm{r}, \mathrm{k}_{\mathrm{i}}, \mathrm{k}_{\mathrm{j}}\right) \exp \left[4 \mathrm{C}_{\chi}\left(\rho, \mathrm{k}_{\mathrm{i}}, \mathrm{k}_{\mathrm{j}}\right)\right]$
$+\sum_{i=1}^{N}\left\langle I_{i}\right\rangle^{2} \int \operatorname{rdr} \int \rho d \rho J_{0}(\rho r)$
$f_{2}\left(r, k_{i}\right) \exp \left[4 C_{\chi}\left(\rho, k_{i}\right)\right]-\left\{\left[\left\langle I_{i}\right\rangle\right\}^{2}\right.$
where
$\mathrm{f}_{1}\left(\mathrm{r}, \mathrm{k}_{\mathrm{i}}, \mathrm{k}_{\mathrm{j}}\right)$
$=\exp \left[-\left(r^{2} L^{2} / 4 \alpha_{o}{ }^{2}\right)\left\{1 / k_{j}{ }^{2}+1 / k_{j}{ }^{2}\right\}-\left(r L / \overline{k_{i} \rho_{o i}}\right)^{5 / 3}-\left(r L / \overline{k_{j} \rho_{o j}}\right)^{5 / 3}\right.$
$\left.-r^{2}\left(\alpha_{0}{ }^{2} / 2\right)(1-L / F)^{2}\right]$
and
$f_{2}(r, k)$
$=\exp \left[-r^{2}\left(L^{2} / 2 \alpha_{0}{ }^{2}\right) k^{2}-2\left(r L / \overline{k \rho_{O i}}\right)^{5 / 3}-\left(r^{2} \alpha_{0}{ }^{2} / 2\right)(1-L / F)^{2}\right]$

The normalized variance of the received intensity can be obtained now by dividing Eq. (5.14) on both sides by the square of the expectation value of the total received intensity.

### 5.3 NUMERICAL ANALYSIS

The term $C_{I_{1}}$ can be evaluated by expanding the function $f_{1}$ in a Fourier-Bessel series 70 as

$$
\begin{equation*}
f_{1}\left(r, k_{i}, k_{j}\right)=\sum_{m} b_{m}\left(k_{i}, k_{j}\right) J_{0}\left(p_{m} r / A_{l}\left(k_{i}, k_{j}\right)\right) \tag{5.17}
\end{equation*}
$$

where the coefficients $b_{m}$ 's are given by

$$
b_{m}\left(k_{i}, k_{j}\right)=\left[2 /\left\{A_{1}^{2}\left(k_{i}, k_{j}\right) J_{1}^{2}\left(p_{m}\right)\right\}\right] \int_{0}^{A_{1}\left(k_{i}, k_{j}\right)} f_{1}\left(r, k_{i}, k_{j}\right)
$$

$$
\begin{equation*}
J_{o}\left[p_{m} r / A_{l}\left(k_{i}, k_{j}\right)\right] r d r \tag{5.18}
\end{equation*}
$$

$$
\begin{equation*}
J_{o}\left(p_{m}\right)=0 \tag{5.19}
\end{equation*}
$$

and $A_{1}$ is chosen such that $f_{1}(r)$ is negligible for some value of $r=A_{1}$, which is dependent on both $k_{i}$ and $k_{j}$. Then $C_{I_{1}}$ is given as
$C_{I_{1}}=\sum_{m} b_{m}\left(k_{i}, k_{j}\right) \exp \left[4 C_{x}\left(p_{m} / A_{1}\left(k_{i}, k_{j}\right), k_{i}, k_{j}\right)\right]$

Similarly $\mathrm{C}_{\mathrm{I}_{2}}$ can be evaluated by expanding the function $\mathrm{f}_{2}$ in a
$f_{2}\left(r, k_{i}\right)=\sum_{m} C_{m}\left(k_{i}\right) J_{o}\left(P_{m} r / A_{2}\left(k_{i}\right)\right)$
where

$$
\begin{align*}
& C_{m}\left(k_{i}\right)=\int_{0}^{A_{2}\left(k_{i}\right)} f_{2}\left(r, k_{i}\right) J_{0}\left(p_{m} r / A_{2}\left(k_{i}\right)\right) r d r \\
& J_{0}\left(p_{m}\right)=0 \tag{5.22}
\end{align*}
$$

and $A_{2}$ is chosen such that $f_{2}$ is negligible for some value of $r=A_{2}$. Then $C_{I_{2}}$ is given as

$$
\begin{equation*}
C_{I}^{2}=\sum_{m} C_{m}\left(k_{i}\right) \exp \left[4 C_{\chi}\left(p_{m} / A_{2}\left(k_{i}\right), k_{i}\right)\right] \tag{5.24}
\end{equation*}
$$

It is convenient to 1 et $\left\langle I_{i}\right\rangle=G_{i}\langle I\rangle$
so that $\sum G_{i}=1$. The normalized variance of the received intensity is then given as
$\sigma_{I_{N}}{ }^{2}=\sigma_{I}{ }^{2} /\langle I\rangle^{2}$
$=\sum_{i=1}^{N} \sum_{j=1}^{N} G_{i} G_{j}\left\{\sum_{m} b_{m}\left(k_{i}, k_{j}\right) \exp \left[4 C_{X}\left(p_{m} / A_{1}\left(k_{i}, k_{j}\right), k_{i}, k_{j}\right)\right]\right\}$
$+\sum_{i=1}^{N} G_{i}{ }^{2}\left\{\sum_{m} C_{m}\left(k_{i}\right) \exp \left[4 C_{\chi}\left(p_{m} / A_{2}\left(k_{i}\right), k_{i}\right)\right]\right\}-1$

For several problems of practical interest, all the frequencies are sufficiently near enough that we can replace all the frequencies under consideration by the center frequency. This approximation is valid at least for pulsed sources which give a poor vacuum speckle contrast when scattered off a rough target.

By defining an atmospheric perturbation term $A P\left(k_{i}, k_{j}\right)$ as

$$
\begin{align*}
& \operatorname{AP}\left(k_{i}, k_{j}\right)=\left\langle I_{i} I_{j}\right\rangle /\left\langle I_{i}\right\rangle\left\langle I_{j}\right\rangle \\
& =\sum_{m} b_{m}\left(k_{i}, k_{j}\right) \exp \left[4 C_{\chi}\left(P_{m} / A_{1}\left(k_{i}, k_{j}\right), k_{i}, k_{j}\right)\right] \tag{5.26}
\end{align*}
$$

the normalized variance of the received intensity $\sigma_{I_{N}}{ }^{2}$ can be written as

$$
\begin{equation*}
\sigma_{I_{N}}{ }^{2}=\sum_{i} G_{i}{ }^{2} A P\left(k_{i}, k_{i}\right)+\sum_{i} \sum_{j} G_{i} A P\left(k_{i}, k_{j}\right)-1 . \tag{5.27}
\end{equation*}
$$

Eq.(5.27) can be used to predict the effect of the atmospheric turbulence on the polychromatic speckle if the intensities of each line or mode in the laser is known. If the bandwidth of the source is small, a more convenient form, for Eq.(5.27) can be written in terms of the vacuum speckle contrast ratio (VSCR), as

$$
\begin{equation*}
\sigma_{I_{N}}^{2}=\left\{\sum_{m} b_{m} \exp \left[4 C_{\chi}\left(p_{m} / A, k, k\right)\right]\right\}\left[1+(V S C R)^{2}\right]-1 \tag{5.28}
\end{equation*}
$$

where $k$ is the center frequency.
The VSCR is the square root of the normalized variance as measured in vacuum. This measurement $c a n$ be made in the laboratory or over a short propagation path at almost zero turbulence level. Eq.(5.28) is particularly useful in that knowledge of the distribution of the modes making up the laser source need not be known. In order to determine when Eq.(5.28) can be used, the
parameter
$\left.\operatorname{AP}\left(k_{i}, k_{j}\right) / \operatorname{AP}\left[\left(k_{i}+k_{j}\right) / 2,\left(k_{i}+k_{j}\right) / 2\right)\right]$
has been calculated for various ratios of $k_{i}$ to $k_{j}$. The
results are shown in Table 5.1. As can be seen, a large wavelength difference is required before the complete form of the atmospheric perturbation is required. Consequently Eq. (5.28) can be used for most applications.

### 5.4 EXPERIMENTAL RESULTS

Experimental measurements of the normalized variance of a polychromatic speckle field were made at $1.06 \mu \mathrm{~m}$ by Holmes et al. 54 Their results are compared with the theory developed here in Fig. 5.1. A pulsed Nd:YAG laser running in several axial and transverse modes at 10 pulses per second and focused onto a target at 500 meters range was used as a polychromatic source. The dat a shown in Fig. 5.1 represent a total of 12,200 pulses. A measured VSCR of .135 was used to generate the theoretical values from Eq. (5.28) for comparison. Good agreement was obtained between the theory and experiment within about $5 \%$ error in the atmospheric perturbation (this error may be due to spatial modes). The theory developed in this chapter explains this result satisfactorily.

TABLE 5.1. COMPARISON OF THE TWO-FREQUENCY ATMOSPHERIC PERTURBATIONS. FOCUSED TRANSMITTER, $L=500$ METERS, $\alpha_{0}=1.35 \mathrm{~cm}$.



Figure 5.1. Contrast ratio of the received intensity for a polychromatic speckle field generated by a multimode Nd:YAG laser versus the log-amplitude standard deviation. Dots indicate the experimental data. Solid line is the theoretical curve.

### 5.5 DISCUSSION

As remarked earlier, the theory developed here correctly explains the variance data, collected by Holmes 54 et al. In addition the theory predicts substantial increase in the variance even for incoherent sources as will be shown later.

Evaluations of the theoretical formulation, given by Eq. (5.28) are shown in Fig. 5.2 for several values of the VSCR. It is interesting to note that at high values of integrated turbulence, the normalized variance returns to its vacuum value. This return of the normalized variance is caused not by the saturation of the turbulent atmosphere but by a transition from the dominance of atmospheric perturbation by log-amplitude effects to dominance by phase effects. From Eq.(5.28), it is obvious that the normalized variance depends on the log-amplitude covariance. It is obvious that it also depends on the transverse coherence lengths $\rho_{o i}$ and $\rho_{0 j}$ through parameters $A_{1}$ and $A_{2}$.

In order to obtain the Eqs.(5.20) and (5.24), the functions $f_{1}$ and $f_{2}$ were expanded in a Fourier-Bessel series. These expansions required that they become negligible for some values $r=A_{1}, A_{2}$ and beyond. From examining the Eq. (5.25), it is clear that there are three scale sizes, $\alpha_{0}$ the speckle size at the receiver (same as the beam size at low turbulence levels for a focused beam geometry)


Figure 5.2. Normalized variance of the received intensity versus log-amplitude variance for several values of vacuum speckle contrast ratio.
and the transverse coherence lengths $\rho_{o i}$ and $\rho_{o j}$. At low turbulence levels $\alpha_{0}$ dominates $f_{1}$ and $f_{2}$ and $A_{1}$ and $A_{2}$ are constants. Under these conditions, the normalized variance tends to increase exponentially with the turbulence level since $C_{X}$ is proportional to $\sigma_{\chi}{ }^{2}$. However as the turbulence level $\mathrm{C}_{\mathrm{n}}{ }^{2}$ increases, $\rho_{o i}$ and $\rho_{o j}$ decrease and at some point they will start to affect $A_{1}$ and $A_{2}$ significantly. Now with further increase in the turbulence level, the parameters $A_{1}$ and $A_{2}$ rapidly decrease in value. This will cause $C_{X}$ to be sampled further and further out on the tail of the covariance curve. In the limit, as $C_{X}$ approaches zero, the atmospheric perturbation is unity and the normalized variance returns to the vacuum value. Consequently, the behavior illustrated in Fig. 5.2 does not require saturation to occur. However if saturation does occur before the normalized variance returns to a point near its vacuum value, the process proceeds more rapidly because of the saturation effects in $C_{X}$ and the shape of the bump in Fig. 5.2 is affected. Consequent $1 y$, if the functions $f_{1}$ and $f_{2}$ are dominated by $\rho_{o i}$ and $\rho_{o j}$ before the onset of saturation, then a form of $C_{X}$ that includes the saturation effects does not need to be used (this saves a substantial amount of computation time). Otherwise the saturation form of $C_{X}$ should be used in Eq. (5.28). When the functions $f_{1}$ and $f_{2}$ are not dominated by $\rho_{\mathrm{oi}}$ and $\rho_{\mathrm{oj}}$, the assumption that
amplitude fluctuations are normally distributed and the use of the generalized spherical wave mutual coherence function is strictly valid. In order to substantiate the arguments further and to estimate the effects of the other propagation parameters, the term AP is calculated for different conditions of turbulence. Figure 5.3 shows the effect of the transmitter size on the atmospheric perturbation term. As the beam size reduces, the term AP also reduces. Mathematically as $\alpha \rightarrow 0, f_{1}$ and $f_{2} \rightarrow 0$. Phenomenologically, this means that at the target the beam has become large and smooths the effect of the amplitude fluctuations. Such smoothing can also be achieved by defocusing or collimating the transmitted beam so that the beam on the target becomes large. This result is shown in Fig. 5.4 which shows that defocusing reduces the atmospheric perturbation.

In the analysis above, the coordinate $r$ is actually of dimensions $1 / 1$ ength. This is because the spatial coordinate at the transmitter was normalized by $k / L$. In the actual analysis, the log-amplitude covariance is dependent on the relative size of $r$ with respect to the Fresnel zone size $\sqrt{\mathrm{L} / \mathrm{K}}$. Therefore the important parameter is $r=\left(P_{m} / A\right) \sqrt{L} / \bar{K}$. In the region, where the beam size $\alpha_{0}$ is either completely or partially dominant, the AP term is also affected by the wavelength via the Fresnel zone size. This effect is very substantial as can be seen in Figs. 5.5 and 5.6, where the AP term was calculated for two different path lengths at


Figure 5.3. Atmospheric perturbation on an argon laser versus log-amplitude variance for several values of the beam size at the transmitter to illustrate the effect of the beam size.


Figure 5.4. The effect of defocusing on the atmospheric perturbation at several values of the log-amplitude variance.


Figure 5.5. Atmospheric perturbation versus log-amplitude variance for several values of wavelength to consider the effect of the wavelength on the atmospheric perturbation at a path length of 910 meters.


Figure 5.6. Atmospheric perturbation versus log-amplitude variance for several values of wavelength to consider the effect of the wavelength on the atmospheric perturbation at a path length of 500 meters.
various wavelengths. As the wavelength decreases, the Fresnel zone size increases and correspondingly $C_{X}$ is reduced, thereby reducing the atmospheric perturbation. Further in the case when widely separated frequencies are present, the scale size $A_{l}$ is dominated by the larger wavelength which tries to smooth the amplitude fluctuations. Thus most of the AP term comes from the fluctuations at the short wavelengths. The above theory does not take into account the effect of the inner scale size of the turbulent atmosphere. When the speckle size is of order of the inner scale size, the effects may be very substantial. It is expected following the works of Hill and Clifford, 73,74 that the normalized variance may increase substantially depending on the ratio of the Fresnel zone size to the inner scale.

## COVARIANCE OF THE RECEIVED INTENSITY OF A POLYCHROMATIC SPECKLE PATTERN IN THE TURBULENT ATMOSPHERE

The covariance of the received intensity of a speckle pattern produced by a diffuse target in the presence of the turbulent atmosphere is an important consideration in the design of adaptive optics and remote sensing systems. For example, by choosing a proper spacing between the detectors, the covariance function can be made less sensitive to the wind velocity fluctuations along the path. In the monochromatic case, the measurements by Pincus et al. 75 and the theoretical work of Holmes et al. 54 show that the covariance scale size is dominated by the beam size at low turbulence levels and by the lateral coherence length ( $\rho_{0}$ ) at the target at very high turbulence levels. Thus the speckle size at the receiver is of the order of the beam size (for the focused geometry) at low turbulence levels and is of the order of the lateral coherence length at very high turbulence levels. In addition, knowledge of the proper choice of detector spacing is required so that wind sensing is feasible either by the time delayed covariance method or the slope method.Also knowledge of the covariance scale sizes is required to obtain the joint probability density function of the fields at the target.

### 6.1 Analysis

The spatial covariance of the received intensity of a speckle pattern is a measure of the correlation between the intensity fluctuations at two points in space and is by definition, given by $C_{I}\left(P_{1}, P_{2}\right)=\left\langle I\left(P_{1}\right) I\left(P_{2}\right)\right\rangle-\langle I\rangle^{2}$

The intensity correlation term can be obtained from the general correlation function, developed in the fourth chapter by assuming a zero time difference. Then

$$
\begin{align*}
C_{I}(P) & =B_{I}(P, \tau=0)-\langle I\rangle^{2} \\
& =C_{I_{1}}(P)+C_{I_{2}}(P)-\langle I\rangle^{2} \tag{6.2}
\end{align*}
$$

where $P=P_{1}-P_{2}$. The terms $C_{I_{1}}$ and $C_{I_{2}}$ are given as
$\mathrm{C}_{\mathrm{I}_{1}}(\mathrm{P})$
$=\sum_{j=1}^{N} \sum_{i=1}^{N} \frac{\left\langle I_{i}\right\rangle\left\langle I_{j}\right\rangle}{2 \pi} \int \rho d \rho \int r d r \int d \theta_{\rho} J_{o}(\rho r)$

$$
\begin{equation*}
f_{1}\left(r, k_{i}, k_{j}\right) \exp \left\{4 C_{\chi}\left(P, p, k_{i}, k_{j}\right)\right\} \tag{6.3}
\end{equation*}
$$

and

$$
\begin{align*}
C_{I_{2}}(P) & =\sum_{i=1}^{N} \frac{\left\langle I_{i}\right\rangle^{2}}{2 \pi} \int r d r \int \rho d \rho \int_{0}^{2 \pi} d \theta_{\rho} \\
& f_{2}\left(r, k_{i}\right) \exp \left[i \frac{k_{i}}{L} \rho P \cos \left(\theta_{P}-\theta_{\rho}\right)\right] \\
& H_{2}(\bar{P}, \bar{\rho}, \tau=0) \tag{6.4}
\end{align*}
$$

where the functions $f_{1}$ and $f_{2}$ are given by Eqs.(5.15) and (5.17). The mutual coherence function $H(\ldots$.$) is given by$
$H_{2}(\bar{P}, \bar{\rho}, \tau=0)$
$=\exp \left[-2\left(\frac{\rho}{\rho_{\text {oi }}}\right)^{5 / 3}-2\left(\frac{P}{\rho_{\text {oi }}}\right)^{5 / 3}+\frac{1}{2} \quad D_{\psi}(\bar{P},-\bar{\rho}, \tau=0)\right.$
$+\frac{1}{2} D_{\psi}(\bar{P}, \bar{\rho}, \tau=0)+2 C_{\chi}(\bar{P}, \bar{\rho}, \tau=0)+2 C_{\chi}(\bar{P}, \bar{\rho}, \tau=0)$

Using the same Fourier-Bessel series as earlier, the covariance of the received intensity is reduced to a simple one fold integral given by
$C_{I_{N}}(P)$
$=\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{G_{i} G_{j}}{2 \pi} \int_{o}^{2 \pi} d \theta_{\rho}\left\{\sum_{m} b_{m}\left(k_{i}, k_{j}\right) \times\right.$
$\left.\exp \left[4 C_{\chi}\left(\bar{P}, p=\frac{P_{m}}{A_{1}\left(k_{i}, k_{j}\right)}, k_{i}, k_{j}\right)\right]\right\}$
$+\sum_{i=1}^{N} \frac{G_{i}{ }^{2}}{2 \pi} \int_{0}^{2 \pi} d \theta_{\rho}\left\{\sum_{m} C_{m}\left(k_{i}\right) x\right.$

$$
\begin{equation*}
\left.\exp \left[i \frac{k_{i}}{L} \frac{P_{m}}{A_{2}\left(k_{i}\right)} \cos \left(\theta_{p}-\theta_{\rho}\right)\right] H_{2}\left(P, \rho=\frac{P_{m}}{A_{2}\left(k_{i}\right)}, \tau=0\right)\right\}-1 \tag{6.6}
\end{equation*}
$$

When all the frequencies are sufficiently near, the calculations can be done at the midpoint of the band and this is given as
$C_{I_{N}}(P)$
$=\sum_{i=1}^{N} \sum_{j=1}^{N} \frac{G_{i} G j}{2 \pi} \int_{o}^{2 \pi}{ }_{d} \theta_{\rho}\left\{\sum C_{m} \exp \left[4 C_{\chi}\left(P, \rho=\frac{P_{m}}{A}, k\right)\right\}\right.$
$+\sum_{i=1}^{N} \frac{G_{i}}{2 \pi} \int_{0}^{2 \pi} d \theta_{\rho}\left\{\sum C_{m} \exp \left[i \frac{k_{i}}{L} \frac{P_{m}}{A} \cos \left(\theta_{p}-\theta_{\rho}\right)\right.\right.$
$\left.\times H_{2}\left(P, \rho=\frac{P_{m}}{A}, \tau=0\right)\right\}-1$

Let

AINT1 $=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta_{\rho}\left\{\left[C_{m} \exp \left[4 C_{\chi}\left(P, \rho=\frac{P_{m}}{A}, k\right)\right]\right\}\right.$
and

$$
\begin{align*}
\text { AINT2 } & =\frac{1}{2 \pi} \int_{0}^{2 \pi}{ }_{d} \theta_{\rho}\left\{\left[C_{m} \exp \left[\frac{i k}{L} \frac{P_{m}}{A} \cos \left(\theta_{p}-\theta_{\rho}\right)\right]\right.\right. \\
& \left.\times H_{2}\left(P, \rho=\frac{P_{m}}{A}, \tau=0\right)\right\} \tag{6.9}
\end{align*}
$$

Then the covariance, normalized to the square of the mean intensity is given as
$C_{I_{N}}(P)=\sum_{i=1}^{N} \sum_{j=1}^{N} G_{i} G_{j}(A I N T 1)+\sum_{i=1}^{N} G_{i}{ }^{2}($ AINT2 $)-1$

As discussed earlier, for most problems of practical interest, the
frequencies are sufficiently near that the knowledge of the mode distribution of the laser is not necessary and Eq. (6.10) can be written in terms of the vacuum speckle contrast ratio as
$C_{I_{N}}(P)=$ AINT1 $+(V S C R)^{2} \cdot($ AINT2 $)-1$

In several problems of practical interest, a more useful parameter is the covariance, normalized to the variance and this is given by
$C_{I \sigma}(P)=\frac{C_{I}(P)}{\sigma_{I}{ }^{2}}$
In this case, the results of Eq. (6.10) or (6.11) are divided by the variance given by Eq. (5.25) or (5.28) to obtain the normalized variance.

Calculation of the covariance curve from Eq.(6.11) in general requires a formulation for the four point two frequency log-amplitude covariance function and the corresponding wave structure function, which are valid for all turbulence levels. For the path lengths and the parameters of the turbulence under consideration here, it may be noted that using the unsaturated form beyond the range of its validity still gives good results. The reason for this is the same as discussed in the chapter on the variance of the intensity. When all frequencies are sufficiently near, a saturated form 72 of the log-amplitude covariance function at the midpoint of the band can be used if it is required.

### 6.2 NUMERICAL CALCULATIONS AND COMPARISON WITH THE EXPERIMENTAL DATA

Figure 6.1 represents the comparison of the theory with the experimental data collected by Holmes 54 et al., using a Nd:YAG laser, running in several axial and transverse modes for a detector spacing of 4.5 millimeters for several turbulence levels. Using a vacuum speckle contrast ratio of .135 , as earlier, the theoretical values for the variance and the covariance at each turbulence level were calculated and from these values a theoretical curve for the normalized covariance (normalized to the variance) was generated in Figure 6.1 for comparison with experimental data. Good agreement between the theoretical and experimental values was obtained within $5 \%$ error, thereby satisfactorily explaining the data. Since a VSCR of .135 corresponds to a normalized variance of .015 , it corresponds to an almost incoherent source. The normalized covariance in Figure 6.1 is almost constant for a very substantial increase in the turbulence level. There is slight discrepancy between the theory and experiment for values of $\sigma_{\chi}>4$. It can be shown using the present results that the normalized covariance remains constant for substantial increase in the turbulence level. In Figures 6.2, 6.3 and 6.4 , the experimental data collected by Fossey and Holmes 55 over a 910 meter path is compared with the theory for different turbulence levels. Figure 6.5 represents the comparison of theory with experiment over a 500 meter path.


Figure 6.1. Normalized covariance of the received intensity for a polychromatic speckle field generated by a multimode Nd:YAG laser versus the log-amplitude standard deviation. Dots indicate experimental data. Solid line with circle indicates the theoretical values.


Figure 6.2. Normalized covariance of the received intensity of a multimode argon laser versus the detector spacing for a focused beam geometry.


Figure 6.3. Normalized covariance of the received intensity of a multimode argon laser versus the detector spacing for a focused beam geometry.


Figure 6.4. Normalized covariance of the received intensity of a multimode argon laser versus detector spacing for a focused beam geometry.


Figure 6.5. Normalized covariance of the received intensity of a multimode argon laser versus the detector spacing.

All the above data sets correspond to the focused beam geometry. Figure 6.6 compares the theory with experimental data for a defocused beam geometry. From these six figures, it is concluded that at low turbulence levels, for focused beam geometry, there is good agreement between the theory and the experiment. At high turbulence levels, the agreement is not very good even for the focused case. Also the defocused geometry did not give good results for large detector spacings.

### 6.3 Discussion

The theory has correctly predicted the covariance behavior. In order to obtain a deeper understanding of the covariance behavior, the normalized covariance was calculated for a 500 meter path length, with the beam focused on the target. The beam size was assumed to be 3.81 centimeters and a wave length of $1.06 \mu \mathrm{~m}$ was used. The normalized covariance of the received intensity versus the detector spacing is plotted for several values of VSCR in Figures 6.7-6.12. It is noticed that at low turbulence levels as the VSCR decreases, the normalized covariance also reduces for a given value of detector spacing. With an increase in the turbulence level, for some value of $C_{n}{ }^{2}$, the VSCR does not affect the normalized covariance. This is seen for the example, in Figure 6.9 where $\sigma_{\chi}{ }^{2}=.0877$; all VSCR values give approximately the same normalized covariance over a very large range of detector


Figure 6.6. Normalized covariance of the received intensity of an argon laser versus detector spacing for a defocused beam geometry.


Figure 6.7. Normalized covariance of the received intensity versus detector spacing for several values of vacuum speckle contrast ratio at low turbulence level for a Nd:YAG laser.


Figure 6.8. Normalized covariance of the received intensity versus detector spacing for Nd:YAG laser for several values of vacuum speckle contrast ratio at low turbulence level.


Figure 6.9. Normalized covariance of the received intensity of a Nd:YAG laser versus detector spacing for two values of vacuum speckle contrast ratio in the unsaturated region of turbulence.
spacings. With a further increase in the turbulence level, reducing the VSCR does in fact increase the normalized covariance for all values of detector spacings. This is seen in Figures 6.10-6.12. Figures 6.13 and 6.14 describe the variation of the normalized covariance with respect to the turbulence level, characterized by the Rytov variance, for different values of detector spacing. In these two curves, it is noted that as the VSCR reduces, the sensitivity of the normalized covariance to the variations in the turbulence levels also decreases. This is indeed the nature of the experimental data, observed in Figure 6.1. In order to understand the behavior of the covariance, the total contribution to the normalized covariance of the intensity of a polychromatic speckle pattern can be resolved into a coherent contribution (AINT2) and an incoherent contribution (AINT1 -1.) From the expression for the covariance of the polychromatic speckle field, it can be seen that the coherent term is weighted by the normalized variance (square of VSCR). At low turbulence levels, the coherent term contributes more and thus, as the weighting factor VSCR decreases, the net coherent contribution also reduces. But the variance is still determined by the incoherent term. The net result is that the normalized covariance is strongly dependent on the coherent term. In this regime, the covariance scale size is also dominated by the beam size. With further increase in the turbulence level, the contribution of the incoherent term is more


Figure 6.10. Normalized covariance of the received intensity of a Nd:YAG laser versus detector spacing for three different values of vacuum speckle contrast ratio in the unsaturated region of turbulence.


Figure 6.11. Normalized covariance of the received intensity of a Nd:YAG laser versus detector spacing for three different values of vacuum speckle contrast ratio for a turbulence level just at saturation.


Figure 6.12. Normalized covariance of the received intensity of a Nd:YAG laser versus detector spacing for three different values of vacuum speckle contrast ratio in the saturated region of turbulence.


Figure 6.13. Normalized covariance of the received intensity of a Nd:YAG laser versus log-amplitude standard deviation for three different values


Figure 6.14. Normalized covariance of the received intensity of a Nd:YAG laser versus the log-amplitude standard deviation for three different values of vacuum speckle contrast ratio at a detector spacing of 9.5 mm .
substantial than the coherent term and thus reducing the VSCR does not affect the covariance as much. With further increase in the turbulence level, the contribution due to the incoherent term is substantial and the fluctuations are correlated over larger detector spacings for a partially coherent speckle pattern than for a coherent speckle pattern. Thus as the VSCR reduces, the normalized covariance increases. Extensive numerical calculations support this argument very strongly. From this the insensitivity of the normalized covariance for the variations in the turbulence level at low values of VSCR can be explained. It now remains to remark on the size of the speckle at the receiver both as a function of both the turbulence level and of the VSCR. For a given value of VSCR, the speckle size is dominated by the beam size $\alpha_{0}$ at low turbulence levels and by $\rho_{0}$, the lateral coherence length, at very high turbulence levels. For intermediate levels of turbulence, it is dependent on both $\alpha_{0}$ and $\rho_{0}$. For a given turbulence level, as the VSCR reduces, the covariance is more dominated by the amplitude fluctuations and the speckle size is determined by the Fresnel zone size as well as the lateral coherence lengths. Thus in the turbulence regimes $\left(\sigma_{\chi}{ }^{2} \approx .1\right.$ to .3) where the amplitude fluctuations are most important, the normalized covariance scale size essentially increases with the reduction in VSCR. For widely separated frequencies, the covariance scale size is dominated by the larger wave length as the
coefficients $b_{m}$ are dominated by it and the lateral coherence
length at this wave length plays a more dominant role.

## CHAPTER VII

## TEMPORAL STATISTICAL PARAMETERS

The important temporal statistical parameters are the time delayed covariance, the autocorrelation of the received intensity and the temporal frequency spectrum of the fluctuations of the received intensity. These parameters are necessary to estimate the cross wind velocity and in the design of the remote sensing systems.

In Chapter IV, a formulation was developed for the general correlation of the received intensity. Using this, the time delayed covariance can be estimated. Unfortunately, it is not possible within a reasonable computation time to evaluate exactly a part of the 2 point-space-time correlation function of the intensity $\left(\mathrm{C}_{2}\right)$ which involves a fourfold integral. In this chapter, an approximate numerical method to evaluate the time delayed covariance of the received intensity and the autocorrelation of the intensity is presented. Since the time delayed covariance was not numerically evaluated even for the monochromatic case previously and much experimental data was available for this case, the theoretical results are compared with this case to check the validity of formulation. The theory was
then extended to the polychromatic case. It must be noted that the numerical evaluation in this chapter is only approximate and one should be careful in using this method elsewhere. In addition expressions are given for the autocorrelation, which can also be evaluated by using similar numerical techniques, and for the power spectrum of the intensity fluctuations.

### 7.1 Analysis

The time delayed covariance of the received intensity, by definition, is given by

C $\left(\bar{P}_{2}, t_{2} ; \bar{P}_{1}, t_{1}\right)$
$=\left\langle I\left(P_{2}, t_{2}\right) I\left(P_{1}, t_{1}\right)\right\rangle-\langle I\rangle^{2}$
$=C_{I_{1}}(P, \tau)+C_{I_{2}}(P, \tau)-\langle I\rangle^{2}$
where $I\left(P_{i}, t_{i}\right)$ is the intensity in the receiver plane at a space time point ( $P_{i}, t_{i}$ ). The time delayed covariance (TDC) of the received intensity can be normalized either to the square of the mean or to the variance of the received intensity. In Eq. (7.1), the terms $C_{I_{1}}$ and $C_{I_{2}}$ are given by Eqs.(4.24) and (4.26). The term $C_{I_{1}}$ is given by

$$
\begin{align*}
C_{I_{1}} & =\frac{1}{2 \pi} \sum_{i} \sum_{j} G_{i} G_{j} \int d \bar{\rho} \int r d r J_{0}(\rho r) f_{1}\left(r, k_{i}, k_{j}\right) \\
& \times \exp \left[4 C_{\chi}\left(\bar{\rho}, \bar{\rho}, \tau, k_{i}, k_{j}\right)\right] \tag{7.2}
\end{align*}
$$

$$
\begin{aligned}
f_{1}(r) & =\exp \left[-\frac{r^{2} L^{2}}{4 \alpha_{o}{ }^{2}}\left(\frac{1}{k_{i}{ }^{2}}+\frac{1}{{k_{j}}^{2}}\right)-\left(\frac{r L}{k_{i} \rho_{o i}}\right)^{5 / 3}-\left(\frac{r L}{k_{j} \rho_{o j}}\right)^{5 / 3}\right. \\
& \left.-\frac{r^{2} \alpha^{2}}{2}\left(1-\frac{L}{F}\right)^{2}\right]
\end{aligned}
$$

and

$$
\begin{align*}
\frac{C_{I_{2}}(P, \tau)}{\langle I\rangle^{2}} & =\sum_{i=1}^{N} G_{i}{ }^{2}\left(\frac{k_{i}}{2 \pi L}\right)^{2} \int r_{2} d r_{2} \int d \theta_{r_{2}} \int \rho d \rho \int d \theta_{\rho} \\
& \times f_{2}\left(r_{2}, \theta_{r_{2}}\right) \exp \left[\frac{i k_{i}}{L} \bar{\rho} \cdot\left(\bar{P}+\bar{r}_{2}\right)\right] H_{2}(\bar{P}, \bar{\rho}, \tau) \tag{7.3}
\end{align*}
$$

where
$\mathrm{f}_{2}\left(\mathrm{r}_{2}, \theta_{r_{2}}\right)=\exp \left[-\frac{\mathrm{r}_{2}{ }^{2}}{2 \alpha_{0}{ }^{2}}-\mathrm{D}_{\psi}\left(\mathrm{P},-\mathrm{r}_{2},-\tau\right)-\frac{\mathrm{r}_{2}{ }^{2} \mathrm{k}_{\mathrm{i}}{ }^{2}}{2 \mathrm{~L}^{2}} \alpha_{0}{ }^{2}\left(1-\frac{\mathrm{L}}{\mathrm{F}}\right)^{2}\right]$
and
$H_{2}(\bar{P}, \bar{\rho}, \tau)=\exp \left[-D_{\psi}(0, \rho, 0)-D_{\psi}(\bar{P}, o, \tau)\right]$
$\times \exp \left[\frac{1}{2} D_{\psi}(\bar{P}, \bar{\rho}, \tau)+\frac{1}{2} D_{\psi}(\bar{P},-\bar{\rho}, \tau)\right.$
$\left.+2 C_{\chi}(\bar{P}, \bar{p}, \tau)+2 C_{\chi}(\bar{P},-\bar{p}, \tau)\right]$
and $\theta_{r_{2}}$ is the angle between the vectors $\bar{r}_{2}$ and $\overline{\mathrm{V}}$ and $\theta_{\rho}$ is the
angle between the vectors $\bar{\rho}$ and $\overline{\mathrm{V}}$.
$\mathrm{C}_{\mathrm{I}_{1}}$ in Eq.(7.2) can be evaluated by expanding $\mathrm{f}_{1}(\mathrm{r})$ in a Fourier-Bessel series as was done earlier and this is given as
$\frac{C_{I_{1}}(P, \tau)}{\langle I\rangle^{2}}=\frac{1}{2 \pi} \sum_{i=1}^{N} \sum_{j=1}^{N} G_{i} G_{j} \int_{0}^{2 \pi} d \theta_{\rho}\left\{\sum_{m} b_{m}\left(k_{i}, k_{j}\right)\right.$
$\left.\times \exp \left[4 C_{\chi}\left(P, \rho=\frac{P_{m}}{A_{1}\left(K_{i}, k_{j}\right)}, \tau, k_{i}, k_{j}\right)\right]\right\}$
where the $b_{m}$ 's are coefficients in the Fourier-Bessel series in (5.17). Even though this method was successful in evaluating $C_{I_{2}}$ in Eq.(6.4) for the covariance case, it cannot be successfully used again as the angle $\theta_{r_{2}}$ is present in the exponential term of $f_{2}(r)$ and thus the integration over $d \theta_{r_{2}}$ is not possible. Thus the estimation of $\mathrm{C}_{I_{2}}$ involves a fourfold integral and the integrand, again involves the double integrals due to log-amplitude covariance function and the wave structure functions. Evaluation of these integrals would require a very large amount of computation time. However to estimate $\mathrm{C}_{\mathrm{I}_{2}}$ approximately, in the integrand the mutual coherence function $\mathrm{H}_{2}$ in the integrand can be rewritten by using the relations
$D_{\psi}=D_{\chi}+D_{\phi}$ and
$D_{\chi}(\rho)=2\left[C_{\chi}(0)-C_{\chi}(\rho)\right]$
$H=\exp \left[-D_{\psi}(0, \bar{\rho}, 0)-D_{\psi}(\bar{P}, o, \tau)+4 \sigma_{\chi}{ }^{2}\right.$
$+\left\{\frac{1}{2} D_{\phi}(\bar{P}, \bar{\rho}, \tau)+C_{\chi}(\bar{P}, \bar{\rho}, \tau)-C_{\chi}(\bar{P}, \bar{\rho}, \tau)-C_{\chi}(0)\right.$
$\left.\left.+\frac{1}{2} D_{\phi}(\bar{P},-\bar{\rho}, \tau)+C_{\chi}(\bar{P},-\bar{\rho}, \tau)-C_{\chi}(0)\right\}\right]$
The term in brackets $\left\}\right.$ is dependent on $\theta_{\rho}$ and $c a n$ be written as
$8 \pi^{2} k_{i}{ }^{2} L C_{n}{ }^{2} \int_{0}^{\infty} x^{-8 / 3} d x \int_{0}^{1} d u \cos ^{2}\left[\frac{x^{2} u(1-u) L}{k_{i}}\right]$
$*\left[1-\frac{\left.J_{0}(|P u+\rho(1-u)-v \tau| x)+J_{o}(|P u-\rho(1-u)-v \tau| x)\right]}{2}\right.$
In Eq.(7.9), one can consider that $|P u-v \tau|$ is one vector and $\rho(1-u)$ is another vector and then use Graf's addition theorems 68 for the Bessel functions. We then get
$J_{0}(|P u+\rho(1-u)-v \tau| x)+J_{0}(|P u-\rho(1-u)-v \tau| x)$
$=2 J_{0}(x|P u-v \tau|) J_{0}(x \rho(1-u))$
$+2 \sum_{m=1}^{\infty} J_{2 m}[|P u-v \tau| x] J_{2 m}[x \rho(1-u)] \cos 2 m \theta_{\rho}$
where $\theta_{\rho}$ is the angle between the vectors $\bar{\rho}$ and $\bar{P}$. Using this result, Eq.(7.9) is written as

$$
\begin{align*}
& 8 \pi^{2}{k_{i}}^{2} C_{n}^{2} L \int_{0} x^{-8 / 3} d x \int_{0} d u \cos \left[\frac{x^{2} u(1-u) L}{k_{i}}\right] \\
& \times\left[1-J_{o}(x|P u-v \tau|) J_{o}(x \rho|1-u|)\right. \\
& \left.-\sum_{m=1}^{\infty} J_{2 m}(x|P u-v \tau|) J_{2 m}(x \rho|1-u|) \cos 2 m \theta_{\rho}\right] \tag{7.11}
\end{align*}
$$

In the integral (7.11), it can be shown that as x changes from 0 to $2 \pi / \sqrt{\lambda L}, \cos \left[\frac{x^{2} L u(1-u)}{k}\right]$ decreases to a negligible value and $x^{-8 / 3}$ decreases from a very high value to a negligible value. This is true for all values of $u$. We therefore conclude that the maximum contribution comes from the values of $x$ ranging from 0 to $\frac{2 \pi}{\sqrt{\lambda L}}$. For a path length of 500 meters and a wave length of $.488 \mu \mathrm{~m}$, the range of importance is 0 to 160 . Numerical calculations confirm this. Under this condition, if $\rho$ and $V \tau$ are limited to a few millimeters, the argument of the Bessel function is of the order of .5 or less. For these values of the argument, $\mathrm{J}_{2}(z)$ is less than $3 \%$ of $J_{0}(z)$. So, neglecting the higher order Bessel functions (m > 1) in Eq. (7.11) does not lead to significant errors and Eq.(7.11) is rewritten as

$$
\begin{align*}
& =8 \pi^{2} \mathrm{k}_{\mathrm{i}}{ }^{2} \mathrm{C}_{\mathrm{n}}{ }^{2} \mathrm{~L} \int_{0}^{\infty} \mathrm{x}^{-8 / 3} \mathrm{dx} \int_{0}^{1} \mathrm{du} \cos \left[\frac{\mathrm{x}^{2} u(1-u) L}{k_{i}}\right] \\
& \times\left[1-J_{0}(x|P u-v \tau|) J_{0}(x \rho|1-u|)\right] \tag{7.12}
\end{align*}
$$

Using this equation, $H$ is approximately independent of $\theta_{\rho}$ and Eq.(7.8) can be written as

$$
\begin{align*}
& H_{a}=\exp \left[-D_{\psi}(0,0,0)-D_{\psi}(\bar{P}, 0, \tau)+4 \sigma_{\chi}^{2}\right. \\
& +8 \pi^{2} k_{i}^{2} C_{n}^{2} L \int_{0}^{\infty} x^{-8 / 3} d x \int_{0}^{1} d u \cos \left[\frac{x^{2} L u(1-u)}{2 k}\right] \\
& \left.\quad \times\left\{1-J_{0}(x|P u-v \tau|) J_{0}(x \rho|1-u|)\right\}\right] \tag{7.13}
\end{align*}
$$

Substituting this in Eq. (7.3) and using Neumann expansions for sine and cosine functions, we get

$$
\begin{align*}
& \frac{\mathrm{C}_{\mathrm{I}_{2}}(\mathrm{p}, \tau)}{\langle\mathrm{I}\rangle^{2}} \\
& =\sum_{i=1}^{N} \frac{G_{i}{ }^{2}}{(2 \pi)^{2}}\left(\frac{k_{i}}{L}\right)^{2} \int r_{2} d r_{2} \int d \theta_{r_{2}} \int \rho d \rho \int d \theta_{\rho} f_{2}\left(r_{2}, \theta_{r_{2}}\right) \\
& \times\left[J_{0}\left(\frac{k}{L} \rho P\right) J_{0}\left(\frac{k_{i}}{L} \rho r_{2}\right)+2 \sum_{n=1}^{\infty}(-1)^{n} J_{2 n}\left(\frac{k}{L} \rho P\right) J_{0}\left(\frac{k}{L} \rho r_{2}\right)\right. \\
& \cos 2 n \theta_{\rho}+2 J_{0}\left(\frac{k_{i}}{L} \rho P\right) \sum_{n=1}^{\infty}(-1)^{n} J_{2 n}\left(\frac{k_{i}}{L} \rho r_{2}\right) \cos 2 n\left(\theta_{\rho}-\theta_{r_{2}}\right) \\
& \left.+4 \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} J_{2 n}\left(\frac{k^{\prime}}{L} \rho P\right) \cos \left(2 n \theta_{\rho}\right) J_{2 m}\left(\frac{k_{i}}{L} \rho r_{2}\right) \cos \overline{2 m\left(\theta_{\rho}-\theta_{r_{2}}\right.}\right) \\
& -4 \sum_{n=0}^{\infty} \sum_{m=0}^{\infty}(-1)^{n+m} J_{2 n+1}\left(\frac{k^{i}}{L} \rho P\right) \cos \left(\overline{2 n+1} \theta_{\rho}\right) J_{2 m+1}\left(\frac{k_{i}}{L} \rho r_{2}\right) \\
& \cos \overline{\left.2 m+1\left(\theta_{\rho}-\bar{\theta}_{r_{2}}\right)\right] \times H_{a}(\bar{P}, \bar{\rho}, \tau), ~} \tag{7.14}
\end{align*}
$$

completing the integral over $\mathrm{d} \theta_{\rho}$, we get

$$
\begin{align*}
& \frac{C_{I_{2}}(P, \tau)}{\langle I\rangle^{2}}=\sum_{i=1}^{N} \frac{G_{i}}{2 \pi}\left(\frac{k_{i}}{L}\right)^{2} \int r_{2} d r_{2} \int d \theta_{r_{2}} \int \rho d \rho f_{2}\left(r_{2}, \theta_{r_{2}}\right) \\
& \times\left[J_{0}\left(\frac{k_{i}}{L} \rho P\right) J_{0}\left(\frac{k_{i}}{L} \rho r_{2}\right)+\sum_{n=1}^{\infty}(-1)^{n} J_{n}\left(\frac{k_{i}}{L} \rho P\right) J_{n}\left(\frac{k_{i}}{L} \rho r_{2}\right)\right. \\
& \left.\quad \cos \left(n \theta_{r_{2}}\right)\right] H_{a}(P, \rho, \tau) \tag{7.15}
\end{align*}
$$

where
$\mathrm{f}_{2}\left(\mathrm{r}_{2}, \theta_{2}\right)$
$=\exp \left[\frac{-r_{2}{ }^{2}}{2 \alpha_{0}{ }^{2}}-\frac{\mathrm{r}_{2}{ }^{2} \mathrm{k}_{\mathrm{i}}{ }^{2} \alpha_{\mathrm{o}}{ }^{2}}{2 \mathrm{~L}^{2}}\left(1-\frac{\mathrm{L}}{\mathrm{F}}\right)^{2}-\mathrm{D}_{\psi}\left(0,-\mathrm{r}_{2},-\tau\right)\right]$
The first term in the integral can be evaluated by expanding the function $f_{2}\left(r_{2}, \theta_{r 2}\right)$ into a Fourier-Bessel series for several values of $\theta_{r} 2$ over 0 to $2 \pi$ and numerically integrating using these values. This yields
$\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\sum_{m} b_{m}\left(\theta_{r_{2}}\right)\left\{J_{o}\left(\frac{k}{L} \rho P\right) \times H_{a}(P, \rho, \tau)\right\}\right] d \theta_{r_{2}}$
with $\rho=\left(\mathrm{p}_{\mathrm{m}} \mathrm{L}\right) /(\mathrm{Ak})$.
The second term in the integral has $\theta_{r 2}$ both in $f_{2}$ as well as in the function $\cos \left(n \theta_{r_{2}}\right)$. If the variation of $f_{2}$ is very slow compared with the variation of $\cos n \theta_{r_{2}}$ or if $f_{2}$ does not change much over the region of integration 0 to $2 \pi$, the second, the third, etc. integral can be neglected as the $\cos \left(n \theta_{r_{2}}\right)$ term dominates. For higher values of $n$ this is true. For moderate values of $n$ (for example $n=2,3,4$, etc.), the integrals may contribute to the total term substantially. In fact it is found that at moderate values of Rytov variance $\left(\sigma_{\chi}{ }^{2} \approx .15\right)$, the coefficients are strongly dependent on $\theta_{r_{2}}$. Finally the time delayed covariance of the received intensity can be calculated using Eq.(7.1). The above equations are normalized to the square
of the mean received intensity. Normalization to the variance can be similarly obtained. In the numerical analysis, the $\mathrm{f}_{2}$ was expanded in the Fourier-Bessel series for several values of $\theta_{r_{2}}$ and at each $\theta_{r_{2}}$, the remaining integrals were evaluated.

### 7.2 The Autocorrelation and Frequency Spectrum of Intensity Fluctuations

The autocorrelation of the received intensity can be obtained by putting $P=0$ in the expression for the time delayed covariance of the intensity. The normalized autocorrelation can similarly be obtained. The corresponding frequency spectrum of the fluctuations is given by taking the Fourier transform of the autocorrelation of the received intensity and this is given as
$S(W)=\int_{-\infty}^{\infty} e^{-i w \tau}\left[C_{I_{1}}(0, \tau)+C_{I_{2}}(0, \tau)-1\right] d \tau$
7.3 Theoretical Results and Comparison with the Experimental Data

Using Eqs.(7.6) and (7.15), numerical results are obtained and compared with the experimental data in Figures $7.1,7.2$, and 7.3 for several values of the turbulence level $\left(C_{n}{ }^{2}\right)$ for a path length of 500 meters and different conditions of the beam geometry (focused or collimated) and for different values of VSCR. The results are compared with the available data for the monochromatic case. 54 Comparison of the theory with experimental data for a


Figure 7.1. Time delayed covariance of the received intensity versus the time delay at a detector spacing of 4.5 mm for an argon laser at several values of vacuum speckle contrast ratio. The smooth curve for VSCR $=1$ refers to the experimental data.


Figure 7.2. The time delayed covariance of the received intensity versus time delay for an argon laser at three values of VSCR at a detector spacing of 4.5 mm (collimated beam). The smooth curve for VSCR $=1$ refers to the experimental data.


Figure 7.3. The time delayed covariance of the received intensity versus time delay for an argon laser at three values of VSCR at a detector spacing of 4.5 mm (collimated beam). The smooth curve for VSCR $=1$ refers to the experimental data.
focused path of 500 meters shows that the approximate evaluation is reasonably good for small time delays. Figures 7.2 and 7.3 compare the theory with the experimental data for a collimated beam. As expected earlier time delayed covariance is substantially less than that of a focused beam. When the effective time delay $V \tau$ is positive, there is substantial difference between the theory and the experiment for large time delays. When effective delay $V \tau$ is negative good agreement is obtained between the theory and experiment consistently over all sets of the data. Consequently it is concluded that the approximate numerical evaluation is not accurate at large time delays. This lack of agreement may also be due to the fact that the time delay is comparable with the detector integration time. The shapes of both theoretical and experimental curves are consistent with the phenomenological theory and peaks are on the opposite sides of zero time delay for the opposite directions of the wind. It was observed experimentally that the sensitivity of the time delayed covariance of intensity to the wind fluctuations along the path is very substantial. Figure 7.4 compares the theoretical autocorrelation function of the intensity with the corresponding experimental data. The agreement is not good at all. No attempts have been made to get the frequency spectrum of the fluctuations due to the same reason and the additional complexity of one more integration from zero to infinity.


Figure 7.4. The autocorrelation of the received intensity versus time delay for an argon laser. The smooth curve refers to experimental data. Circles indicate theoretical points.

### 7.4 Discussion

As in the case of the covariance, the time delayed covariance of intensity can be resolved into an incoherent part and a coherent part. The coherent part will be weighted by the square of the VSCR. For very low values of VSCR, the coherent term is no longer a dominant term and the variation of the time delayed covariance of intensity depends on the incoherent term. Thus the ability to sense the cross wind will be very poor even for small detector spacings. For moderate values of VSCR, the shapes of VSCR, the shapes of the TDC versus time delay curves resembles that of the monochromatic case and for very large time delays the time delayed covariance of intensity asymptotically approaches the incoherent term. Phenomenologically, the received intensity pattern is dependent on the target and is controlled by the turbulence level as well as the wind speed. However the statistical features of this pattern such as TDC are strongly dependent on the turbulence level and the angle between the transmitter coordinate $V$ and the wind direction and the correlation is maximum if both of them are in the same direction and least if they are in the opposite direction. The speckle size at the receiver is the same as the covariance scale size (being dominated by the beam size at the low turbulence level and by the lateral coherence length at very high turbulence levels). Initially, for very small $|V \tau|$, both the space
time points are in the same speckle and thus correlation is maximum, or order of the covariance. However when $|V \tau|$ becomes very large, both the same points are not in the same speckle and thus the correlation is decided by the correlation between the amplitude fluctuations (incoherent fluctuations). That is why, in all sets of data, the time delayed covariance of intensity curve approaches the incoherent term asymptotically even for the case when the VSCR is unity. The time delayed covariance of intensity becomes zero when the effective space-time distance between the two points under consideration exceeds the correlation distance of the amplitude fluctuations. It is further noted that for very low values of VSCR, the incoherent term dominates and the wind effects are not substantial.

## CHAPTER VIII

PROBABILITY DENSITY FUNCTION OF THE INTENSITY FOR A LASER SPECKLE PATTERN IN THE TURBULENT ATMOSPHERE

In this chapter, the theory of wave propagation through the turbulent atmosphere and speckle theory will be used to derive the probability density function for the intensity of a polychromatic speckle pattern after propagation through the turbulent atmosphere. Since the previously proposed probability density function of the intensity of a monochromatic speckle pattern is correct only if the phase but not the amplitude effects are considered and since the amplitude effects are very strong, in this chapter, the probability density function is developed first for the monochromatic case and the results are then generalized to include the polychromatic case. The analysis that follows assumes that both the log-amplitude and phase fluctuations are Gaussian distributed and that the intensity fluctuations of a spherical wave, after propagation through the turbulent atmoshere, can be described by a log-normal or Rice-Nakagami distribution. This will be used to derive the probability density function of the intensity of the speckle field after propagation through the turbulent atmosphere. The results so derived will then be extended to the case of the polychromatic or partially coherent speckle patterns
and finally the analytical results will be compared with experimental data, available for both monochromatic and polychromatic speckle patterns.

### 8.1 Analysis

Goodman ${ }^{29}$ has shown that the probability density function of the intensity for a fully developed (i.e. Gaussian) speckle pattern is given by

$$
\begin{equation*}
P(I)=\frac{1}{\lambda} e^{-I / \lambda} \tag{8.1}
\end{equation*}
$$

where $\lambda$ is the average intensity and $\lambda^{2}$ is the variance of the intensity. If however such a speckle pattern is propagating through the turbulent atmosphere, then it is known 75 that the nature of the probability density function is changed from its vacuum value by the turbulent atmosphere. When there is no turbulence, the speckle pattern is stationary and does not evolve. However, when turbulence is present, it has been observed that the brightness of each speckle seems to be modulated by the turbulence. At low turbulence levels, the transverse coherence length in the receiver plane due to turbulence is much larger than the vacuum speckle size. This gives rise to large turbulence induced speckles that encompass groups of smaller target induced speckles. If the same target induced speckle field is observed for
an ensemble of atmospheres, the target speckle field will remain the same since the target and the atmosphere are independent; but the atmospheric speckle will change from sample to sample in the ensemble and. will modulate in a random manner the brightness of the target induced speckles. Consequently, the model proposed is that the conditional statistics (given the mean value) of the target induced speckles have the same statistics as the vacuum speckle field but now the mean value is a parameter, whose statistics are determined by the turbulence. The joint density function for the intensity and the mean value, which is now a parameter, can be formed from the conditional density function for the target speckle intensity by multiplying it by the marginal density function of the mean. This result can then be integrated over the mean value to find the marginal density function for the received intensity and can be expressed as

$$
\begin{equation*}
P_{I}(I)=\int_{0}^{\infty} P_{I}(I / \lambda=x) P_{\lambda}(x) d x \tag{8.2}
\end{equation*}
$$

where $P_{I}(I / \lambda=x)$ is the vacuum speckle density function for the intensity and $P_{\lambda}(x)$ is the density function for the turbulence induced fluctuations of the parameter $\lambda$. Problems of this type where one or more of the parameters of the distribution take on different values for different samples in the ensemble are called problems of compound distribution. 81

For a coherent spherical wave propagating through the atmosphere, it is well known that the probability density function (PDF) of the received intensity can be approximated at turbulence levels below saturation by Rice-Nakagami or log-normal distribution. $77,78,79$ However, saturation of scintillations never comes strongly into play in the problem of speckle propagation through turbulence because the received intensity becomes dominated by the turbulence induced phase fluctuations, which are log-normal and never saturate at a Rytov variance below that at which saturation of the log-amplitude fluctuations occurs. A more detailed explanation of this effect is contained in Chapter V. Consequently it is proposed that the distribution of the intensity of a spherical wave in the turbulent atmosphere be used for the distribution of the mean intensity parameter in Eq.(8.1) and it should be valid for all turbulence levels. This leads to a K-distribution for the PDF of the intensity for a monochromatic speckle pattern after propagation through the turbulent atmosphere with the parameters of the distribution dependent on the propagation variables. The above described model is based on the phenomenological observations of the effects of the turbulence on the speckle and therefore may not be rigorously correct. However it leads to very useful results that agree with experimental data for both monochromatic and polychromatic cases in a regime where maximum deviation from the model is expected.

The PDF for a Rice-Nakagami distribution is given by
$P_{x}(x)=\frac{1}{\beta} e^{-\frac{\alpha+x}{\beta}} I_{0}\left(2 \frac{\sqrt{x \alpha}}{\beta}\right)$
where
$\langle x\rangle=\alpha+\beta$
and

$$
\sigma_{x}^{2}=\beta^{2}+2 \alpha \beta
$$

Nakagami ${ }^{27}$ has shown that the Rice-Nakagami distribution can be approximated by an equivalent $M$-distribution given by
$P_{x}(x)=\frac{M^{M} x^{M-1} e^{-\frac{M x}{\langle x\rangle}}}{\Gamma(M)\langle x\rangle^{M}}$

If the parameters of the distribution are related as
$\langle x\rangle=\alpha+\beta$
$M=\frac{(\alpha+\beta)^{2}}{\beta^{2}+2 \alpha \beta}$

The higher order moments of the M-distribution are given by
$\left\langle\mathrm{x}^{\mathrm{n}}\right\rangle=\frac{\langle\mathrm{x}\rangle^{\mathrm{n}} \Gamma(\mathrm{n}+\mathrm{M})}{\mathrm{m}^{\mathrm{n}} \Gamma(\mathrm{M})}$

It is desirable to use the $M$-distribution as an approximation
to the Rice-Nakagami distribution because its use results in a form
of solution that can be readily reduced to numbers and also it is much easier to relate the parameters of the distribution to the propagation variables. In order to assess how well the M-distribution approximates the PDF of the intensity in Eq. (8.2), the mean square error given by
$E^{2}=\int_{0}^{\infty}\left[P_{I}(I / \lambda=x) P_{R N}(x)-P_{I}\left(I / \lambda=x_{x}\right) P_{M}(x)\right]^{2} d x$
where $P_{R N}(x)$ is the PDF for a spherical wave propagating through the turbulence and $P_{M}(x)$ is the $M$-distribution should be evaluated. This has been done using a Rice-Nakagami distribution for $P_{R N}(x)$ and Eq. (1) for $P_{I}(I / \lambda=x)$. It was found that the RMS error decreases as $M$ increases and that for $M$ greater than 5, the error is less than $3 \%$. For the M-distribution of Eq. (4), the corresponding PDF for $y=\ln \left(\frac{x}{\langle x\rangle}\right)$ can be written as
$P_{y}(y)=\frac{M^{M} e^{M y}-M e^{y}}{\Gamma(M)}$

Then for $y$ small and $M$ becoming very large, the above equat ion approaches

$$
P_{y}(y)=\frac{1}{\sqrt{\frac{2 \pi}{M}}} e^{-M y^{2}}
$$

which shows that $\mathrm{y}=\ln \left(\frac{\mathrm{I}}{\langle\mathrm{I}\rangle}\right)$ is normally distributed with normalized variance equal to $1 / \mathrm{M}$. Thus the $\log$-normal distribution can also be approximated by an M-distribution.

Utilizing Eq.(8.2) with Eq.(8.1) for $P_{I}(I / \lambda=x)$ and Eq.(8.4) for $P_{x}(x)$, the PDF for a fully developed speckle pattern after propagation through the turbulent atmosphere is given by
$P_{I}(I)=\frac{M^{M}}{\langle x\rangle^{M} \Gamma(M)} \int_{0}^{\infty} x^{M-2} e^{-\frac{I}{x}-\frac{M x}{\langle x\rangle}} d x$
Completing the integral in Eq. (8.6), 30 it becomes,
$P_{I}(I)=2\left(\frac{M}{\langle x\rangle}\right) \frac{M+1}{2} \frac{I \frac{M-1}{2}}{\Gamma(M)} K_{M-1}\left(2 \sqrt{\frac{M}{\langle x\rangle}}\right)$
where $K_{M-1}$ is a modified Bessel function of order $M-1$. Eq.(8.7) is the K-distribution proposed by Jakeman and Pusey ${ }^{82}$ elsewhere to model the non-Gaussian fluctuations in optical scattering on the basis of analogy with random walk. Parry and Pusey 83 used the same distributon to describe the fluctuations of laser beam in moderately strong turbulence regimes. The moments of the K-distribution are given by

$$
\begin{equation*}
\left\langle I^{n}\right\rangle=\frac{\Gamma(n+M)}{\Gamma(M)} \Gamma(1+n)\left(\frac{\langle x\rangle}{M}\right)^{n} \tag{8.8}
\end{equation*}
$$

Using Eq.(8.8)
$\langle\mathrm{I}\rangle=\langle\mathrm{x}\rangle=\lambda$
and the normalized variance is given by

$$
\begin{equation*}
\sigma_{I N}{ }^{2}=\frac{\sigma_{I}{ }^{2}}{\langle I\rangle^{2}}=1+\frac{2}{M} \tag{8.9}
\end{equation*}
$$

It should be noted that $\sigma_{I}{ }^{2}$ in Eq.(8.9) is due to the combined effects of the speckle and the turbulence and can be obtained in terms of the strength of turbulence, path length, wavelength and beam size from Chapter V.

The cumulative PDF of the intensity will also be needed for comparison with the experimental data. It is given by

$$
F_{I}(I)=\int_{0}^{I} P_{I}(I) d I
$$

$=1-\left(\frac{M}{\langle I\rangle} I\right)^{\frac{M}{2}} \frac{2}{\Gamma(M)} K_{M}\left(2 \sqrt{M \frac{I}{\langle I\rangle}}\right)$
From previous work, 19 it is known that for the case under consideration the normalized variance of the intensity starts at unity with no turbulence and as the turbulence increases, it rises above unity and reaches a peak value near 1.25 around a Rytov variance of .1 to . 15 . As the level of turbulence increases further, the normalized variance decreases and asymptotically approaches unity again at very high turbulence levels. From

Eq.(8.9), it can be seen that the corresponding value of $M$ starts off at infinity and decreases to about 8 and then increases to infinity again as the turbulence increases. Clifford and Hill84 have shown that as $M$ approaches infinity, the $K$-distribution asymptotically reduces to an exponential distribution. Consequently the result, given by Eq.(8.7) for the PDF, asymptotically approaches the correct distributions, known at very high and very low turbulence levels.

### 8.2 Extension to Polychromatic and Partially Developed Speckle Patterns

The intensity of a polychromatic speckle in vacuum follows an M-distribution. 40 This is determined by resolving the total speckle pattern into a set of (fully developed) Gaussian speckle patterns, each having an exponential PDF for its intensity. If all the $N$ patterns are of equal average intensity, then the PDF of the intensity for the total polychromatic speckle pattern is given by an $M$-distribution with $M=M_{1}=N$. If all the component speckle patterns are of equal average intensity, then the PDF of the total intensity is given by 29

$$
P(I)=\sum_{i=1}^{N} \frac{\alpha_{i}^{N-2}}{\sum_{\substack{j=1 \\ j=i}}^{N}\left(\alpha_{i}-\alpha_{j}\right)} \frac{e^{-I / \alpha_{i} \lambda}}{\lambda}
$$

where the mean intensity is given by
$\lambda=\sum_{i=1}^{N} \lambda_{i}$
and where the average intensity of each component speckle pattern is given by $\lambda_{i}=\alpha_{i} \lambda$ and where the average intensity of each component speckle pattern is given bM-distribution. Using an $M$-distribution with $M=M_{2}$ for the turbulence effects and combining this with Eq. (8.4), the overall PDF of the intensity for the polychromatic speckle patterns is given by

$P_{I}(I)$
$=\frac{\left(M_{1} M_{2}\right) \frac{M_{1}+M_{2}}{2}}{\Gamma\left(M_{1}\right) \Gamma\left(M_{1}\right)} \frac{2}{\frac{M_{1}+M_{2}}{2}} I \frac{M_{1}+M_{2}}{2}-1$

$$
\begin{equation*}
* K_{M_{2}}-M_{1}\left(2 v \frac{\overline{M_{1} M_{2} I}}{\langle x\rangle}\right) \tag{8.12}
\end{equation*}
$$

The moments of the intensity of the above distribution will also be needed later for comparison with experimental measurements. They are given by
$\left\langle I^{n}\right\rangle=\frac{\langle x\rangle^{n} \Gamma\left(n+M_{2}\right) \Gamma\left(n+M_{1}\right)}{M_{1}{ }^{n} M_{2}{ }^{n} \Gamma\left(M_{2}\right) \Gamma\left(M_{1}\right)}$
from which $\langle\mathrm{I}\rangle=\langle\mathrm{x}\rangle=\lambda$

$$
\begin{aligned}
\left\langle I^{2}\right\rangle & =\langle I\rangle^{2}\left(1+\frac{1}{M_{2}}\right)\left(1+\frac{1}{M_{1}}\right) \\
\left\langle I^{3}\right\rangle & =\langle I\rangle^{3}\left(1+\frac{2}{M_{2}}\right)\left(1+\frac{1}{M_{1}}\right)\left(1+\frac{2}{M_{2}}\right)\left(1+\frac{1}{M_{1}}\right) \\
\left\langle I^{4}\right\rangle & =\langle I\rangle^{4}\left(1+\frac{3}{M_{2}}\right)\left(1+\frac{2}{M_{2}}\right)\left(1+\frac{1}{M_{1}}\right) \\
& *\left(1+\frac{3}{M_{1}}\right)\left(1+\frac{2}{M_{1}}\right)\left(1+\frac{1}{M_{1}}\right)
\end{aligned}
$$

and the normalized variance of the received intensity is given by

$$
\begin{equation*}
\sigma_{I N}{ }^{2}=\left(1+\frac{1}{M_{2}}\right)\left(1+\frac{1}{M_{1}}\right)-1 \tag{8.14}
\end{equation*}
$$

If the PDF for the polychromatic speckle intensity is a sum of exponentials as in Eq.(8.11), then Eq.(8.12) will be modified to

$$
\begin{aligned}
& P_{I}(I)=2 \frac{\frac{M_{2}+1}{2} \frac{\frac{M_{2}-1}{2}}{\Gamma\left(M_{2}\right)\langle x\rangle^{2}+\frac{M_{2}}{2}-N}}{\times \sum_{i=1}^{N} \frac{\alpha_{i}}{N-\frac{M_{2}}{2}-\frac{3}{2}}} \begin{array}{l}
\prod_{\substack{j=1 \\
j \neq i}}^{N}\left(\alpha_{i}-\alpha_{j}\right) \\
K_{1-M_{2}}\left(2 \sqrt{\frac{M}{\alpha_{i}\langle x\rangle} I}\right)
\end{array}
\end{aligned}
$$

where the corresponding moments of the intensity are given by
$\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle=\frac{\Gamma\left(\mathrm{n}+\mathrm{M}_{2}\right)}{\Gamma\left(\mathrm{M}_{2}\right) M_{2}{ }^{\mathrm{n}}}\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle_{\text {vacuum }}$
and where


Goodman ${ }^{42}$ has shown that a partially developed speckle pattern can be resolved into a sum of Gaussian speckle patterns and therefore the PDF of the intensity follows either an M-distribution or a sum of exponential distributions as in the case of the polychromatic speckle patterns. Consequently the above work also applies to the case of the propagation of partially developed speckle patterns throughout the turbulent atmosphere. As was the
case for a monochromatic speckle, when the strength of turbulence approaches zero or infinity, the PDF approaches the vacuum result for the target induced speckle.
8.3 Relation Between The Distribution Parameters and the Propagation Variables

The required parameters for the distribution are the average intensity and $M$ or $M_{1}$ and $M_{2}$. The average intensity is independent of the turbulence level, and so can be calculated using the speckle theory. The parameters $M$ and $M_{2}$ however are determined by the atmospheric fluctuations and thus are dependent on the strength of the turbulence, path length, beam size, focal length and the wave length. In accordance with the theory developed herein, $M$ and $M_{2}$ can be derived using Eq.(8.9) and Eq.(8.14) or Eq.(8.16) respectively. Consequently, if the relationship between the normalized variance of the received intensity and the propagation variables is known, $M$ or $M_{2}$ can be determined and the PDF defined.

A very useful path geometry was considered in previous chapters, in which the laser receiver and the transmitter are located at one end of the path and a target is located at the other end of the path. For this problem in Chapter $V$, expressions for the variance have been developed. By using the expressions for the variance from Chapter $V$ and the expression for the variance from (8.14), the $M_{1}$ and $M_{2}$ can be related to the propagation variables.

### 8.4 Experimental Data and Comparison with Theory

The theory proposed here is compared with the experimental data collected by Fossey and Holmes. 55 The previously proposed PDF ${ }^{18}$ did not agree with the experimental data as it did not take into account the amplitude effects. As will be shown here, K-distributions are very good approximations for the intensity fluctuations of both monochromatic and polychromatic speckle patterns.

Experiments were conducted at a height of 2 meters above flat agricultural land. The transmitter consists of an argon ion laser, operating at $.488 \mu_{\mathrm{m}}$ Coherent Radiation Lab Model 52) with an intracavity etalon to yield an output in single longitudinal mode for the monochromatic experiments. The etalon was removed for the polychromatic experiments to allow the laser run in several longitudinal modes. In order to separate the received signal from the background illumination, the outgoing beam was moduated at 100 kHz . Scotchlite (3M sprint marking paper) was used as the target material because it provides a directional return with a gain of 1000 to 1 over a perfect Lambertian surface but still imparts random phase to an incident monochromatic laser beam to form a speckle contrast of unity in the absence of turbulence. Measurements were made with a focused beam at two turbulence levels and with path lengths of 300,500 and 900 meters. The
polychromatic source was used in the 500 meter path measurements and the monochromatic source for other path lengths.

In each case the received normalized variance of the intensity was close to the peak of the curve of the variance of intensity versus the Rytov variance, at which point the maximum deviation of the PDF from the vacuum speckle result should occur and provide the best test of the theory. In order to compare the experimental data with theory in each case, the mean and the variance of the received intensity were used to calculate the proper parameter values of the distribution (since the line strength of the distribution of the laser source is not known, it is assumed that all the lines are of equal strength). Then using the formulations, derived for the PDF and the moments, the third and the fourth moments of the intensity and the cumulative PDF were calculated and compared with experimental data. The results are summarized in tables 8.1 and 8.2 and Figures 8.1 through 8.4. Except for one set of the data at 300 meter path length, which has shown significant deviation for the fourth moment of the intensity, the results are very good. All the cumulative density plots show good agreement between the theory and the experiment.
8.5 Discussion

In this chapter, a very important result, which will be useful in several applications of speckle propagation through turbulence

TABLE 8.1. COMPARISON OF CALCULATED AND MEASURED MOMENTS OF THE INTENSITY FOR A MONOCHROMATIC SPECKLE PATTERN IN THE TURBULENT ATMOSPHERE

| Experimenta1 Conditions | Normalized Variance | n | $\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle_{\text {Theory }}$ | $\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle_{\text {Experiment }}$ | $\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle_{\text {Theory }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | $\left\langle\mathrm{I}^{\mathrm{n}}\right\rangle_{\text {Experiment }}$ |
| $\mathrm{L}=9.10$ meters |  | 3 | $4.773 \times 10^{3}$ | $4.564 \times 10^{3}$ | . 9566 |
| $\mathrm{F}=910$ meters | 1.2504 |  |  |  |  |
| $\alpha_{0}=1.35 \mathrm{cms}$ |  | 4 | $2.171 \times 10^{5}$ | $2.168 \times 10^{5}$ | . 9983 |
| $\lambda=.488 \mu \mathrm{~ms}$ |  | 3 | $4.086 \times 10^{3}$ | $3.910 \times 10^{3}$ | . 9569 |
|  | 1.17 |  |  |  |  |
|  |  | 4 | $1.675 \times 10^{5}$ | $1.692 \times 10^{5}$ | 1.010 |
| $\mathrm{L}=300$ meters | 1.37 | 3 | $2.291 \times 10^{4}$ | $2.085 \times 10^{4}$ | . 9101 |
| $\begin{aligned} & \mathrm{F}=300 \text { meters } \\ & \alpha=2.52 \mathrm{cms} \end{aligned}$ |  | 4 | $1.896 \times 10^{6}$ | $1.741 \times 10^{6}$ | . 9183 |
| $\lambda=.488 \mu \mathrm{~ms}$ |  | 3 | $4.761 \times 10^{4}$ | $4.339 \times 10^{4}$ | . 9114 |
|  | 1.2049 | 4 | $4.517 \times 10^{6}$ | $3.521 \times 10^{6}$ | . 78 |

TABLE 8.2 COMPARISON OF CALCULATED AND MEASURED MOMENTS OF THE INTENSITY FOR A POLYCHROMATIC SPECKLE PATTERN IN THE TURBULENT ATMOSPHERE

| Experimental Conditions |  | $\begin{aligned} & \text { Higher Moments of the Intensity } \\ & \left\langle\mathrm{I}^{3}\right\rangle \text { Experiment } \quad\left\langle\mathrm{I}^{4}\right\rangle \text { Experiment } \end{aligned}$ |  |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \mathrm{L}=500 \text { meters } \\ & \mathrm{F}=500 \text { meters } \end{aligned}$ | Experimental Values |  |  |
| $\begin{aligned} \alpha_{0} & =1.35 \mathrm{cms} \\ \lambda^{\circ} & =.488 \mu \mathrm{~ms} \end{aligned}$ | Normalized <br> Variance | $\left\langle\mathrm{I}^{3}\right\rangle_{\text {Theory }}$ | $\left\langle\mathrm{I}^{4}\right\rangle_{\text {Theory }}$ |
| Data in Vacuum | . $328667 \quad M_{1}=3.043$ | . 9949 | . 9814 |
| Set 1 | . $638057 \mathrm{M}_{2}=4.295$ | 1.081 | 1.282 |
| Turbulent Set 2 | . $487012 \quad M_{2}=8.390$ | 1.036 | 1.162 |
| Set 3 | $.453380 \quad M_{2}=10.650$ | 1.026 | 1.093 |



Figure 8.1. Comparison of theoretical and experimental probability functions for a monochromatic speckle pattern.


Figure 8.2. Comparison of theoretical and experimental cumulative density functions for a monochromatic speckle pattern.


Figure 8.3. Comparison of theoretical and experimental cumulative density functions for a polychromatic speckle pattern.


Figure 8.4. Comparison of theoretical and experimental cumulative density functions of a polychromatic speckle pattern.
has been developed. An alternate approach is to assume that thephase and the amplitude fluctuations are independent and due tophase randomization, the intensity follows an exponentialdistribution and due to log-amplitude fluctuations, the intensityfollows an M-distribution. Then since phase and amplitude effectsare multiplicative, the overall intensity can be treated as aproduct of two random variables, suitably normalized. This alsothen leads to a K -distribution as this formulation is equivalent towhat was developed earlier in this chapter.

## CHAPTER IX

## CONCLUSIONS AND FUTURE WORK

In this chapter, the results obtained in the previous chapters and their limitations and directions for future work will be summarized. Using the Huygens Fresnel approximation the manner in which the turbulent atmosphere effects a polychromatic speckle field, generated by a diffuse target was studied in detail. The effects of the atmospheric perturbation on the various statistical parameters of a polychromatic speckle parameters such as the variance, covariance, time delayed covariance, autocorrelation and the probability density function of the received intensity, was studied in detail.

The results, substantiated by the experimental data suggest that the variance can be significantly increased by the atmospheric perturbation. The dependence of the atmospheric perturbation on the beam size, focusing geometry and wavelengths, was also studied.

It was found that the covariance, normalized to the variance, remains pratically unchanged for a substantial increase in the turbulence level for small separations. Also for low values of the turbulence level, it is found that reducing the vacuum speckle contrast ratio in fact reduces the normalized covariance while for
higher levels of turbulence, it increases the normalized covariance. In fact there is a turbulence level at which the vacuum speckle contrast ratio does not effect the normalized covariance. Also the relative roles of the various scale sizes were studied.

By resolving the total contribution to the time delayed covariance, into a coherent and an incoherent contribution, an approximate method for calculating the time delayed covariance to compare with the experimental data was developed. It is found that at low values of VSCR, the time delayed covariance is not affected substantially by the wind velocity. Also it is noticed for very large time delays, the incoherent fluctuations determine the time delayed covariance.

Finally it was shown that the atmospheric perturbation changes the exponential statistics in vacuum to a K -distribution, whose order is dependent on the normalized variance, in case of the monochromatic speckle pattern. For the polychromatic case, the PDF of the intensity in the turbulent atmosphere, follows a K-distribution of higher order or a weighted sum of K-distributions, as shown in the last chapter. The theory is accurate in that it reduces asymptotically to the monochromatic case, worked out by Holmes et al. 19 for a vacuum speckle contrast ratio of unity and to the results of Clifford et al. 85 for the incoherent case when the vacuum speckle contrast ratio tends to be
zero.
Additional results can be obtained by assuming other possible three-dimensional spectra for other applications. Results in this thesis are approximately valid for the propagation of partially coherent speckle pattern. Since in most applications pulsed sources are used and their coherence properties are very poor, the effect of the turbulent atmosphere can be best described by using the methods in this thesis. In addition related speckle problems, such as the number of the dominant eigenvalues of a polychromatic speckle pattern, the effect of the laser coherence on the contrast of the speckle pattern and the problem of averaging in the theory of the speckle pattern were discussed in detail. It is further shown that for several problems of practical interest, the source can be completely characterized by the vacuum speckle contrast ratio.

There are some important extensions to this work. For example, the Hill spectrum could be used to obtain the effects of the inner scale on the variance and the covariance. Also two frequency saturated forms for the log-amplitude covariance and other correlation functions can be developed from fundamentals since they have not yet been evaluated. The results developed in this work on PDFs can be used to understand the nature of the fluctuatoins of the laser beam in the turbulent at mosphere. Another promising area is multifrequency adaptive optics. Also,
the effects of the turbulent medium, characterized by more than two scales of turbulence is not known. The applicability of the results in this thesis for other problems such as
magnetohydrodynamics, should be investigated.

## APPENDIX A

This appendix consists of a program called EIGENS which estimates the eigenvalues of a symmetrical matrix. This program was used for the results of Chapter II.

The input matrix $A(i, j)$ was defined in the program since this program was written to solve Eq.(2.7). Otherwise, it can be defined by input data. Matrix dimensions are 12 by 12 . This can also be changed by changing the dimension statement. The output is given by the output matrix $A(i, j)$ itself.

```
C
    PROGRAM NAME IS EIGENS
    DIMENSION A(12,12), B(12,12),R(12,12)
    DIMENSION H(12,12),G(12,12)
    PROGRAM TO CALCULATE THE EIGENYALUES OF THE
    MATRIX IN CHAPTER II.
    CALL CONTRL(2,'EUCLID',8,日)
    CALL CONTRL(2,'GGGGGG',9,日)
    N=12
    AN=N
    X=SQRT(48.)/2.
    DEL=2./AN
    URITE(8,19)
    19 FORMAT<'SPECKLE INPUT MATRIK')
    P3=4./49.
    DO 1:1 I=1,12
    DO 1日2 J=1,12
    A(I,J)=EXP(-(I-J)**2*X*X*P3/2.)
    102 CONTINUE
    1■1 CONTINUE
        DO 4E1 I=1,12
        URITE(8,21) (A<I,J),J=1,12)
    21 FORMAT(8)2X,F1日.6))
    4■1 CONTINUE
        ANORM=日.
        DO 1E3 I=1,12
        DO 1E4 J=1,12
        IF(I.EQ.J) GO TO 22
        ANORM=ANORM+A(I, J)**2
    22 CONTINUE
    104 CONTINUE
    1日3 CONTINUE
        FTH=.1E-日?
        ATH=SQRT<ANORM)/AN
        DO 6日1 I=1,12
        I I= I + I
        DO 6日2 J=I1,12
        P=ABS(A(I,J))-ATH
            IF(ABS(A(I,J))-ATH) 6日2,6日2,32
    7日 IFO 105 L=1,12
    DO 1日6 M=1,12
    IF(L.EQ.M) GOTO 23
    R(L,M)=日.
    GO TO 1B6
    R{L,M\rangle=1.
    GOTO 1日6
    186 CONTINUE
    105 CONTINUE
    AL=-A(I,J)
    AMU=日. 5* (A(I,I)-A(J,J))
    IF(AL.EQ.G.) GO TO 6日2
    F=SIGN(1., AMU)
    OMEGA=F%AL/(ABS<SQRT(AL*AL+AMU*ARU)))
    X=OMEGR/ABS(SQRT<2.*((1.+SQRT(<1,-OMEGA**2))))))
```

```
    Y=ABS(SQRT(1.- X* X) )
    R(I,I)=Y
    R(J,J)=Y
    R(I,J)=X
    R(J,I)=-X
    CALL MMLT&G,A,R,12,12,12)
    CALL MTRN(H,R,12)
    CALL MMLT<B,H,G,12,12,12)
    DO 1日? Li=1,12
    DO 1日8 L2=1,12
    A(L1,L2)=B(L1,L2)
    CONTINUE
    CONTINUE
    CONTINUE
    CONTINUE
    TH=(ATH-FTH)*1日日日.
    IF(TH) 9日,9日,91
    CONTINUE
    ATH=ATH/AN
    GO TO 45
    CONTINUE
    HRITE(8,18)
    FORMATS'EIGENYALUES THE MATRIX OUTPUT',
    PHI=22./7.
    DO 5|1 I=1,12
    DO 5日2 J=1,12
    A<I,J)=DEL*&(I,J)/2.
CONTINUE
5日1 CONTINUE
HRITE(9,33) N
FORMAT(12)
    DO 2@1 I=1,12
DO 2&3 J=1,12
IF(A<I,J)-.昭暗) 2&3,77,77
HRITE(8,29) I,J,A(I,J)
FORMAT(2X,I4,2X,I4,2X,F1日.6)
    WRITE(9,34) A〈I,J)
FORMAT(F8.6)
203 CONTINUE
2日1 CONTINUE
CALL CONTRL(4,日,8,日)
CALL CONTRL(4,日,9,日)
CALL EXIT
ENO
```


## APPENDIX B

This appendix consists of three programs. The first program is called VAR111. This evaluates the atmospheric perturbation term of Chapter $V$, for the Kolmogorov spectrum of refractive index fluctuations. The input data is the the path length, wave length, focal length, beam size called alph0, the value at which function $\mathrm{f}_{1}$ of Chapter V should be chopped and also number of data points and the corresponding Rytov variance values (for a maximum of 14 points). For more data points, the program can be suitably modified. Further details are given at the beginning of the program. This program uses the saturated form of log-amplitude variance for Rytov variance . 3 and the unsaturated form for $>.3$. It is found however that using unsaturated form in the saturated region did not change the atmospheric perturbation values much and in fact saved a lot of time. Some approximations of log-amplitude covariance functions are due to Dr. R. A. Elliott of OGC. The second program, called RAO2FF, is used to calculate Table 5.1 in this thesis. This program calculates the correlation of intensity fluctuations at two different frequencies. Input data is path length, wave length, beam size, focal length and turbulence level. The program evaluates the intensity correlation for about $60 \%$ bandwidth in the center frequency $k_{0}$. The third program is called

RAOGXX. This program is written to calculate the atmospheric perturbation using the Hill spectrum especially for the turbulence simulation facility developed and tested by R. A. Elliott, et al. The program was written to evaluate the atmospheric perturbation for the possible values of $\mathrm{C}_{\mathrm{n}}{ }^{2}$ reached in the tank.

| C | NAME OF PROGRAM IS YARIII |
| :---: | :---: |
| C | Program to calculate the atmospheric perturbation |
| C | FOR ALL LEVELS OF TURBULENCE |
| C | PROGRAM USES THE UNSATURATED FORM OF LOG－AMPLITUDE |
| C | COYARIANCE FUNCTION FOR LOW TURBULENCE YALUES AND |
| C | SATURATED FORM OF LOG－AMPLITUDE COYARIANCE FUNCTION |
| C | DUE TO YURA AND CLIFFORD AT HIGH TURBULENCE LEVELS |
| C | SOME APPROXIMATE NUMERICAL SERIES FOR THE |
| C | LOG－AMPLITUDE COVARIANCE FUNCTIONS ARE DEVELOPED |
| C | BY DR．R．A．ELLIOTT OF O．G．C．AND THESE FORMS |
| C | RRE USED IN THE SUBROUTINE H AND FUNCTION |
| C | SUBPROGRAM F3（Y）． |
| C | OUTPUT CONSISTS OF THE PROPAGATION DATA AND EACH |
| C | ARGUMENT AND THE CORRESPONDING MAGNITUDE OF THE |
| C | LOG－AMPLITUDE COVARIANCE．ALSO EACH |
| C | BM AND FINAL VALUE OF THE ATMOSPHERIC PERTURBATION |
| C | （GIYEN AS SIGMA）ARE PRINTED |
| C | IF THE FREQUENCIES ARE UIDELY SEPERATED |
| C | THE PROGRAM SHOULD BE MODIFIED USING THE PROGRAMS |
| C | RAO2FF AND CX2FF |
|  | DIMENSION PM（15），AJ1（15），CX（6），CN2I（14） |
|  | DATA PM／2．4日48，5．52日1，8．6537，11．7915，14．93日9， |
|  | C18． $\mathrm{B} 711,21.2116,24.3525,27.4935,30.6346,33.7758$ ， |
|  | $136.9171,4$ 日． $1584,43.1998,46.34121$ |
|  | DATA AJ1／．51915，－． $34286, .27145,-.23246,-.20635$ ， |
|  | 1－． $18773,17327,-16178,-.15218, .144166,-.1373$ ， |
|  | 1．131325，－．126日7，．1239，－．11721／ |
| C | IN THE ABOVE DATA PM＇S ARE ZEROS OF ZEROTH ORDER |
| C | BESSEL FUNCTION．AJI＇S ARE THE YALUES OF FIRST ORDER |
| C | BESSEL FUNCTION AT YALUES OF PM |
| C | PROGRAM GENERATES ATMOSPHERIC PERTURBATION VERSUS |
| C | RYTOY $V A R I A N C E ~ F O R ~ A ~ M A X I M U M ~ O F ~ 14 ~ D A T A ~ P O I N T S . ~$ |
| C | IF YOU NEED MORE DATA POINTS，PROGRAM CAN BE |
| C | MODIFIED ACCORDINGLY． |
| C | INPUT DATA FIRST LINE IS PATH LENGTH，FOCUS，BEAM |
| C | SIZE AND UAVELENGTH |
|  | READ（5，7B2）PATH，FOCUS，ALPHE，AUAVE |
| 702 | FORMAT（ $2 X, \mathrm{~F}$ ？． $2,2 \mathrm{X}, \mathrm{F} 7.2,2 X, F 6.4,2 X, \mathrm{E} 11.4$ ） |
| C | CHOP IS THE NEGLIGIBLE YALUE ASSIGNED TO THE |
| C | FUNCTION FI IN THE THEORY |
|  | READ（5，7日3）CHOP |
| 783 | FORMAT（F7．5） |
|  | READ 5，7日4）NDATA |
| 704 | FORMAT（I2） |
| C | NDATA IS THE NUMBER OF POINTS SPECIFYING THE RYTOY |
| C | VARIANCE UHERE THE YARIANCE IS CALCULATED |
| C | SIGMAX IS THE RYTOY VARIANCE |
|  | DO $866 \mathrm{I}=1$ ，NDATA |
|  | READ（5，687）SIGMAX（I） |
| 687 | FORMAT（F5．2） |
| 866 | CONTINUE |
|  | DO 7日1 ICN2＝1，NDATA |

```
        CONST1=PATH**(11./6.)
        CONST2= (.44./(7.*R|RYE))**(7./6.)
        CN2I(ICN2)=SIGMAX(ICN2)/(CONST1*CONST2*.124)
    7E1 CONTINUE
        DO 99 INDEX=1,NDATA,1
        CN2=CN2I(INDEX)
        HRITE(4,4日) PATH,FOCUS, RLPHO
        HRITE(6,4B) PRTH,FOCUS,ALPHE
    4B FORMATC 2X,'PATH=',F5.B, 2X,'FOCUS=', 3X,F5.B, 2X,'ALFHB
    HRITE(4,41) CN2,RWAVE
    WRITE(6,41) CN2,RWRUE
    41 FORMAT(4X,'CN2=', 4X,E1日.4,2X,'RWAVE=', 2X,E1日.4)
        PHI=22./7.
        AK=2.*PHI/(RWRVE)
        ARHO=1.日9215*CN2*AK*AK*PATH
C THE NEXT STEP DECIDES THE RANGE TO GET BMS
    AI=1./(2.*ALPHE**2)
    R2=1./(ARHO**(1.2))
    A= (A1+A2)**(-.5)/1日日.
    22 X=F1<PATH,CN2, AWAYE,ALPHB,FOCUS,R)
        IF(ABS(X).LT.CHOP) GO TO 23
        A=R*1.1
        GO TO 22
    23 URITE{4,175) A
    175 FORMAT(2%,'R=', 2Y,E14.6)
C CALCULATION OF BMS FOLLOUS
C GENERALLY 6 COFFECIENTS ARE ENDUGH, IF MORE REQUIRED
C CHANGE 6 IN STHTEMENT 29 TO THE REQUIRED NUMEER
    M=1
    IF(M.GT.6) GO TO 25
    TRAFEZOIDAL INTEGRATION TO GET BMS
    AR=0.
    BR=A
        DR=(BR-RR)*. 5
        PXM=PM(M)
        SUM1 = FX{PATH,CN2, AWAVE,ALPHB,FOCUS,PXM,R,AR)+2.*
        1FX(FATH,CN2, AWAYE, ALPH日,FOCUS,PXM, &,DR) + FX(FATH,U゙N2,
        2RUAYE,ALFHG, FOCUS,FYM,R,BR)
            SUMR=SUMI*DR*.5
        NR=1
26 NR=2*NR
    TDR=DR
    DR=DR*.5
    R=AR + DR
    DO 101 IR=1,NR
    SUM1=SUM1+2.*FX(PATH,CN2,AWAYE,RLFHQ:FOCUS,PXM,A,R)
    R=R + TUR
1B1 CONTINUE
    SUM2=SUM1*DR*.5
    IF(RBS(SUM2-SUMA).LE.ABS(.BI*SUM2)) GO TO 666
    SUMA = SUM2
    GOTO 26
666 IF(NR.GT.16) GO TO 667
    SUMA = SUM2
```

```
            GO TO 26
    667 BM(M)=SUM2*2./\langle{A*&J1(M)>**2)
            M=M+1
            GO TO 29
    25 CONTINUE
            SUMC=日.
            D0103 M=1,6
            URITE(4,28) M, BM(M)
            |RITE(6,28) M,BM(M)
            SUMC=SUMC + BM(M)
            28 FGRMAT(4X,'M=', I4,5X,' BM(M) =', F1日.7)
    103 CONTINUE
            HRITE(6,94) SUMC
            HRITE(4,94) SUMC
    94 FORMAT(1BX,'SUMC=',F1日.7)
C CALCULATIONS FOR CXXM) FOLLOW
C SIMPLE EXPRESSION IS USED FOR SIGMAT LESS THAN
C OR EQ. . }3\mathrm{ AND LLIFFORD EXPRESIION FOR GT OR EQ. . 3
            MC=1
    32 IF(MC.GT.6) GO TO 33
            RHO=PATH*PM(MC)/LA*AK)
            SIGMAT=.124*AK**(?./6.)*PATH**(11./6.)*CN2
            WRITE(4,93) SIGMAT
            WRITE(6,93) SIGMAT
    93 FORMAT(4X,'SIGMAT=',E14.6)
C SIGMAT IS THE SAME AS SIGMAX
            IF{SIGMAT.LE..3) GO TO פ2G
            CX(MC) =FYY(RHO,SIGMAT,AWAVE,PATH)
C CX(MC) IS THE LOG-AMPLITUDE COYARIANCE FUNCTION
C FYY IS THE LOG-AMPLITUDE COYRAINCE IN STRONG
C TUREULENCE REGIME, DEVELOPED BY YURR AND CLIFFORD.
C THIS IS A DOUELE INTEGRAL. ONE OF THE INTEGRALS IS
C APPROXIMATED BY AN ASYMPTOTIC SERIES EY
C DR.R.A.ELLIOTT OF OGC.
C FOR DETAILS SEE REFERENCES 54 AND }72\mathrm{ OF THIS THESIS
    GO TO 921
    921 CONTINUE
    92G CX(MC)=FGX(RHO,CN2, AWAVE,PATH)
C
C LOW TURBULENCE LEYEL AND IS AGAIN A DOUBLE INTEGRALI.
    ONE OF THE INTEGRALS WAS AFPROXIMATED BY A SERIES
    BY DR.R.A.ELLIOT. THIS IS SUBROUTINE H BELOW.
            URITE{4,511) MC,CX(MC), RHO
            WRITE(6,511) MC,CX(MC),RHO
    511 FGRMAT(4X,'MC=',I4,5X,'CX(MC)=',E14.6,2X,'RHO=',E14
            IF(CX(MC).LE..日日I) GOTO 52日
            MC=MC+1
            GOTO 32
52B MCI=MC+1
    DO 521 IM=MC1,E
    CX(IM)=日.
    521 CONTINUE
33 CONTINUE
    COFFSM= 
```

```
    DO 522 M=1,6
    COFFSM=COFFSM+BM(M)*EYP(4.*CY(M))
5 2 2
SIGMR=COFFSM+1,-SUMC
C SIGMA IS THE ATMOSPHERIC PERTURBATION
    HRITE(4,524) SIGMAT,SIGMA
    URITE{6,524) SIGMAT,SIGMA
    524 FORMAT(4X,'SIGMAT=',E18.6,5X,'SIGMA=', E14.6)
    THE NORMALIZED VARIANCE OF THE RECEIVED INTENSITY
    FOR A MONOCHROMATIC SPECKLE IS GIYEN BY
    \forallAR=2.*SIGMR-1.
    FOR A POLYCHROMATIC SPECKLE, THE YARIANCE
    OF INTENSITY IS GIYEN AS
    \forallAR={1.+YSCR*YSCR\*SIGMR-1.
    CONTINUE
        STOP
        END
        FUNCTION AJB(X)
C AJE IS THE BESSEL FUNCTION OF ZEROTH ORDER AND FIRST
        IF(X.GT.3.) GO TO 71
        X1=x/3.
        AJ日=1.-2.2499997*X1**2+1.26562日8*只1**4-.3163866*x1**
    16+.0444479**1**8-.0839444*x1**1日+.0日821**1**12
        GO TO >2
    X2=3./4
```



```
    1**3+.日日137237**2**4-.日月日ア28日5*&2**5+.日日目年476**2**6
    THETA=X-.78539816-.04166397**2-. 日Q 003954*&2**2 +
```



```
    1.日日民13558*x2**6
        AJ日=F0*C(IS(THETA)/SQRT(X゙)
        GO TO >2
    72 CONTINUE
        RETURN
        END
        FUNCTION F3(Y)
        Q=.7*Y
        IF(Q.GT.4.712389) GOTO 61
        Q1=Q**(1./3.)
        GQ=3.*(.37278-Q1/4.+Q1**7/448.-Q1**13/29952
    1+Q1**19/(2801.664ED3)-Q1**25/(36864.E日4))
    FF4=7.B2*Y**<5./6.)**GQ
    GO TO 62
61 Q2=Q**<-1./6.)
    GQ1=.6*Q**{-5.\3.)
    GQ2=.79788456*C.OS(Q+.78539816)*(Q2**(19.)-
    113.194444*Q2**<31.)+42日. 38966*Q2**(43.))
    GQ 3 =. 79788456*SIN(Q+.78539816)*(3.1666667*Q2**(25)
    1-68.171296*Q2**<37.) +3日12.7926*Q2**(49)\rangle
        GQ=GQ1-GQ2-GQ3
        FF4=9.45*Q**{5./6.)**GQ
        GO TO 62
    F3=FF4
    RETURN
```

```
        END
        FUNCTION FF2(Y)
        IF{Y.LT..日1) GO TO 65
        FF2=SIN(Y)**2/(Y**(11./6.))
        GO TO 66
    65 YP=Y**(1./6.)
        FF2=YP-. 3333333*YP**13+.04444444*YP**25
        GO TO 66
        6% CONTINUE
        RETURN
        END
        FUNCTION F1(PATH,CN2, AGAVE, ALPHE,FOCUS, Z2)
        ZZ=Z2/ALPHE
        X1=EXP(-ZZ*ZZ/2.)
        AK=44./(7.*AHAVE)
        XJ=1.日9215*CN2*PATH*AK**2
        Z3=22**(5./3.)
        X2 =EXP(-4.3*23)
        X4 = RK*(1.-PATH/FUCUS)*22*ALPHR/(2.*PATH)
        X5=EXP(-X4*X4*2.)
        F1=X1**2*X5
        RETURN
        END
        SUBROUTINE GAUSSU<RHO, SIG,AWAYE, PATH, A1, A2,Y, ANSU1)
        C1=(A1+A2)*.5
        C2=(A2-A1)*.5
        U1=-.2386915*C2+C1
        U2 =. 2386915*C2+C1
        U3=-.6612094*C2+C.1
        U4=.6612894*C2 + C1
        U5=-.9324695*C2+C.1
        U6}=.9324695*C2+C
        w1=.4679139
        W2=W1
        W3=.3687616
        |4=|}
        W5=.1713245
        #6=$5
        UAI=WI*FM(RHO,SIG,AWAVE,PATH,UI,Y)
        UA2=WI2*FM<RHO,SIG,AWAVE,PATH,U2,Y)
        UA 3=W3*FM{RHO,SIG, AWAYE, PATH,UЗ,Y)
        UA4=W4*FM<RHO,SIG,AWAYE,PATH,U4,Y)
        UA5 = W 5*FM <RHO,SIG,AWAYE, PATH,U5,Y)
        UAG=W6*FM(RHO,SIG,AUAVE, PATH, U6,Y)
        ANSU1=C2* (UA1+UA2+UAS +UR4 +UA5 +UA6)
        RETURN
        END
        SUBROUTINE YGAUSS(RHO,SIG, AWAYE, PATH, AY1,AYZ,ANSYY)
    D1=(AY1 + AY2)*. 5
    D2=(AY2-AY1)*.5
    Y1=-. 2386915*D2 +D1
Y2=.2386915*D2 +D1
Y3=-.6612日94*D2 +D 1
Y4=.6612日94*D2 + D1
```

```
    YS=-. 9324695*D2 +D 1
    Y6=.9324695*D2 + D1
    U\mathbb{I}=.4679139
    |2=|1
    *S=.36B7616
    H=W3
    45=.1713245
    46=45
    Y&I=WI*UGAUSS(PATH,RHO,SIG,AWAVE,Y1)
    YA2=W2*UGAUSS(PATH,RHO,SIG,AWAYE,Y2)
    YA 3=|3*UGAUSS(PATH,RHO,SIG,AWAVE,Y3)
    YA4=$4*UGAUSS(PATH,RHO,SIG,AWAYE,Y4)
    YA5=W5*UGAUSS(PATH,RHO,SIG,AWAVE,Y゙5)
    YA6=Uठ*UGRUSS(PATH,RHO,SIG,AWAVE,Y6)
    ANSYY=D2* (YA1+YA2+YA3+YA4+YA5 +YA6)
    RETURN
    END
    FUNCTION FM{RHO,SIGMAT,AWRYE, PATH,U,Y)
    IF(Y.LE.G.) GO TO 251
    IF(ABS(U).LE.G日1.OR.ABS(U).GE..99) GO TO 251
    AXXX=U*{1.-U)
    IF(AXXK.GE.B.) GOTO 991
    GRITE(6,232) AXXXX
232 FORMAT(F14.8)
991 CONTINUE
    FM14 =EXP(-SIGMAT*F3(Y)*(U*(1.-U))**(5./6.))
    FM11={U*(1.-U))**(< 5.)/6.)
    PHI=22.17.
    FM12X=SQRT((4.*PHI*Y*U)/(1.-U))
    FM12Y=SQRT(AUA#E*PRTH)
    FM12=FM12X*RHO/FM12Y
    FM13=FF2(Y)
    FM=FM11*FM13*FM14*AJ日(FM12)*2.95*SIGMAT
    GOTO 252
251 FM=0.
252 CONTINUE
    RETURN
    END
    FUNCTION UGAUSS{PATH,RHO, SIGMAT,AWAYE,Y)
    AU=日.
    BU=1.
    NU=2
    TNSU=日.
    5日1 ANSU=日,
    DO 5日2 IU=1,NU
    ANU=NU
    AI=AU+(IU-1.)*(BU-AU)/ANU
    A2=AU+(IU)*(BU-AU)/ANU
    CALL GRUSSU(RHO,SIGMAT,AWAYE,PATH,A1,A2,Y,ANSUZ)
    ANSU=ANSU+ANSU2
5B2 CONTINUE
    IF(ABS(ANSU-TNSU).LE.ABS(.日2*ANSU)) GO TO 5日3
    TNSU=ANSU
    NU=NU*2
```

```
    G0 TO 5:1
5B3 UGRUSS=ANSU
    RETURN
    END
    FUNCTION FX(PATH,CN2, AWAVE, ALPHB,FOCUS,PXM,A,R)
    FXX=F1(PATH,CN2, AUAYE, ALPHV,FOCUS,R)
    FX=FXX*R*AJ日(PXM*R/A)
    RETURN
    END
    FUNCTION FYY(RHO,SIGMAT,AWAYE, PATH)
    TNSX=日.
    ANSK=若.
    АY=日.
    IF{SIGMAT.LE.1.) GOTO 721
    BY=1./(2.*SIGMAT)
    GO TO 722
721 BY=1.
722 DELTA=BY
723 HY=2
    TNSY=0.
5日8 ANSY=g.
    DO 509 IY=1,NY
    ANY=NY
    AYI=AY+(IY-1.)** BY-AY)/ANY
    AY2=AY+IY*(BY-AY)/ANY
    CALL YGAUSS(RHO,SIGMAT, AWAVE, PATH,AY1,AY2,ANSY2)
    ANSY=ANSY + ANSY2
5®9 CONTINUE
    IF(ABS(ANSY-TNSY).LE.ABS{.日2*ANSY)) GO TO 51日
    TNSY=ANSY
    NY=NY*2
    HRITE<6,461) ANSY
461 FORMAT(54,E14.6)
    IF{NY.GE.4.AND.ABS{RNSY).LE..日日1) GO TO 51日
    GO TO 5月8
51日 ANSX=ANSX+ANSY
    IF(ABS(ANSX-TNSX).LE.ABS(.E2*ANSX)) GO TO >32
    AY=AY+DELTA
    BY=BY+DELTA
    TNSX=ANSX
    IF(ABS(ANSX).LE..BEI) GO TO 732
    GO TO >23
732 FYY=ANSX
    RETURN
    END
    SUBROUTINE GAX(RHO,CN2,AWAYE,PATH,A1,A2,ANSU1)
    C1=(A1+A2)*.5
    C2 =(A2-A1)*.5
    U1=-. 2386915*C2+C1
    U2=.2386915*C2+C1
    U3=-.6612日94*C2+C1
    U4 =.6612094*C2 + C 1
    U5=-.9324695*C2 +C1
    U6=.9324695*C2 +C1
```

```
    N1=.4679139
    42=41
    |3=.36日7616
    |4=|3
    *5=.1713245
    46=W5
    UA1=H1*FMXX(RHO,CN2, AWAYE,PATH,U1)
    UA2=W2*FHXX(RHO,CN2,AWAVE,PATH, U2)
    UA 3=W3*FMXX(RHO,CN2, AWAVE,PATH,U3)
    UA4=W4*FMXX(RHO,CN2, AWRYE,PATH,U4)
    UA5=W5*FMXX(RHO,CN2, AW&VE,PATH,U5)
    UA6=$6*FMXX(RHO,CN2, AWAYE,PATH,U6)
    ANSU1=C2* (UA 1+UA2 +UA 3+UR4 +UA5+UR6)
    RETURN
    END
    FUNCTION FGX(RHO,CN2,AUAVE,PATH)
    RU=日.
    BU=1.
    NU=2
    TNSU=日
    501 ANSU=日.
        DO 5B2 IU=1,NU
        ANU=NU
        AI=AU+(IU-1.)*(BU-AU)/ANU
        A2=RU+(IU)*(BU-RU)/ANU
        CALL GAX(RHO,CN2,AWAYE,PATH,A1,A2,ANSU2)
        ANSU = ANSU + ANSU2
502 CONTINUE
    IF(ABS(ANSU-TNSU).LE.ABS(.G2*ANSU)) GO TO 503
    TNSU=ANSU
    NU=NU*2
    GO TO 5B1
503 FGX=ANSU
    RETURN
    END
    FUNCTION FMXX(RHO,CN2, AWAVE,FATH,U)
    PHI=22.17.
    AK=2.*PHI/AWAYE
    A1=SQRT((U*(1.-U)*PATH)/(2.*AK))
    A2 = ABS(RHO* (1.-U))
    CALL HS(A1,A2,CC)
    FMXK=.132*PHI*PHI*AK*AK*PATH*CN2*CC
    RETURN
    END
    SUBROUTINE HS(A,B,C)
    DIMENSION C2(9),C3(1日)
    INTEGER FI
    DOUBLE PRECISION G2,G3,HK,BB,G,C,H
    DATA C2/9.64506E-3,-.513572E-2,.298日32E-1,
    1-.54日2513E日,.2日56255E2
1 ,-1.35296E3,1.37215E5,-1.9892E7,3.9日89E9/
    DATA C3/3.36111, -13.49112,-66.日8151,.385934E3,
    1.2626497E4, -. 2444846E5,
    1-.1791784E6,.1747611E7,1.8776日4E7,-2.2B3577E8/
```

```
    Z=B*B/(8*A * A )
    HH=.559167*B**(1.6666667)
    IF (2.GT.12.56) GO TO 2月日
    N=31
C POWER SERIES EXPANSION OF H[A,B]
            N1=N+1
            HK=5./(36*4)
            BB=2*Z*HK
            G2=1.+B B
            N3=N/2+1
            DZ=Z*Z
            TZ=DZ*DZ
            DO 1日 J=1,N3
            I=2*J-1
            HK= -HK*(6.*I+1.)*(6.*I+7.)/((6.*(I +2.)*(I + 3.))**2)
            IF(J.EQ.1) GO TO 12
            HK=HK*DZ
            GO TO 1日
            12 HK=HK*TZ
    1日 G2=G2+HK
            HK=5./6.
            BB=HK*Z
            G3=8B
            DO 11 J=日,N3
            I=2*J
            HK=-HK*{6.*I+1.)*{6.*I+7.)/((6.*(I +2)*(I + 3) )**2)
            IF(J.EQ.日) GO TO 13
            HK=HK*DZ
            GO TO 11
        13 HK=HK*DZ*Z
        11 G3=G3+HK
    10日 G={.25881984*G2*.96592583*G3)
            C=2.975414275*A**1.6666667*G
            C=-HH+C
            RETURN
C ASYMPTOTIC EXPANSION OF H[A,B]
    2日日 ZZ=1/Z
            D1=0.525982*B**1.66666?
            G1=C2(1)*ZZ**2+C2(2)*ZZ**4+C2(3)*ZZ**6+C2(4)*ZZ**8
            1 +C2(5)*ZZ**1日+C2(6)*ZZ**12+C2(7)*ZZ**14+C2(8)*ZZ**
            116
            G2=1 +C3(2)*ZZ**2+C3(4)*ZZ**4+C3(6)*ZZ**6 +C3(8)*ZZ**8
            1+C3(1日)*2Z*1日
            G3=C3(1)*ZZ+C3(3)*ZZ**3+C3(5)*ZZ**5+C3(7)*ZZ**7+
            1 C3(9)*2Z**9
            PO=2.66666667
            H=1.日63日853*G1+SIN(Z)*ZZ**P0*G2*.14971日5-.1497*
            1 COS(Z)*ZZ**PO*G3
                C=-H*D 1
            RETURN
            END
```

```
C NAME OF THE PROGRAM IS RAO2FF
C HOTATION OF THE PROGRAM YARIII APLLIES HERE
    CALCULATION OF <I(K1) I(K2)> VERUS RATIO
    OF UAVELENGTHS(K1/K2) AT A GIYEN POINT
    IN THE RECEIYER PLANE AT YARIOUS YALUES
    OF INTEGRATED TURBULENCE. THIS IS USEFUL
    IN STUDYING THE DEPENDENCE OF TUO FREQUENCY
        ATMOSPHERIC PERTURBATION ON THE FREQUENCY
        DIFFERENCE (SEE CHAPTER }\vartheta\mathrm{ , TABLE ON THE
        COMPARISION OF THO FREQUENCY AND SINGLE
        FREQUENCY ATMOSPHERIC PERTURBATION).
        THE THO FREQUENCY LOG-AMPLITUDE COYARIANCE
        C(R,K1,K2) IS STUDIED IN ANOTHER PROGRAM.
        THIS PROGRAM IS YALID ONLY AT LOH
        TURBULENCE LEYELS (RYTOY VARIANCE<. 3).
        DIMENSION PM(15),AJ1(15),CX(6)
        DIMENSION BH(10)
        DATA PM /2.4日48,5.52日1,8.6537,11.7915,14.93日9,
    C18.日711,21.2116,24.3525,27.4935,3日.6346,33.7758,
    136.9171,4日.日584,43.1998,46.3412,
        DATA AJ1/.51915,-.342日6,.27145,-.23246,-.2月635,
        1-. 18773,.17327, -. 16178, -. 15218,.144166,-.1373,
        1.131325,-.12647,.1239,-.11721/
        READ(5,7日2) PATH,FOCUS,ALPHE,AWAYE
    7日2 FORMAT( 2X,FT.2,2X,F7.2,2X,F6.4,2X,E11.4)
        READ(5,7E3) CHOP
    7日3 FORMAT(F7.5)
        READ(5,7B?) CN2
    7日7 FORMAT(E1E.4)
        AKB=44./(7.*A&AYE)
        DO 99 IJJ=1,6
        BETA=IJJ*.1
        AKI=AKB+AK日*BETA*.5
        AK2=AK日-AK日*BETA*.5
        URITE(4,4日) PATH,FOCUS,ALPHE
        HRITE(6,4E) PATH,FOCUS,ALPHE
        4日 FORMAT(2X,'PATH=',F5.日, 2X,'FOCUS=', 3X,F5.日
        1 , 2X,'ALPHE=',F6.4)
            HRITE(4,41) CN2,AWAVE, BETA
            URITE(6,41) CN2,AWAVE, BETA
    41FORMAT(4X,'CN2=',4X,E1G.4,2X,'AWAYE=', 2X,
        1 E1B.4,'BETA=',F6.3)
        PHI=22./7.
        ARHO=1. B9215*CN2*AK1*AK1*PATH
C THE NEXT STEP DECIDES THE RANGE TO GET BMS
    A1=1./(2.*ALPHE**2)
    A2=1./(ARHO**(1.2))
    A=(A1+A2)**(-.5)/1日日.
    X=F1(AK2,PATH, CN2,AK1,ALPHQ,FOCUS,A)
        IF(ABS(X).LT.CHOP) GO TO 23
        A=A*1.1
        GO TO 22
    23 HRITE<4,175) A
```

```
    175 FORMAT( 2X,'A=', 2X,E14.6)
C CALCULATION OF BNS FOLLOUS
    M=1
    IF(M.GT.6) GOTO 25
    AR=日.
    BR=A
    DR=< BR-AR )*. 5
    PXM=PM(M)
    SUM1=FX(AK2, PATH,CH2,AK1, ALPHE,FOCUS,PXM,A,AR) +
        1 2. *FX(AK2,PATH,CN2,AK1,ALPHQ,FOCUS,PXM,A,DR) +
        2 FX(AK2,PATH,CN2,AK1,ALPH日,FOCUS,PKM,A,BR)
            SUMA=SUM1*DR*.5
    NR=1
    26 NR=2*NR
    TOR=DR
    DR=DR*. 5
    R=AR+DR
    DO 1B1 IR = 1,NR
    SUM1=SUM1+2.*FK(AK2,PATH,CN2,AK1,ALPHE,
    1 FOCUS,PXM,A,R)
    R=R+TDR
    1日1 CONTINUE
    SUM2=SUM1*DR*.5
    IF(ABS(SUM2-SUMA).LE.ABS(.B1*SUM2)) GOTO 666
    SUMA= SUM2
    GO TO 26
    666 IF(NR.GT.16) GO TO 66?
        SUMA=SUM2
        GO TO 26
    667 BM(M)=SUM2*2.l(<A*AJ1(M))**2)
        M=M+1
        GO TO 29
    25 CONTINUE
        SUMC=日.
        DO 1.03 M=1,6
        URITE(4,28) M, BM(M)
        URITE(6,28) M,BM(M)
        SUMC=SUMC + BM(M)
        28 FORMAT(4X,'M=',I 4,5X,'BM(M)=', F1B.7)
    103 CONTINUE
        HRITE(6,94) SUMC
        URITE(4,94) SUMC
    94 FORMAT(1日X,'SUMC=',F1日.7)
C CALCULATIONS FOR CX(M) FOLLOW
    MC=1
    32 IF(MC.GT.6) GO TO 33
    RHO=PATH*PM(MC)/(A*AK2)
    SIGMAT=.124*AK日**(7./6.)*PATH**(11./6.)*CN2
    URITE(6,93) SIGMAT
    FORMAT(4X,'SIGMAT=',E14.6)
    CX(MC)=FYY(AK2,RHO,CN2,AK1,PATH)
    URITE{4,511) MC,CX(MC),RHO
    HRITE<6,511) MC,CX(MC),RHO
    511 FORMAT(4X,'MC=',I4,5X,'CX(MC)=',E14.6,
```

```
    1 2X,'RHO=',E14.6)
        IF(CX(MC).LE..E日I) GO TO 52日
        MC=MC+1
        GO TO 32
52日 MCI=MC+1
    DO 521 IM=MC1,6
    CX(IM)=日.
521 CONTINUE
33 CONTINUE
    COFFSH=日.
    DO 522 M=1,6
    COFFSM=COFFSN+BM(M)*EXP(4.*CX(M))
522 CONTINUE
    SIGMA=COFFSM+1.-SUMC
    URITE<4,524) SIGMAT,SIGMA
    URITE{6,524) SIGMAT,SIGMA
524 FORMAT(4X,'SIGMAT=',E18.6,5K,'SIGMA=', E14.6)
    URITE<4,555)
555 FORMAT('//////')
99 CONTINUE
199 CONTINUE
    STOP
    END
    FUNCTION AJB(X)
    IF(X.GT.3.) GO TO >1
    XI= X/3.
    AJE=1.-2.2499997*X1**2+1.26562日8*X1**4-.3163866**1**
    16+.0444479*X1**8-.日日39444*X1**1日+.日日日21*X1**12
    GO TO 72
71 K2=3.14
```




```
    THETA=X-.78539816-.04166397*X2-. 日回年3954*X2**2+
```



```
    1.日日日13558**2**6
        AJ日=F0*COS(THETA)/SQRT(X)
    GO TO >2
    CONTINUE
    RETURN
    END
    FUNCTION FI<AK2,PATH,CN2, AK1, ALPHQ,FOCUS,Z2)
    ZZ=Z2/ALPHE
    B1=AK2/AK1
    B2=AK1/AK2
    X1=EXP(-ZZ*ZZ*.25*(1.+B1*B1))
    X3=.545625*CN2*PATH*(AK2**2)*(1.+B2**(. 3333333))
    Z3=Z2**(5./3.)
    K2=E XP(-X3*23)
    X4=AK2*(1.-PATH/FOCUS)*Z2*ALPHE/(2.*PATH)
    X5 =E XP(-X4* K4*2.)
    F1=X1* \ 2* X5
    RETURN
    END
    SUBROUTINE GAUSSU(AK2,RHO,CN2, AK1,PATH,A1,A2,Y, ANS)
```

$C 1=\left(A_{1}+A_{2}\right) * .5$
$C 2=(A 2-A 1) * .5$
$\mathrm{Ul}_{1}=-.2386915$＊C $2+\mathrm{C} 1$
U2 $=.2386915 * C 2+C 1$
$U 3=-.6612$ 日94＊C2＋C1
$\mathrm{U} 4=.6612094 * \mathrm{C} 2+\mathrm{C} 1$
U5 $=-.9324695 * C 2+C 1$
U6 $=.9324695 * C 2+C 1$
$W 1=.4679139$
$\mathrm{H}_{2}=\mathrm{bl} 1$
$43=.3687616$
$\mathbf{W H}_{4}=\mathrm{W} 3$
$\omega 5=.1713245$
$\omega_{6}=\mathrm{w} 5$
UA $1=W 1$＊FM $=$ RK 2，RHO，CN2，AK $1, P A T H, U 1, Y$ ）
UA $2=W 2 * F M(A K 2, R H O, C N 2, A K 1, P A T H, U 2, Y)$
UA 3＝U 3＊FM $(A K 2, R H O, C N 2, A K 1, P A T H, U 3, Y)$
UA $4=W 4$ F FM $=$ AK 2，RHO，CN2，AK 1，PATH，U4，Y ）


$A N S=C 2 *\langle U A 1+U A 2+U A 3+U A 4+U A 5+U A 6\rangle$
RETURN
END
SUBROUTINE YGAUSS（AK2，RHO，CN2，AK1，PATH，AY1，AY2，ANS）
$D 1=(A Y 1+A Y 2) * .5$
$D 2=(A Y 2-A Y 1) * .5$
$Y_{1}=-.2386915$＊D $2+D 1$
$Y 2=.2386915 * D 2+D 1$
$Y 3=-.6612094$＊D2＋D 1
Y4＝．6612日94＊D2＋D 1
$Y 5=-.9324695$＊D 2 ＋D 1
$Y 6=.9324695 * D 2+D 1$
$W 1=.4679139$
W2 $=\| 1$
แ3＝．36日7616
$\omega 4=\omega 3$
$\downarrow 5=.1713245$
$\mathrm{H}_{6}=\mathrm{W} 5$
YA1＝W1＊UGAUSS（AK2，PATH，RHO，CN2，AK1，Y1）
$Y A 2=H 2 * U G A U S S(A K 2, P A T H, R H O, C H 2, A K 1, Y 2)$
$Y A 3=W 3 * U G A U S S(A K 2, P A T H, R H O, C N 2, A K 1, Y 3)$
YA $4=W 4 * U G A U S S(A K 2, P A T H, R H O, C N 2, A K 1, Y 4)$
YA5＝U5＊UGAUSS（AK2，PATH，RHO，CN2，RK1，Y5）
YA6 $=46 * U G A U S S(A K 2, P A T H, R H O, C N 2, A K 1, Y 6)$
$A N S=D 2 *(Y A 1+Y A 2+Y A 3+Y A 4+Y A 5+Y A 6)$
RETURN
END
FUNCTION FM（AK2，RHO，CN2，RK1，PATH，U，Y）
IF（Y．LE．日．）GO TO 251
IF（ABS（U）．LE．．BEI．OR．ABS（U）．GE．．99）GOTO 251
$A X X X=U *(1 .-U)$
IF（AXXX．GE．日．）GO TO 991
URITE（6，232）AXXX

```
991 CONTINUE
    FM11=(U*(1.-U))**(< 5.)/6.)
    PHI=22.17.
    FH12X=SQRT((4.*PHI*Y*U)/(1.-U))
    HAYEL=44./(7.*AK1)
    FM12Y=SQRT(UAYEL*PATH)
    FM12=FM12X*RHO/FM12Y
    BB=AK1/AK2
    FM13=SIN(Y)*SIN(BB*Y)/<BB*(Y**(11./6.)))
    CONS=.36558246*CN2*{AK1**(7./6.))*(PATH**(11./6.))
    FM=CONS*FM11*AJ日(FM12)*FM13
    GO TO 252
251 FM=0.
252 CONTINUE
    RETURN
    END
    FUNCTION UGAUSS(AK2,PATH, RHO,CN2,AK1,Y)
    AU=\square.
    BU=1.
    NU=2
    TNSU=\square.
    5日1 ANSU=\square.
    DO 5B2 IU=1,NU
    ANU=NU
    AI=AU+(IU-1.)*(BU-AU)/ANU
    A2=AU+(IU)*(BU-AU)/ANU
    CALL GAUSSU(AK2,RHO,CN2,AK1,PATH,A1,A2,Y,ANSU2)
    ANSU=ANSU+ANSU2
502 CONTINUE
    IF(ABS(ANSU-TNSU).LE.ABS(.G2*ANSU)) GO T0 5B3
    TNSU=ANSU
    NU=NU*2
    GO TO 5:1
503 UGAUSS=ANSU
    RETURN
    END
    FUNCTION FX(AKK2,PATH,CN2,AK1, ALPHE,FOCUS,PXM,A,R)
    FKX=F1(AK2,PATH,CN2, AK1, ALPHB,FOCUS,R)
    FX=FXX*R*AJ日(PXM*R/A)
    RETURN
    END
    FUNCTION FYY(AK2, RHO,CN2,AK1,PATH)
    SIGMAT=.124*AK1**(7./6.)*(PATH**(11./6.))*CN2
    TNSK=日.
    ANSX=日.
    AY=0.
    IF(SIGMAT.LE.1.) GO TO 721
    BY=1./(2.*SIGMAT)
    G0 TO 722
721 BY=1.
722 DELTA=BY
    IF(AK1.GT.AK2) BY=BY*AK2/AK1
    IF(AK1.GT.AK2) DELTA=DELTA*AK2/AK1
723 NY=2
```

```
    TNSY=日.
5日8 ANSY=日.
    DO 509 IY=1,NY
    ANY=NY
    AY1=AY+(IY-1.)*(BY-AY)/ANY
    AY2=AY+IY*(BY-AY)/ANY
    CALL YGAUSS<AK2,RHO,CN2,AK1,PATH,AY1,AY2,ANSY2)
    ANSY=ANSY+ANSY2
5日9 CONTINUE
    IF(ABS(ANSY-TNSY).LE.ABS(.B2*ANSY)) GO TO 51日
    TNSY=ANSY
    NY=NY*2
    HRITE(6,461) ANSY
461 FORMAT(5X,E14.6)
    IF(NY.GE.4.AND.ABS(ANSY).LE..日日1) GO TO 51日
    GO TO 50]8
51: ANSX=ANSX+ANSY
    IF(ABS(ANSX-TNSX).LE.ABS(.E2*ANSX)) CO TO 732
    AY=AY +DELTA
    BY=BY+DELTA
    TNSX=ANSX
    IF(ABS(ANSX).LE..㫙1) GO TO >32
    GO TO }72
732 FYY=ANSX
    RETURN
    END
```

```
C NAME OF PROGRAM IS RAOGXX
C PROGRAM TO CALCULATE THE ATMOSPHERIC
C PERTURBATION USING HILL SPECTRUM FOR THE
C SIMULATION TANK VALID ONLY AT LOW
C LOU TURBULENCE REGIMES.NEED TO BE CHANGED
C FOR STRONG TURBULENCE REGIMES.
        DIMENSION PM(15), AJI(15),CX(6),CN2I(6)
        DIMENSION BM(1日)
        DATA PM /2.4日48,5.5201,8.6537,11.7915,14.93日9,
    C18.0711,21.2116,24.3525,27.4935,3日.6346,33.7758,
    136.9171,4日.0584,43.1998,46.34121
        DATA AJ1/,.51915,-.342日6,.27145,-.23246,-.2日635,
    1-.18773,.17327,-.1617日,-.15218,.144166,-.1373,
    1.131325,-.126E7,.1239,-.11721/
        DATA CN2I/1.E-11,5.E-11,1.E-1日,2.E-1日,5.E-1日,
    1 1.E-E9/
        READ(5,444) PATH
    444 FORMAT(F4.2)
        READ(5,445) FOCUS
    44 FORMAT(F4.2)
        RERD(5,446) ALPHE
    446 FORMAT(F5.3)
        READ (5,447) AWAUE
    447 FORMAT(F6.3)
        AWAYE=AWAYE*<1.E-日6)
        READ(5,7日3) CHOP
    7日3 FORMAT(F?.5)
C REFRACTIYE INDEX IS 1.361;IT SHOULD BE
C CHANGED FOR OTHER SIMULATING MEDIUMS
        DO 99 INDEX=1,6,1
        CN2=CN2I(INDEX)
        URITE(4,4g) PATH,FOCUS, ALPHE
        URITE(6,4日) PATH,FOCUS,ALPHE
    4日 FORMAT< 2X,'PATH=',F7.2, 2X,'FOCUS=', 3X,F7.2, 2X,
        1 'ALPH日=',F6.4)
            URITE(4,41) CN2,AHAVE
            URITE(6,41) CN2,AWAVE
    41 FORMAT(4X,'CN2=', 4X,E1B.4, 2X,'AWAYE=', 2X,E1日.4)
            PHI=22. 17 .
            AK=2.*PHI*1.361/(AWAYE)
            ARHO=1. - 92215*CN2*AK*AK*PATH
C THE NEXT STEP DECIDES THE RANGE TO GET BMS
    A1=1./(2.*ALPHE**2)
    A2=1./(ARHO**(1.2))
    A=\langleA1+A2)**(-.5)/1日日.
    22 X=F1(PATH,CN2,AWAYE,ALPH日,FOCUS,A)
        IF(ABS(X).LT.CHOP) GO TO 23
        A=A*1.1
        GOTO 22
    23 HRITE<4,175) A
    175 FORMAT( 2X,'A=', 2X,E14.6)
C
            CALCULATION OF BMS FOLLOWS
        M=1
```

```
    29
    IF(H.GT.6)
                            GO TO 25
        AR=B.
        BR=A
        DR=(BR-AR)*.5
        PXM=PM\M)
        SUMI =FX(PATH,CN2, AWAYE, ALPHG,FOCUS, PYM, A, AR)
        1+2.*FX<PATH,N2,AWAYE, ALPHE,FOCUS,PYM, G,DR)
        2+FX(PATH,CN2,AWAYE, ALPHQ,FOCUS,PXM,A,BR)
        SUNA=SUM1 *DR*.5
        NR=1
        26 NR=2*NR
        TDR=DR
        DR=DR*.5
        R=AR+DR
        DO 101 IR =1,NR
        SUMI=SUMI +2.*FX'(PATH,CN2,AWAYE,ALPHQ,FOCUS,PXM,A,R)
        R=R + T DR
    1G1 CONTINUE
        SUM2=SUM1*DR*.5
        IF(ABS(SUM42-SUMA).LE.ABS(.D1*SUM2)) GO TO 666
        SUMA=SUM2
        GO TO 26
    666 IF\NR.GT.16) GO TO 66?
        SUMA=SUN2
        GO TO 26
    667 BM(M)=SUM2*2.l(<A*AJ1(M)\rangle**2)
        M=M+1
        GO TO 29
        25 CONTINUE
        SUMC=日.
        D0 1E3 M=1,6
        WFITE:4,28) M, BM(M)
        WRITE(6,28) M, BM(M)
        SUMC= SUMC + BM(M)
        28 FORMAT(4X,'M=',I4,5X,'BM(M)=',F1日.7)
    1日3 CONTINUE
        HRITE<6,94) SUMC
        WRITE<4,94) SUMC
    94 FORMAT(1日X,'SUMC=',F1日.7)
C LOG-AMPLITUUE COVARIANCE FUNCTION OF A SPHERICAL WAY
C AT LOU TURBULENCE LEVELS IS USED IN THE NUMERICAL
C EYALUATION. THIS SHOULD BE MODIFIED FOR STRUNG
C TURBULENCE CONDITIONS.
C CALCULATIONS FOR CX(M) FOLLOW
    RYTOY=FYY(G.,CN2, AWAYE,PATH)
    URITE<4,188) RYTOY
    HRITE(6,188) RYTOY
    188 FORMAT( 2X,'RYTOY=',E14.6)
        MC=1
    32 IF(MC.GT.6) GO TO 33
        RHO=PATH*PM(MC)/(A*AK)
        CX(MC)=FYY(RHO,CN2,AWAYE,PATH)
        URITE(4,511) MC,CX(MC),RHO
        URITE(6,511) MC,CX(MC),RHO
```

511 FURMAT（4X，＇MC＝＇，I4， $5 X,{ }^{\prime} C X(M C)={ }^{\prime}, E 14.6,2 X,{ }^{\prime}$ RHO＝＇，E14． IF（CX（MC）．LE．．日日1）GO TO 52日
$M C=M C+1$
GO TO 32
52日 $\quad$ MCI $=\mathrm{MC}+1$
DO 521 IM $=$ MC1， 6 CX（IM）＝日．
521 CONTINUE
33 CONTINUE
COFFSM＝日．
DO $522 M=1,6$
COFFSM＝COFFSM＋BM（M）＊EXP（4．＊CX（M））
522 CONTINUE
SIGMA＝COFFSM＋1．－SUMC
HRITE（4，524）SIGMA
HRITE（6，524）SIGMA
524 FORMAT（ 4 X，＇SIGMA＝＇，E14．6）
99 CONTINUE
STOP
END
FUNCTION AJ日（X）
IF（X．GT．3．）GO TO 71
$X 1=X / 3$ ．


GO TO 72
$71 \quad \times 2=3.1 \times$


THETA＝X－． $78539816-$ ．日4166337＊X2－．日回日3954＊×2＊＊24

1 ．日明13558＊×2＊＊6
AJ $\quad=\mathrm{FO}$ ：COS（THETA）／SQRT（X）
GOTO 72
72 CONTINUE
RETURN
END
FUNCTION FI＜PATH，CN2，AWAYE，ALPH日，FOCUS，Z2）
$Z Z=Z 2 / A L P H$ 日
$X_{1}=E X P(-Z Z * Z Z / 2$.
AK＝44．＊1．361／（7．＊AUAYE）
X3＝1．日9215＊CN2＊PATH＊AK＊＊2
Z3＝22＊＊（5．13．）
$X 2=E X P(-X 3 * 23)$
X4＝AK＊（1．－PATH／FOCUS）＊Z2＊ALPHE／（2．＊PATH）
$X 5=E \times P(-X 4 * X 4 * 2$.
FI $=X 1 * \times 2 * \times 5$
RETURN
END
SUBROUTINE GAUSSU（RHO，CH2，AWAVE，PATH，A1，A2，Y，ANSU1）
C1 $=\left(\mathrm{A}_{1}+\mathrm{A} 2\right) * .5$
$C 2=\left(A 2-A_{1}\right) * .5$
$U 1=-.2386915 * C 2+C 1$
$\mathrm{U} 2=.2386915 * \mathrm{C} 2+\mathrm{C} 1$

```
U3 = - . 6612日94*C2 +C1
U4 =. 6612日94*C2 + C1
U5=-.9324695*C2+C1
U6 =. 9324695*C2 + C1
M1=.4679139
42=|1
y3=.3687616
44=43
|5=.1713245
W6 =W5
UA1=W1*FM<RHO,CN2,AWAVE,PATH,U1,Y)
UA2=W2*FM{RHO,CN2,AWAVE,PATH,U2,Y)
UA 3= U3*FM(RHO,CN2,AWAYE, PATH,U3,Y)
UA4=|4*FM<RHO,CN2,AWAYE,PATH,U4,Y)
UA5=W5*FM (RHO,CN2, AWAYE, PATH,U5,Y)
UA6= प6*FM{RHO,CN2,AWAYE,PATH,U6,Y)
ANSU1=C2*(UA1+UA2+UA3+UA4 +UA5 +UA6)
RETURN
END
SUBROUTINE YGAUSS(RHO,CN2,AWAYE, PATH, AY1, RY2, ANS)
DI= (AY1 +AY2)*.5
D2=\AY2-AY1)*.5
Y1 =-. 2386915*D2 +D 1
Y2=.2386915*D2 +D1
Y3=-.6612日94*D2 +D1
Y4 =.6612日34*D2 + D1
Y5 =-. 9324695*D 2 +D 1
Y6 =. 9324695*D2 + D1
HI=.4679139
|2=|1
H3=.36日7も16
W4=W3
y5=.1713245
46=W5
YA1=W1*UGAUSS(PATH,RHO,CN2,AWAVE,Y1)
YA2=W2*UGAUSS(PATH,RHO,CN2,AWAYE,Y2)
YA 3=W3*UGAUSS(PATH,RHO,CN2,AWAYE,Y3)
YR4=W4*UGAUSS(PATH,RHO,CN2,AWAVE,Y4)
YA5=W5*UGAUSS(PATH,RHO,CN2,AWAYE,Y5)
YA6=46*UGAUSS(PATH,RHO,CN2,AWAYE,Y6)
ANS=D2*{YA1+YA2+YA3+YA4+YA5+YA6}
RETURN
END
FUNCTION FM(RHO,CN2, AWAYE,PATH,U,Y)
IF(Y.LE.日.) GO TO 251
IF(ABS(U).LE..日日1.OR.ABS(U).GE..99)GOT0 251
AXXX=U* (1.-U)
AK=44.*1.361/(7.*AWAYE)
ALI=.,目旦55
TERMI=((2.*AK)/(PATH*U*(1.-U)))**(.5)
F16=1.11日>2日7*{AK**(1.5) )*(PATH**(1.5))*CN2
F11=(1.+SQRT<Y)*TERM1*RL1)/(<Y**(1.5))
F12=EXP(-Y*AL1*TERM1)
F13=(U*(1.-U))**(.5)
```

```
    F14=SIN(Y)***2.
    TERM2=RHO*SQRT(Y)*TERM1*U
    F15=AJ日(TERM2)
    F17=FYC(CN2,AWAYE,PATH,U,Y)
    F18=EXP(-F17)
    FM=F11*F12*F13*F14*F15*F16*F18
    GO TO 252
251 FM=日.
252 CONTINUE
    RETURN
    END
    FUNCTION UGAUSS(PATH,RHO,CN2, AWAYE,Y)
    AU=日.
    BU=1.
    NU=2
    TNSU=日.
    501 ANSU=若.
    DO 502 IU=1,NU
    ANU=NU
    AI=AU+(IU-1. )*( BU-\hat{AU)/ANU}
    A2=AU+(IU)*(BU-AU)/ANU
    CALL GAUSSUKRHO,CN2, AWRYE,PATH,A1,A2,Y,ANSU2)
    ANSU=ANSU+ANSU2
5日2 CONTINUE
    IF(ABS(ANSU-TNSU).LE.ABS(.日2*ANSU)) GO TO 5B3
    TNSU=ANSU
    NU=NU*2
    GO TO 501
503 UGAUSS=ANSU
    RETURN
    END
    FUNCTION FX(PATH,CN2,AWAYE,ALPHE,FOCUS,PXM,A,R)
    FXX=F1(PATH,CN2,A甘AYE,ALPHE,FOCLIS,R)
    FX=FXX*R*AJB(PXM*R/A)
    RETURN
    END
    FUNCTION FYY(RHO,CN2,AWAYE,PATH)
    TNSX=日.
    ANSX=夏.
    AY=0.
721 BY=1.
722 DELTA=BY
723 NY=2
    TNSY=日.
5日8 ANSY=日.
    DO 5日9 IY=1,NY
    ANY=NY
    AYI=AY+{IY-1.)* (BY-AY)/ANY
    AY2=AY+IY* (BY-AY)/ANY
    CALL YGAUSS(RHO,CN2,AWAYE,PATH,AY1,AY2,ANSY2)
    ANSY=ANSY+ANSY2
5日9 CONTINUE
    IF(ABS(ANSY-TNSY).LE.ABS(.g2*ANSY)) GO TO 51日
    TNSY=ANSY
```

```
    NY=NY*2
    HRITE(6,461) ANSY
461 FORMAT(5%,E14.6)
    IF(NY.GE.4.AND.ABS(ANSY).LE..日日1) GO TO 51日
    GO TO 5B8
51日 ANSX=ANSX+ANSY
    IF(ABS(ANSX-TNSX).LE.ABS(.日2*ANSX)) GO TO 732
    AY=AY+DELTA
    BY=BY+DELTA
    TNSX=ANSY.
    IF(ABS(ANSX).LE..日日1) GO TO 732
    GO TO }72
732 FYY=ANSX
RETURN
END
```


## APPENDIX C

This appendix consists of the computer program called COVAR written to evaluate the covariance, normalized to the square of the average intensity. In order to make the data useful for a wide range of VSCR values, the coherent and incoherent parts are printed separately for each spacing and propagation data. The input is path length, wave length, beam size and focal length. The turbulence data corresponds to 9 data points where the Rytov variance is specified under SIGI(9). The spacings are . 005 meters to .030 meters with an increment of .005 meters. These data points are called Pl (initial spacing), P2 (final spacing) and DELP (increment in spacing). By changing these values, the program can be used for arbitrary spacings. The coherent part in the output is called AINT2 and the incoherent part is called AINTl.

```
    DIMENSION PM(15), AJ1(15),CX1(6),CX2(6)
    PROGRAM NAME IS COUAR
    PROGRAM TO CALCULATE THE SPATIAL COYARIANCE AT
    LOU TURBULENCE LEYELS.IT ALSO GIVES GOOD
    RESULTS FOR THE STRONG TURBULENCE CONDITIONS
    FOR REASONS EXPALINED IN THE TEXT.
    P1 IS THE INTIAL DETECTOR SPACING, P2 IS THE FINAL
    DETECTOR SPACING AND DELP IS THE INCREMENT.
    P1,P2 AND DELP SHOULD BE CHANGED FOR THE
    DESIRED UALUES OF THE SPACING, UNDER CONSIDERATION.
    OUTPUT CONSISTS OF ALL THE PROPAGATION DATA,
    DETECTOR SPACING YALUES AND THE COHERENT TERM(AINT2)
    AND THE INCOHERENT TERM(AINTI). FOR DETAILED
    MEANING OF THESE TERMS, SEE THE CHAPTER ON THE
    COYARIANCE (CHAPTER YI).
    PROGRAM CAN BE CHANGED, IF THE FREQUNCIES ARE
    UIDELY SEPERATED BY USING THE PROGRAMS RAO2FF
    AND CXX2FF.
    SIGI IS THE RYTOY YARIANCE
    THIS PROGRAM GENERATES DATA FOR SEYERAL VALUES
    OF DETECTOR SPACINGS, FOR G YALUES OF THE
    RYTOY VARIANCE,SPECIFIED IN THE DATA.
    THE INPUT CAN BE SUITABLY MODIFIED, DEPENDING
    ON THE PROBLEM, UNDER CONSIDERATION.
    DIMENSION CN2I(3), BM(1日)
    DATA PM /2.4E48,5.52日1,8.6537,11.7915,14.9389,
    C18.日711,21.2116,24.3525,27.4935,3日.6346,33.7758
    C,36.9171,4日. 日584,43.1998,46.34121
    DATA AJ1/.51915,-.342日6,.27145,-.23246,-.2日635,
    C -. 167738773,.17327,-.16170, -. 15218,.144166,
    C -. 1373,.1313245,-.126日7,.1239,-.11721/
    DATA CN2I /1.E-15,1.E-14,1.E-13/
    READ(5,77) PATH
    READ(5,77) FOCUS
    READ(5,77) AWAYE
    READ(5,77) ALPH日
    FORMAT(E1日.4)
    DO 99 INDEX=1,3
    PHI=22./7.
    AK=2.*PHI/AHAYE
    CONSS=. 124*( AK**(7./6.))**PATH**(11./6.)
    CN2=CN2I(INDEX)
    URITE(6,41) PATH,FOCUS,ALPHE
    URITE(4,41) PATH,FOCUS,ALPHE
    FORMAT< 2X,'PATH=',F5.B, 2X,'FOCUS=',F5.日, 2X,
    1 'ALPHE=',F6.4)
    URITE(6,4E) CN2,AHAYE
    HRITE(4,4日) CN2,AWAYE
    FORMAT( 2X,'CN2 =',E14.6,5X,'AWAYE=',E14.6)
    ARHO=1.&9215*CN2*AK*AK*PATH
C THE NEXT STEP DECIDES THE RANGE TO GET BMS
    CHOP=.日1
    A1=1./(2.*ALPH日**2)
```

```
        A2=1./(ARH0**(1.2))
        A=(A1+A2)** - 5)/1日日.
    22 X=F1(PATH,CN2,AHAVE,ALPHE,FOCUS,1.,A)
        IF(ABS(X).LT.CHOP) GO TO 23
        A=A*1.1
        GO TO 22
        23 URITE{6,175) A
        HRITE<4,175) A
    175 FORMAT(5X,'A=',E14.6)
C A IS THE RANGE HHERE FI IS CHOPPED
        M=1
    29
        IF(M.GT.6)
                                GO TO 25
        AR=日.
        BR=1.
        DR=(BR-AR)*. 5
        PXM=PM(M)
        SUM1 = FX(PATH,CN2, AWAVE,ALPHG,FOCUS,PYM, A,AR)
        C+2.*FX(PATH,CN2,A甘AYE, ALPHE,FOCUS,PXM,A,DR)
        C+FX(PATH,CN2,AWAYE, ALPHG,FOCUS,FXM,A,BR)
        SUMA=SUM1*DR*.5
        NR=1
    26 NR=2*NR
        TDR=DR
        DR=DR*.5
        R=AR+DR
        DO 1G1 IR=1,NR
        SUM1=SUM1 + 2. *FX(PATH,CN2, RWAYE, RLPHE,FOCUS,PXM, R,R)
        R=R + TDR
    1日1 CONTINUE
    SUM2=SUM1*DR*.5
    IF(ABS(SUM2-SUMA).LE.ABS{.BI*SUM2)) GO TO 666
    IF(NR.GT.2日48) GO TO 66?
    SUMA=SUM2
    GO TO.26
    666 IF(NR.GT.16) GO TO 667
    SUMA=SUM2
    GO TO 26
    667 BM(M)=SUM2*2./((AJ1(M))**2.)
        M=M+1
        GO TO 29
    25 CONTINUE
    SUMC=日.
    DO 1日3 M=1,6
    URITE(6,28) M,BM(M)
    SUMC= SUMC + BM(M)
    28 FORMAT( 4X,'M=',I4,'BM(M)=',F1B.7)
    1日3 CONTINUE
    HRITE(6.94) SUMC
    URITE(4,94) SUMC
    94 FORMAT<I日X,'SUMC=',FI日.7)
C CALCULATIONS FOR COYARIANCE
    P1=.085
    DELP=.g日5
    P2=.日5月
```

```
        P=P1
    83日 CONTINUE
        IF(P.GT.P2) GO TO 4日1
C CALCULATIONS FOR CXI(MC) FOLLOH
        SIGMAT=.124*AK**(7./6.)*PATH**< 11./6.) \%CN2
        URITE(4,93) SIGMAT
        URITE(6,93) SIGMAT
    93 FORMAT< 4X,'SIGMAT=',E14.6)
        MC=1
    32 IF(MC.GT.6) GO TO 33
    RHO=PATH*PM(MC)/(A*AK)
    IF(MC.EQ.1) GO TO 988
    MC1=MC-1
    DIFF=ABS(CXI(MC1)-1.)
    IF(ABS(DIFF).LE..日日1) GOT0 91日
    9#8 CONTINUE
        CX1(MC)=FCX(RHO,P,CN2,PATH,ALPHZ,FOCUS,AWAVE)
    1*.15989日91
    G0 TO 911
    910 CXI(MC)=1.
    911 CONTINUE
        MC2=MC-1
        IF(MC2.GE.1.AND.ABS(BM(MC)).LE.E1) GO TO 912
        CX2(MC)=FF1(RHO,P,CN2,PATH, ALPHU,FOCUS,AWAVE)
    1*.159日9日91
        G0 TO 913
912 CX2(MC)=日.
    913 CONTINUE
    9日7 CONTINUE
        URITE(6,511) MC,BM(MC),CX1(MC),CX2(MC)
        URITE(4,511) MC,BM(MC), CX1(MC), CY2(MC)
    511 FORMAT( 3X,'MC=',I 3, 2X,'BM(MC)=',E1日.4,2X,
        1'CX1(MC)=',E10.4,3X,'CX2(MC)=',E1ロ.4)
            MC=MC+1
            GO TO 32
    33 CONTINUE
        AINTI=日.
        AINT2=日.
        DO 522 M=1,6
        AINT1=AINT1+BM(M)*CXI(M)
        AINT2=AINT 2+8M(M)*CX2(M)
    522 CONTINUE
        AINTI=AINT1+1.-SUMC
        AINT2 = AINT 2+1., SUMC
        HRITE(6,524) P,AINT1,AINT2
        HRITE<4,524) P,AINT1,AINT2
    524 FORMAT< 2X,'P=',F8.5, 2X,'AINTI=',E14.6, 2X,
        1 'AINT2=', E14.6)
            COYAR=AINT1+AINT2-1.
            URITE<4,555) P,COYAR
            URITE(6,555) P,COYAR
555 FORMAT( 3X,'P=',F5.3,5X,'COVAR=',F9.6)
    IF(ABS(COYAR).LE..1) GO TO 4日1
    P=P&DELP
```

```
GO TO 83日
4B1 CONTINUE
99 CONTINUE
    STOP
    END
    FUNCTION FCX(RHO,P,CN2,PATH,ALPHE,FOCUS,AWAYE)
C IHTEGRATION OYER THETA
    ATH=日
    BTH=44./7.
    NTH=1
    TNSTH=日.
301 STH=日
    DO 302 ITH=1,NTH
    ANTH=NTH
    ATHI=ATH+(ITH-1.)*(BTH-ATH)/ANTH
    ATH2=ATH+ITH*(BTH-ATH)/ANTH
    STH=STH+FCXT(RHO,P,CN2,PATH,ALPHQ,AWAVE,ATH1,ATH2)
3B2 CONTINUE
    IF(ABS(STH-TNSTH).LE.ABS(.日2*STH)) GO TO 3日3
    THSTH=STH
    NTH=NTH*2
    GO TO 3可1
303 FCX=STH
    RETURN
    END
    FUNCTION FCXT(RHO,P,CN2, PATH, ALPHQ, AWAYE,ATH1,ATH2)
    CTH1=(ATH1+ATH2)*.5
    CTH2=\ATH2-ATH1)*.5
    T1 =-. 2386915*CTH2+CTH1
    T2=.2386915*CTH2+CTH1
    T3=.6612B94*CTH2+CTH1
    T4=-.6612日94*CTH2+CTH1
    T5=-.9324695*CTH2 + CTH1
    T6 =. 9324695*CTH2+CTH1
    |TI=.4679139
    HT2=WT1
    HT3=.36日7616
    UT4=|T3
    HT5=.1713245
    UT 6 = WT5
    UT1=UT1*SXX(RHO,P,CN2,PATH, ALPHE,AWAYE,T1)
    UT2 = UT2 *S XX (RHO,P,CN2,PATH, ALPHE,AWAVE,T2)
    UT3=WT3*SXX(RHO,P,CH2,PATH, ALPHQ, AWAYE,T3)
    UT4=HT4*SXX(RHO,P,CN2,PATH,ALPHE,AWAYE,T4)
    UT5 = WT5*SXX(RHO,P,CN2,PATH,ALPH日,AWAYE,T5)
    UT6=UT6*SXX(RHO,P,CN2,PATH,ALPHE,AWAVE,T6)
    FCXT=CTH2*(UT1+UT2+UT3+UT4+UT5+UT6)
    RETURN
    END
    FUNCTION GAUSSU(RHO,P,CN2,PATH,ALPHE,AWAYE,T)
    AU=\square.
    BU=1.
    NU=1
    TNSU=日.
```

```
5日1 ANSU=日.
    DO 5@2 IU=1,NU
    ANU=NU
    AUI=AU+{IU-1. )* (BU-AU)/ANU
    AU2=AU+IU*(BU-AU)/ANU
    ANSU=ANSU + UG<RHO,P,CN2,PATH,ALPHE,AUAYE,T,AU1,AU2)
5日2 CONTINUE
    IF(ABS(ANSU-TNSU).LE.ABS(.G2*ANSU)) GO TO 503
    TNSU=ANSU
    NU=NU*2
    GO TO 5&1
503 GAUSSU=ANSU
    RETURN
    END
    FUNCTION UG(RHO,P,CN2, PATH, ALPHG,AWRVE,T,AU1, AU2)
    CU1={AU1+AU2)*.5
    CU2=(AU2-AU1)**.5
    UG1=-. 2386915*CU2 +CU1
    UG2=.2386915*CU2+CU1
    UG3=-.6612日94*CU2 +CU1
    UG4=.6612月94*CU2+CU1
    UG5=-.9324695*CU2 +CU1
    UG6=.9324695*CU2+CU1
    WG1=.4679139
    HG2=WG1
    WG3=.36日7616
    WG4=WG3
    HG5=.1713245
    WG6=WG5
    AG1=\G1*CXX(RHO,P,CN2,PATH, ALPHQ,AWAYE,T,UG1)
    AG2=WG2*CXX(RH0,P,CN2,PATH, ALPHE,AWAYE,T,UG2)
    AG3=\G3*CXX(RHO,P,CN2,PATH,ALPHG,AWAYE,T,UG3)
    AG4=$G4*CXX(RHO,P,CN2,PATH,ALPHE,AWAYE,T,UG4)
    AG5=WG5*CXX(RHO,P,CN2,PATH,ALPHE,AWAYE,T,UG5)
    AG6=UG6*CXX(RHO,P,CN2,PATH,ALPHE,AWAVE,T,UG6)
    UG=CU2* (AG1 +AG2 +AG3 + AG4 + AG5 +AG6)
    RETURN
    END
    FUNCTION SXX<RHO,P,CN2,PRTH, RLPHE, AWRYE,T )
    SXX=EXP(4.*GAUSSU(RHO,P,CN2,PATH,ALPHE,AWA甘E,T))
    RETURN
    END
    FUNCTION FFI(RHO,P,CN2,PATH, ALPHE,FOCUS,AWAYE)
    ATH=日.
    BTH=6.2856
    NTH=1
    TNSTH=0.
2■1 STH=日.
    DO 202 ITH=1,NTH
    ANTH=NTH
    ATHI=ATH+(ITH-1.)*(BTH-ATH)/ANTH
    ATH2=ATH+ITH*< BTH-ATH\rangle/ANTH
    STH=STH+FFF(RH0,P,CN2,PATH,ALPHE, AWRVE, ATH1, RTH2)
    CONTINUE
```

```
    IF(ABS(STH-TNSTH).LE.ABS(.日2*STH)) GO TO 2日3
    TNSTH=STH
    NTH=NTH*2
    GO TO 2G1
2日3 FFI=STH
    RETURN
    END
    FUNCTION FFF(RHO,P, CN2,PATH,ALPHE, RWAVE, ATH1, ATH2)
    XTH1=(ATH1+ATH2)*.5
    <TH2={ATH2-ATH1)*.5
    X1=-. 2386915*XTH2+XTH1
    X2=. 2386915*XTH2+XTH1
    x3 =-.6612日94*XTH2+XTH1
    X4 =.6612094*XTH2+XTH1
    X5 =-. 9324695*XTH2+XTH1
    X6 =. 9324695*XTH2+XTH1
    H1=.4679139
    |2=|1
    |3=.3607616
    *4=|3
    |5=.1713245
    W6=W5
    AX1=41*FX8<RHO,P,CN2,PATH,ALPHE,AWAVE,X1)
    AX2=$2*FX8(RHO,P,CN2,PATH,ALPHQ,AWA\cupE, X2)
    AX3=W3*FX8(RHO,P,CN2,PATH,ALPHE,AWAVE,X3)
    AX4=W4*FX8(RHO,P,CN2,PATH,ALPHE,AWAYE,X4)
    AX5=W5*FX8(RHO,P,CN2,PATH,ALFHG,AWAVE,X5)
    AX6=$6*FX8(RHO,P,CN2,PATH,RLPH日, AWAYE, X6)
    FFF=XTH2* (AX1+AX2+AX3+AX4+AX5+AX6)
    RETURN
    END
    FUNCTION FX8<RHO,P,CN2,PATH,ALPHE,AWAYE,T)
    S1=P*RHO*COS(T)
    S2=44./(%.*AWAVE*PATH)
    AK=44./(7.*AWAYE)
    R11=.545625*CN2*PATH*AK*AK
    R12=2.*R11**P**(5./3.)
    S4=(-1. 日9125*CN2*AK*AK*PATH*RHO**(5./3.))
    FXXX=FX1日{P,RHO,T\rangle+FX11(P,RHO,T\rangle
    S5=(1.455*CN2*AK*AK*PATH*FXXX)
    TR1=GAUSSU(RHO,P,CN2,PATH,RLPHQ,AWAYE,T)
    PC=-RHO
    TR2=GAUSSU(PC,P,CN2,PATH, ALPHE,AWAYE,T)
    S6=<2.*<TR1+TR2\rangle\rangle
    CONS1=-R12+S4+S5+S6
    CONS2=-CONS1
    IF(CONS2.GT.5) GO TO 31日
    CC=EXP(CONS1)
    S3=cos(S1*S2)
    FX8=S3*CC
    GO TO 311
31日 FX8=日.
311 CONTINUE
RETURN
```

```
    END
    FUNCTION FXIG(P,RHO,T)
    AL=日.
    BL=1.
    NL=1
    TSFX=日.
45日 ANSF=日,
    DO 451 I=1,NL
    ALI=AL+(I-1.)* (BL-AL)/NL
    AL2=AL+I*(BL-AL)/NL
    ANSF=ANSF+FX1QG(P,RHO,T,AL1,AL2)
451 CONTINUE
    1F(ABS\ANSF-TSFX).LE.ABS(.日2*ANSF)) GO TO 452
    TSFX=ANSF
    NL=NL*2
    GO TO 45日
452 FX1日=ANSF
    RETURN
    END
    FUNCTION FX1GG(P,RHO,T,AL1,AL2)
    C1=(AL1+AL2)/2.
    C2=(AL2-AL1)/2.
    X1=-.2386915*C2 +C1
    x2=.2386915* C2 + C1
    *3=-.6612日94*C2+C1
    X4 =. 6612日94*C2 + C1
    X5 =-.9324695*C2 + C1
    X6 =. 9324695*C2 + C1
    G1=.4679139
    G2=G1
    G3=.36日7616
    G4 =G 3
    G5=.1713245
    G6=G5
    XX1=G1*FX1G11(P,RH0,T,X1)
    XX,2=G2*FX1G11(P,RH0,T,X2)+G3*FX1R11(P,RHO,T,X3)+
CFX1日11(P,RHO,T,X4)*G4+G5*FX1日11(PP,RHO,T,X5)
C+G6*FX1日11(P,RHO,T,X6)
    FX1日G=C2*(XX1+XX2)
    RETURN
    END
    FUNCTION FXIG1I(P,RHO,T,P1)
    TE1=(P*P1)***2.
    TE2=(RHO*{1.-P1))**2.
    TE3=2.*P*RHO*P1*(1.-P1)*COS(T)
    TE4=R8S(TE1+TE2+TE3)
    FX1日11=TE4**<5./6.)
    RETURN
    END
    FUNCTION FXII(P,RHO,T)
    AL=日.
    BL=1.
    NL=1
    TG=日.
```

```
46日 AG=8.
    DO 461 I=1,NL
    ALI=AL+(I-1.)*(BL-AL)/NL
    AL2=AL+I*(BL-AL)/NL
    AG=AG + FX11G(P,RHO,T,AL1,AL2)
461 CONTINUE
    IF(ABS(AG-TG).LE.ABS(.日2*AG)) GO TO 462
    TG=AG
    NL=NL*2
    GO TO 46日
462 FX11=AG
    RETURN
    END
    FUNCTION FX11G(P,RHO,T,AL1,AL2)
    C1=(AL1+AL2)*.5
    C2=(AL2-AL1)**.5
    CX1=-.2386915*C2+C1
    CX2=.2386915*C2+C1
    CX3=.6612日94*C2+C1
    C\times4=-.6612日94*C2+C1
    CX5=-.9324695*C2+C1
    CX6=.9324695*C2+C1
    U1=.4679139
    w2=W1
    *3=.3687616
    44=|3
    |5=. 1713245
    46=45
    ANS=&1*FX11日1(P,RHO,T,CX1)+W2*FX11日1(P,RHO,T,CX2)
    C+W3*FX11日1(P,RHO,T,CX3)+W4*FX11日1(P,RHO,T,CX4)
    C+U5*FX11日1(P,RHO,T,CX5)+H6*FX11日1(P,RHO,T,CX6)
    FX11G=ANS*C2
    RETURN
    END
    FUNCTION FXIIG1(P,RHO,T,X)
    TER1=(P*&)**2.
    TE2=(RHO*(1.-X) )**2.
    TE3=2.*P*RHO*X*(1.-X)*COS(T)
    TX=ABS(TER1+TE2-TE3)
    FX11日1=TX**(5./6.)
    RETURN
    END
    FUNCTION AJE(X)
    IF(X.GT.1日GB.) GOTO 888
    IF(X.EQ.B.) GO TO 898
    IF(X.GT.3.) GO TO 71
    X1= K/3.
    AJB=1.-2.2499997*X1**2+1.26562日8**1**4-. 3163866**1
```



```
    GOTO 72
    x2=3./1x
```




```
    THETA=X-.78539816-.04166397*X2-.昭昭954*X2**2+
```



```
    1. 日目13558**2**6
    AJB=FO*COS(THETA)/SQRT(X)
    GO TO }7
888 AJ左=SQRT(.63661977/X)*COS(X-2.3561945)
    GO TO }7
898 AJ日=1.
72 CONTINUE
    RETURN
    END
    FUNCTION FI(PATH,CN2,AWAYE, ALPHE,FOCUS,A,ZF)
    Z2=ZF*A
    ZZ=Z2/ALPH日
    XI=EXP(-ZZ*ZZ/2.)
    AK=44./(7.*AUAVE)
    &3=1.g9215*CN2*AK**2*PRTH
    Z3=22**(5.13.)
    X2=E XP(-X3*Z3)
    X4=AK*(1.-PATH/FOCUS)*22*ALPHE/(2.*PATH)
    K5=EXP(-X4**4*2.)
    F1=\1* X2* K5
    RETURN
    END
    FUNCTION FX(PATH,CN2,A甘AVE, ALPHE,FOCUS,PXM,A,R)
    FXX=F1(PATH, CN2,A甘AVE,ALPHE,FOCUS,A,R)
    FX=FXX*R*RJ日(PXM*R)
    RETURN
    END
    FUNCTION FF2(Y)
    IF(Y.EQ.B.) GO TO 562
    IF(ABS(Y).LT..日1) GO TO 56日
    FF2=ABS(SIN(Y))***2./(Y**(<11./6.))
    GO TO 561
56日 FF2=Y**(1./6.)
    GO TO 561
562 FF2=日.
561 CONTINUE
    RETURN
    END
    FUNCTION CXK(RHO,P,CN2,PATH, ALPHE, AUAYE,T,U)
    IF(ABS\U\rangle.LE..E日1.OR.ABS(U).GE..999) GO TO 902
    PHI=22./7.
    AK=2.*PHI/(A|AVE)
    AUU=ABS(U* (1., -U))
    A1=AUU*PATH/(2.*AK)
    A=SQRT(A1)
    TE1=P*P*U*U+RHO*RHO*(1.-U)*(1. -U)
    TE3=2.*AUU*P*RHO*COS(T)
    TE5=ABS(TE1+TE3)
    B=SQRT(TES)
    CALL HS(A,B,CC)
    CXX=.132*PHI*PHI*RK*AK*CN2*PATH*CC
    GO TO 912
9日2 CXX=日.
```

```
        GO TO 912
    912 CONTINUE
        RETURN
        END
        SUBROUTINE HS(A,B,C)
        DIMENSION C2(9),C3(1日)
        INTEGER FI
        DOUBLE PRECISION G2,G3,HK,BB,G,C,H
        DATAC C2/9.64586E-3,-.513572E-2,.298日32E-1,
        1-.54日2513E日,.2日5255E2,-1.35296E3,1.37215E5,
        1-1.9892E7,3.9日89E9/
            DATA C3/3.36111,-13.49112,-66.08151,.385934E3
        1,.262497E4, -. 2\44母46E5,-.1791784E6,.1747611E?
        1,1.8776日47E7,-2.2-3577E8/
        Z=B*B/(8*A*A)
        HH=.559167*B**< 1.6666667)
        IF (Z.GT.12.56) GO TO 2日日
        N=31
C POUER SERIES EXPANSION OF H[R,B]
            N1=N+1
            HK=5./( 36*4)
            BB=Z*Z*HK
            G2 = 1. + B B
            N3=N/2+1
            DZ=Z*Z
            TZ=DZ*DZ
            DO 1日 J=1,N3
            I=2*J-1
            HK=-HK*(6.*I+1.)*(6.*I+7.)/(< 6.*(I+2.)*(I+3.))**2)
            IF(J.EQ.1) GO TO 12
            HK=HK*DZ
            GO TO 1日
        12 HK=HK*TZ
1日 G2=G2+HK
            HK=5./6.
            BB=HK*Z
            G3=B B
            DO 11 J=a,N3
            I=2*J
            HK=-HK*(6.*I +1.)*(6.*I+?.)/((6.*(I+2)*(I+3))**2)
            IF(J.EQ.日) GO TO 13
            HK=HK*DZ
            GO TO 11
        13 HK=HK*DZ*Z
        11 G3=G3+HK
1日日 G=(.25881984*G2+.96592583*G3)
            C=2.975414275*A**1.6666667*G
            C=-HH+C
            RETURN
CASYMPTOTIC EXPANSION OF H[A,B]
    2日日 ZZ=1/Z
        D1=0.525982*B**1.666667
        G1=C2(1)* ZZ**2+C2(2)*ZZ**4+C2(3)*ZZ**6
        1+C2(4)*ZZ**8+C2(5)*ZZ**1日+C2(6)*ZZ**12+C2(7)
```

```
2*22**14+C2(8)*2Z**16
    G2=1+C3(2)*ZZ**2+C3(4)*2Z**4+C3(6)*2Z**6+C3(8)
1 *22**8+C3(1日)*2Z**1日
    G3=C3(1)*2Z+C3(3)*2Z**3+C3(5)* ZZ**5 +C3(7)
1*2Z**7+C3(9)*ZZ**9
    PO=2.66666667
    H=1.063日853*G1+SIN(Z)*ZZ**P0*G2*.1497185
1-.1497*\operatorname{cos(Z)*2Z**PO*G3}
    C=-H*D 1
    RETURN
    END
```


#### Abstract

\section*{APPENDIX D}

This appendix consists of the program, TDCCOV, designed to calculate the time delayed covariance of the intensity of speckle patterns. This program was found to be occasionally defective, the reason being that the number of coefficients required to expand the function $f_{2}$ of Chapter VII is varying by a large number. Occasionally the function $f_{2}$ is practically zero. The output of this program is very extensive, i.e., runs into several pages and this tells whether the program was executed correctly or not. After several corrections, the final output values were used to generate the theoretical values for comparison with experimental data. All the output has been preserved for the future theoretical guidance on this problem. After several steps in the program, the final output consists of two terms, AINTl (incoherent term) and AINT2 (the coherent term), defined in Chapter VII.


```
C
C
C
C
C
C
C
C
C
C
C
C
C
C
C
    6日 FORMATC'PATH=',E14.6,3X,'FOCUS=',E14.6,3X,
        1 'ALPHE=',F8.5)
            HRITE(4,61) AUAVE,CN2
    61 FORMAT('AUAYE=',E18.6,3X,'CN2=',E18.6)
C NNI,NN2,NNS ARE GIYEN SUCH THAT TD IN THE NEXT
C TIME DELAY
    READ(5,199) NN1,NN2,NN3
    FORMAT(3I3)
    DO 1日E ITD=NN1,NN2,NN3
    AITD=ITD
    TD=(AITD-51.)/1星昭.
    URITE(4,46) VEL,TD
46 FORMAT('VEL=',F1日.4,5X,'TD=',F1E.6)
    PHI=22.17.
    AK=2.*PHI/AHAVE
    ERR=.日2
    CCR=. 545625*AK*AK*CN2*PATH
```

```
    RO=CCR**(-.6)
    TX=ALPHE/RO
    AB=ALPHE
11日 I=回
    x=1.
3日 IF(TX.LT.1.) GO TO 25
    TFX=.5*X*X/(TX*TX)+2.*{X**(1.666667))
    GO TO 51
25 TFX=.5*X*X+2.*(<X*TX)**(1.666667))
51 AFX=-TFX+6.
    IF(ABS(AFX).LE.1.E-E2) GO TO 35
    IF(AFX.GT.日.) GO TO 45
I=I+1
x=X-. 5% = I
GOTO 3日
4 5 ~ I F ( I . G T . G ) ~ G O T O ~ 4 1 , ~
    x=x+1.
    GO TO 3日
41 I= I +1
    x=x+. 5**I
    GO TO 3日
35 AX=X
    IF{TX.LT.1.) GO TO 43
    AAX=AX*RO
    GO TO 4E
43 ARX=AX*ALPHE
4日 CONTINUE
    A=A&X
    URITE<6,888) A
888 FORMAT('A=',E14.6)
    DO 501 MC=1,6
    PY=PM{MC\rangle
    CALL TRAP{1.,AX,ERR,RO,TX,PY,1,CB)
    CH(MC)=CB*2./(AJI(MC)*AJI(MC))
    HRITE(6,899) CM(MC)
899 FORMAT(E14.6)
5日1 CONTINUE
    AINTI=日.
    DO 506 MC=1,6
    RHO=PM(MC)*PATH/(ARX*AK)
    IF(ABS(CM(MC)).LE..日日1) GO TO 811
    CX1(MC)=FCX(RHO,P,CN2,PATH,AWAVE,VEL,TD)*.159日91
    GOTO 812
811 CX1(MC)=日.
812 CONTINUE
    URITE(4,815) CM(MC),CX1(MC)
815 FORMAT(2X,'CM(MC)=',E14.6,4X,'CX1(MC)=,,E14.6)
    AINTI=AINTI+CM(MC)*CXI(MC)
506 CONTINUE
    URITE{4,818) TD,AINT1
818 FORMAT( 2X,'TIMEDEALY=',E14.6, 2X,'AINTI=',E14.6)
    ATH=日.
    BTH=22./7.
    DTH=(BTH-ATH)*,5
```

```
            SUM1=2.*SXK(P, PATH,CN2, ALPHE,FOCUS, AWRYE, YEL,TD,DTH)
    1 +SXX(P,PATH,CN2,ALPHE,FOCUS,AGAYE,YEL,TD,ATH) +
    2SXX<P,PATH,CN2, ALPHE,FOCUS,AUAVE,VEL,TD,BTH)
    SUMA=SUM1*DTH*.5
    N=1
    N=2*N
    TD TH=DTH
    DTH=DTH*.5
    TH=ATH+DTH
    DO 22 I=1,N
    SUM1=SUM1+2.*SXXCP, PRTH,CN2, ALPHE,FOCUS, AWAYE,VEL,
    1 TD,TH)
    TH=TH+TDTH
    CONTINUE
    SUM2=SUM1*DTH*.5
    IF(ABS(SUM2-SUMA).LE.ABS(.G1*SUMA)) GO TO 66?
    SUMA=SUM2
    IF(N.GE.16.AND.ABS(SUM2).LE..E日1) GOTO 66?
    IF<N.GE.32) GO TO 66?
    GO TO 26
667 FI=SUM2
    AINT2=FI* %./22.
    HRITE(4,65) TD,AINT2
    65 FORMAT(2X,'TIMEDEALY=',E14.6,4X,'AINT2=',E14.6)
    TDC=AINT1+AINT2-1.
    URITE(4,99) TD,TDC
    FORMAT('***', 2X,'TIMEDELAY=',E14.6,4X,'TDC=', E14.6)
    CONTINUE
        STOP
        END
        FUNCTION SXX<P, PATH, CN2, ALPHE,FS,AWAVE,VEL,TD,ATH)
        DIMENSION PM(15), AJ1(15), BM(15), DCX(15)
        OATA PM /2.4日48,5.52日1,8.6537,11.7915,14.9309,
        118.0711,21.2116,24.3525,27.4935,3日.6346,33.7758,
    C 36.9171,4日. 1584,43.1998,46.34121
    DATA AJ1/, 51915,-.342日6,.27145,-.23246,-.2日635,
    1-.167738773,.17327,-.1617,-.15218,.144166,-.1373,
    1.1313245,-.126日7,.1239,-.11721/
        PHI=22./7.
        AK=2.*PHI/AHAYE
        ARHO=1.日9215*CN2*AK*AK*PATH
        THE NEXT STEP DECIDES THE RANGE TO GET BMS
        CHOP=.日1
        A1=1./(2.*ALPHE**2)
        A2=1./(ARH0**(1.2))
        A= (A1+A2)**(-.5)/18日日.
        DELA=.0日2
        IF(ABS(TD).GE..日日35) DELA=.日昭
    X=F1(PATH,CN2, AWRYE, ALPHE,FS,ATH,YEL,TD,A)
    IF(ABS(X).LE.CHOP) GO TO 23
        A=A+DELA
        GO TO 22
    23 HRITE<4,175) A
175 FORMAT(5X,'A=',E14.6)
```

```
C
668 BM(M)=0.
    M=M+1
    GO TO 29
6 6 9 ~ C O N T I N U E ~
        AR=\square.
        BR=1.
        DR=(BR-AR)*. 5
        PXM=PM(M)
        PGM=AJI(M)
        SUM1=2,*FXCPATH,CN2, AUAYE,ALPHQ,FS,PXM,PGM,ATH,
    1 VEL,TD,A,DR)
        SUMA=SUM1*DR*.5
        NR=1
26 NR=2*NR
    TDR=DR
    DR=DR*.5
    R=AR + DR
    DO 1:1 IR=1,NR
    SUM1=SUM1 + 2,*FX(PATH,CN2, AWAYE, ALPHE,FS,PXM,PGM
    C , ATH,YEL,TD,A,R)
    R=R+TDR
1日1 CONTINUE
    SUM2=SUM1*DR*.5
    IF(ABS(SUM2-SUMA).LE.ABS(.G1*SUMA)) GO TO 667
    SUMA=SUM2
    GOTO 26
667 BM(M)=SUM2*2.
    IF(ABS(BM(M)).GE.1.) BM(M)=g.
    SUMXX=SUMXX+BM(M)
    M=M+1
    GO TO 29
    CONTINUE
    SUMC=日.
    DO 105 MC= 1,14
    RHO=PM(MC)*PATH/(A*AK)
    DCX(MC)=日.
    IF(ABS(BM(MC)).GT.日.) DCX(MC)=FX8(RHO,P,CN2,PATH,
    1 AHAYE,VEL,TD)
    SUMC=SUNC+DCX(MC)*BM(MC)
    IF(BM(MC).EQ.日.) GOTO 1日9
1日9 CONTINUE
105 CONTINUE
    SUMG=SUMFF-SUMXK
```

```
    URITE{4,833) SUMFF,SUMXX,SUMG
833 FORMATS 1X,'SUMFF=',E14.6, 2X,'SUMXX=',E14.6, 2X,
    1'SUMG=',E14.6)
        SXX=SUMC+SUMG
        HRITE<4,188) SXX
188 FORMAT(2X,'SXX=',E14.6)
    RETURN
    END
    FUNCTION FXIB(RHO,ATH,VEL,TD)
    AL=日.
    BL=1.
    DL=(BL-AL)**.5
    FII=GX(RHO,AL,ATH,VEL,TD) +GX(RHO,BL,ATH,VEL,TD)
    AAL=AL+DL
    FI2=GX(RHO,AAL,ATH,VEL,TD)
    FI 3=0.
    FIP=DL*(FII+4.*FI2)/3.
    N=1
    N=N*2
    FI3=FI2+FI 3
    FI2=日.
    TOL=DL
    DL=DL*. 5
    XL=AL+DL
    DO 22 I=1,N
    FI2=FI2+GX(RHO,XL,ATH,VEL,TD)
    XL=XL+TDL
    CONTINUE
    FI=DL*(FII+4.*FI2+2.*FI3)/3.
    IF(ABS(FI-FIP)-(.E2*ABS(FI) ) ) 42,42,43
    FIP=FI
    GO TO 21
    FXIB=FI
    RETURN
    END
    FUNCTION GX(RHO,P1,ATH,VEL,TD)
    TE2=RHO*RHO*{1.-P1)*(1.-P1)
    TE5=2.*YEL*RHO*TD*(1.-P1)*COS(ATH)
    TE6=YEL*TD*VEL*TD
    TET=ABS(TE2-TES+TE6)
    GX=TE7**(.8333333)
    RETURN
    END
    FUNCTION AJG(X)
    IF(X.GT.1日G日.) GO TO 888
    IF(X.EQ.日.) GO TO 898
    IF(X.GT.3.) GO TO >1
    X1= X/3.
    AJB=1.-2.2499997*X1**2+1.26562日8**1**4-. 3163866**1**
```



```
    G0 TO 72
    x2=3./x
```



```
    C**3*.昭137237*)
```





```
        AJG=FO*COS(THETA)/SQRT(X)
    GO TO }7
888 AJG=SQRT(.63661977/x)*COS(x-2.3561945)
    GO TO ?2
898 AJ氜=1.
72 CONTINUE
    END
    FUNCTION FI(PATH,CH2,AWAVE,ALPHE,FFS,ATH,YEL,TD,Z2)
    ZZ=Z2/ALPHE
    XI=EXP(-ZZ*ZZ/2.)
    AK=44./(7.*A甘AVE)
    &3=2.91*CN2*AK**2*PATH
    Z21=-Z2
    K21=FX1日(Z21,ATH, YEL,TD)
    X2=E XP(-X3**21)
    X4 =AK*(1. -PATH/FFS)* Z2*ALPHE/(2.*PATH)
    X5=EXP(-X4**4*2.)
    F1=X1*X2* X5
    RETURN
    END
    FUNCTION FX(PX,CN2,AW,A日,FS,PXM,PGM,ATH,Y,TD,A,R)
    ZZ=R*A/A日
    XI=EXP(-ZZ##Z**5)
    AK=44./(7.*AW)
    X4 =AK*(1.-PX/FS)*R*A*AB/(2.*PX)
    X5=EXP(-X4*X4*2.)
    X3=2.91*CN2*AK*AK*PX
    Z21=R*A
    X21=FX1日(Z21,ATH,Y,TD)
    x2=EXP(-X3#X21)
    FX=X1*X2*X5*R*AJE(PXM*R)/(PGM*PGM)
    RETURN
    END
    FUNCTION GAUSSU(RHO,P,CN2,PATH,ALAYE,YEL,TD)
    AU=0.
    BU=1
    DU=(BU-AU)*.5
    FIUI=CXX(RHO,P,CN2,PATH, RUAVE,AU,VEL,TD) +
    ICXX(RHO,P, CN2, PATH, AWRYE,BU,VEL,TD)
    ADU=AU+DU
    FIU2 = CXX(RHO,P,CN2, PATH, AWAYE, RDU, YEL,TD)
    FIU3=日.
    FIPU=DU*(FIU1+4.*FIU2)/3.
    NU=1
    NU=2*NU
    FIU3=FIU2+FIU3
    FIU2=日.
    TDU=DU
    DU=DU*.5
    U=AU+DU
    DO 32 I=1,NU
```

```
    FIU2=FIU2 + CXX(RHO,P,CN2,PATH, RUAYE,U,VEL,TD)
    U=U+TDU
    CONTINUE
    FIU=DU*(FIUI +4.*FIU2+2.*FIU3)/3.
    IF(ABS(FIU-FIPU)-(.g2*ABS(FIU))) 43,43,33
    FIPU=FIU
    IF(NU.GE.16.AND.ABS(FIU).LE..E日1) GOTO 43
    GO TO 31
    GAUSSU=FIU
    RETURN
    END
    FUNCTION CXX(RHO,P, CN2,PATH, AWAVE,U,VEL,TD)
    IF(ABS(U).LE..日G1.OR.ABS(U).GE..999) GO TO 9.02
    PHI=22./7.
    AK=2.*PHI/(AWAYE)
    A1=U*(1.-U)*PATH/(2.*RK)
    A=SQRT(A1)
    TE1=P*P*U*U+VEL*YEL*TD*TD+RHO*RHO*{1.-U)*(1.-U)
    TE2=2.*U*P*YEL*TD
    TE3=2.*U*(1.-U)*P*RHO
    TE4=2.* YEL*TD*(1.-U)*RHO
    TE5=TE1-TE2+TE3-TE4
    B=SQRT(TES)
    CALL HS(A,B,CC)
    CXX=.132*PHI*PHI*AK*AK*CN2*PATH*CC
    GO TO 912
9#2 CKX=日.
    GO TO 912
912 CONTINUE
    RETURN
    END
    FUNCTION FX8(RHO,P,CN2,PRTH, AWAYE, YEL,TD)
    AK=44./(7.*AWAVE)
    S1=P*RHO
    S2 =AK/PATH
    R11=.545625*CN2*PATH*AK*AK
    S4=1.B9125*CN2*AK*AK*PATH*RHO**(1.666666?)
    FXXK}=XM1日< P, RHO,VEL,TD
    S5=1.455*CN2*AK*AK*PATH*FXXX
    PC=-RHO
    TR1=GAUSSU(RHO,P,CN2,PATH,AWAYE, YEL,TD)
    TR2=GAUSSU\PC,P,CN2,PATH,AWAYE,YEL,TD)
    S6=EXP(2.*(TR1+TR2)-S4+S5)
    S3=AJ日(S1*S2)
    FX8=S 3*S6
    IF(ABS(FXB).GE.1日.) FX8=日.
    URITE(6,98) FK8
98 FORMAT( 2X,'FX8=',E14.6)
    RETURN
    END
    FUNCTION XMIG(P,RHO, YEL,TD)
    A=日 .
    B=1.
    DX=(B-A)*.5
```

$F I 1=X M(P, R H O, A, \forall E L, T D)+X M(P, R H O, B, Y E L, T D)$
$F I 2=X M(P, R H O, D X, Y E L, T D)$
FI3＝日．
$F I P=D X *(F I 1+4 . * F I 2) / 3$ ．
$N=1$
$N=2 * N$
FI $3=F I 2+F I 3$
FI2 $=0$ ．
$T D X=D X$
$D X=D X * .5$
$X=A+D X$
DO $62 \quad I=1, N$
FI $2=F I 2+X M(P, R H O, X, \forall E L, T D)$
$X=X+T D X$
2 CONTINUE
$F I=D X *(F I 1+4 . * F I 2+2 . * F I 3) / 3$ ．
$I F(A B S(F I-F I P)-\{. 日 2 * A B S(F I))) 64,64,63$
FIP＝FI
IF（ABS（FI）．LE．．日日1．AND．N．GE．32）GOTO 64
GOTO 61
$X M 1 日=F I$
RETURN
END
FUNCTION XM（ $P$, RHO，$X, V E L, T D)$
TE1＝P＊P＊X＊X＋YEL＊YEL＊TD＊TD＋（1．－X）＊（1．－X）＊RHO＊RHO
$T E 2=2 . * X * P * Y E L * T D$
TE3＝2．＊X＊P＊RHO＊（1．－X）
TE4 $=2$ ．＊VEL＊TD＊RHO＊$(1 .-X)$
$T E 5=A B S(T E 1-T E 2+T E 3-T E 4)$
TE9＝TE5＊＊（．8333333）
$T E 1 日=A B S\langle T E 1-T E 2-T E 3+T E 4$ ）
TE11＝TE1日＊＊（． 833333 ）
$T E 8=2$ ．$=((A B S(P * X-Y E L * T D)) * *(1.666667\rangle)$
$X M=T E 9+T E 11-T E 8$
RETURN
END
FUNCTION FCX（RHO，P，CN2，PATH，AWAYE，YEL，TD）
INTEGRATION OYER THETA
$A=8$ ．
$B=44 . / 7$ ．
$D X=(B-A) / 2$ ．
FII $=R X X(R H O, P, C N 2, P A T H, A W A V E, A, Y E L, T D)+R X Y(R H O$,
$1 P, C N 2, P A T H, A W A \cup E, B, V E L, T D$ ）
$A A X=A+D X$
FI $2=R X X(R H O, P, C N 2, P A T H, A W A Y E, A A X, Y E L, T D)$
FI $3=0$ ．
$F I P=D X *(F I 1+4 . * F I 2) / 3$.
$\mathrm{N}=1$
$N=N * 2$
FI $3=F I 2+F I 3$
$F 12=0$ ．
$T D X=D X$
$D X=.5 * D X$
$X=A+D X$

```
```

    DO 22 I=1,N
    ```
```

    DO 22 I=1,N
    FI2=FI2 +RXX(RHO,P,CN2,PATH,AHAYE,X,YEL,TD)
    FI2=FI2 +RXX(RHO,P,CN2,PATH,AHAYE,X,YEL,TD)
    X=X+TDX
    X=X+TDX
    ```
    CONTINUE
```

    CONTINUE
    FI=DX*(FII +4.*FI2+2.*FI3)/3.
    FI=DX*(FII +4.*FI2+2.*FI3)/3.
    IF(ABS(FI-FIP)-{. 日2*ABS(FI))) 42,42,43
    IF(ABS(FI-FIP)-{. 日2*ABS(FI))) 42,42,43
    FIP=FI
    FIP=FI
    GO TO 21
    GO TO 21
    FCX=FI
    FCX=FI
    URITE<6,99) N,FI
    URITE<6,99) N,FI
    FORMAT(I6, 2X,'FI=',E14.6)
    FORMAT(I6, 2X,'FI=',E14.6)
    RETURN
    RETURN
    END
    END
    FUNCTION UGAUSS{RHO,P, CN2,PATH,AWAYE,T,VEL,TD)
    FUNCTION UGAUSS{RHO,P, CN2,PATH,AWAYE,T,VEL,TD)
    AU=\square.
    AU=\square.
    BU=1.
    BU=1.
    DU=( BU-AU) *. }
    DU=( BU-AU) *. }
    FIUI=ZXX< RHO,P,CN2,PATH,AWAYE,T,AU,VEL,TD ) +
    FIUI=ZXX< RHO,P,CN2,PATH,AWAYE,T,AU,VEL,TD ) +
    1 ZXK(RHO,P,CN2, PATH,AWAYE,T,BU,YEL,TD)
    1 ZXK(RHO,P,CN2, PATH,AWAYE,T,BU,YEL,TD)
    ADU=AU+DU
    ADU=AU+DU
    FIU2=ZXX(RHO,P,CN2,PATH,AWAYE,T,RDU,YEL,TD)
    FIU2=ZXX(RHO,P,CN2,PATH,AWAYE,T,RDU,YEL,TD)
    FIU3=日
    FIU3=日
    FIPU=DU*(FIU1+4.*FIU2)/3.
    FIPU=DU*(FIU1+4.*FIU2)/3.
    NU=1
    NU=1
    NU=NU*2
    NU=NU*2
    FIU3=FIU2+FIU3
    FIU3=FIU2+FIU3
    FIU2=日.
    FIU2=日.
    TDU=DU
    TDU=DU
    DU=DU*. 5
    DU=DU*. 5
    U=AU+DU
    U=AU+DU
    DO 32 I=1,NU
    DO 32 I=1,NU
    FIU2=FIU2 + ZXX(RHO,P,CN2,PATH,AЫAYE,T,U,YEL,TD)
    FIU2=FIU2 + ZXX(RHO,P,CN2,PATH,AЫAYE,T,U,YEL,TD)
    U=U+TDU
    U=U+TDU
    CONTINUE
    CONTINUE
    FIU=DU* (FIU1 + 4.*FIU2+2.*FIU3)/3.
    FIU=DU* (FIU1 + 4.*FIU2+2.*FIU3)/3.
    IF(ABS(FIU-FIPU)-{.G2*ABS(FIU))) 43,43,33
    IF(ABS(FIU-FIPU)-{.G2*ABS(FIU))) 43,43,33
    FIPU=FIU
    FIPU=FIU
    IF(NU.GE.16.AND.ABS(FIU).LE..日日1) GOTO 43
    IF(NU.GE.16.AND.ABS(FIU).LE..日日1) GOTO 43
    GO TO 31
    GO TO 31
    UGAUSS=FIU
    UGAUSS=FIU
    RETURN
    RETURN
    END
    END
    FUNCTION ZXX(RHO,P,CN2,PATH,AWRVE,T,U,YEL,TD)
    FUNCTION ZXX(RHO,P,CN2,PATH,AWRVE,T,U,YEL,TD)
    IF(ABS(U).LE..BR1.OR.ABS(U).GE..999) GO TO 902
    IF(ABS(U).LE..BR1.OR.ABS(U).GE..999) GO TO 902
    PHI=22./7.
    PHI=22./7.
    AK=2.*PHI/AWAVE
    AK=2.*PHI/AWAVE
    A1=U*(1.-U)*PATH/(2.*AK)
    A1=U*(1.-U)*PATH/(2.*AK)
    A=SQRT< ABS<A1)>
    A=SQRT< ABS<A1)>
    TEI=P*P*U*U+YEL*YEL*TD*TD+RHO*RHO*(1.-U)*(1.-U\rangle
    TEI=P*P*U*U+YEL*YEL*TD*TD+RHO*RHO*(1.-U)*(1.-U\rangle
    TE2=2.*U*P*YEL*TD
    TE2=2.*U*P*YEL*TD
    TE 3=2.*U*{1.-U)*P*RHO*COS(T)
    TE 3=2.*U*{1.-U)*P*RHO*COS(T)
    TE4=2.*\forallEL*TD*(1.-U)*RHO*COS(T)
    TE4=2.*\forallEL*TD*(1.-U)*RHO*COS(T)
    TE5=TE1-TE2+TE3-TE4
    TE5=TE1-TE2+TE3-TE4
    B=SQRT(ABS(TES))
    ```
    B=SQRT(ABS(TES))
```

```
    CALL HS(A,B,CC)
    ZXX=.132*PHI*PHI*CN2*AK*AK*PATH*CC
    GO TO 912
9日2
    ZXX= 日.
912 CONTINUE
    RETURN
    END
    FUNCTION RXX<RHO,P,CN2,PATH, AWAYE,T,YEL,TD)
    RXX=EXP{4.*UGAUSS<RHO,P,CN2,PATH,AWAVE,T,YEL,TD))
    RETURN
    END
    FUNCTION BIX(X)
    IF(X.GT.3.) GOTO 1
    YY=X/3.
    Y=YY*YY
    BIX=X*<.5日+Y*<-.56249985+Y*<. 21093573+Y*<-.03954289+
```



```
    GO TO 2
    Y=3./X
```




```
    THETA =X-2.35619449+Y*<.12499612+Y*<. 日昭565日 + Y*く
```



```
    1 -.0日日291666))) )) 
    BIX=FFI*COS(THETA)/SQRT(X)
    RETURN
    END
    SUBROUTINE TRAP(A,AX,ERR,RO,TX,FL,L,FI)
    DX=.5
    FII=GRAN(A,AX,RO,TX,L,FL)/2.
    FI2=GRAN(DX,AX,RO,TX,L,FL)
    FIP=DX*(FI1+FI2)
    N=1
    J=日
    N =2*N
    TDX=DX
    DX=. 5*DX
    X=DX
    DO 2 I= 1,N
    FI2=FI2+GRAN(X,AX,RO,TX,L,FL)
2 }x=X+TD
    FI=DX*(FI1+FI2)
    FI 3=ABS(FI-FIP)
    FI4=ERR*ABS(FI)
    IF(FI3.LE.FI4) GOTO 4
    IF(J.GE.9) GO TO 5
    FIP=FI
    J= J+1
    GO TO 1
5 URITE(6,7)
7 FORMAT( 2X,'LIMIT(TRAP) REACHED')
4 \text { RETURN}
    END
    FUNCTION GRAN(X,AX,RO,TX,L,FL)
```

```
    AO=RO*TX
    T1=FL*X
    IF(L.EQ.1) T2=RJQ(T1)
    IF(L.EQ.2) T2=BIX(T1)
    IF(TX.LT.1.) GO TO 1
    T3=.5*(<AX*X)**2)/(TX*TX)
    T4=2.*((AX*X)**(5./3.))
    T5=E XP(-T 3-T4)
    GOT0 6
    1T6=.5*((AX*X)**2)+2.*((AX*TX*X)**(5./3.))
    T5 = E XP(-T6)
    6 GRAN=X*T2*T5
    IF(L.EQ.1) GO TO 7
    IF(TX.LT.1.) GO TO 8
    GRAN=GRAN*((AX*X*RO)**(2./3.))
    GO TO ?
    8GRAN=GRAN*((AS*X*AO)**<2./3.))
    7 RETURN
        END
        SUBROUTINE HS(A,B,C)
        DIMENSION C2(9),C3(1日)
        INTEGER FI
        DOUBLE PRECISION G2,G3,HK,BB,G,C,H
        DATA C2/9.645日6E-3,-.513572E-2,.298日32E-1,
    1-.54日2513E日,.2日5255E2,-1.35296E3,1.37215E5,
    1-1.9892E7,3.9E89E9/
        DATA C3/3.36111, -13.49112,-66.08151,.385934E3
    1..262497E4,-.2日44\46E5,-.1791784E6,.1747611ET
    1,1.8776日47E7,-2.2-3577E8/
        Z=B*B/(8*A*A)
    HH=.55916?*B**(1.666666?)
    IF (Z.GT.12.56) GO TO 2日G
    N=31
C POWER SERIES EXPANSION OF H[A,B]
            N1=N+1
            HK=5./(36*4)
            BB=Z*Z*HK
            G2=1.+B B
            NJ=N/2+1
            DZ=Z*Z
            TZ=DZ*DZ
            DO 1日 J=1,N3
            I=2*J-1
            HK=-HK*(6.*I+1.)*(6.*I+7.)/((6.*(I+2.)*(I+3.))**2)
            IF(J.EQ.1) GO TO 12
            HK=HK*DZ
            GO TO 10
        12HK=HK*TZ
10 G2=G2+HK
    HK=5./6.
    BB=HK*Z
    G3=BB
    DO 11 J=0,N3
    I=2*J
```

```
    HK=-HK*(6.*I+1.)*(6.*I+7.)/((6.*(I +2)*(I+3))**2)
    IF(J.EQ.Q) GO TO 13
    HK=HK*DZ
    GO TO 11
        13 HK=HK*DZ*Z
        11G3=G3+HK
        1目 G=(.258819日4*G2+.96592583*G3)
        C=2.975414275*R**1.6666667*G
        C=-HH+C
        RETURN
CASYMPTOTIC EXPANSION OF H[A,B]
    2日日 ZZ=1/Z
        D1=0.525982*B**1.666667
        G1=C2(1)*ZZ**2+C2(2)*ZZ**4+C2(3)*こZ**6
        1+C2(4)*ZZ**8+C2(5)*ZZ**1日+C2(6)*ZZ**12+C2(7)
        2*ZZ**14+C2(8)*ZZ**16
    G2=1 +C3(2)*ZZ**2+C3(4)*ZZ**4+C3(6)*ZZ**6 +C 3(8)
    1 * ZZ**8+C3(1日)*ZZ**1日
    G3=C3(1)*ZZ+C3(3)*ZZ**3+C3(5)*ZZ**5+C3(7)
    1*2Z**7+C3(9)*こZ**9
    PO=2.6666666?
    H=1.G63日853*G1+SIN(Z)*ZZ**PO*G2*.14971日5
    1-.1497*COS(Z)*ZZ**FO*G3
        C= -H*D!
        RETURN
        END
```


## APPENDIX E

This appendix consists of 2 programs. The first one is called CXX2FF. This is to generate the two frequency log-amplitude covariance function. The input is in order, the path length, the first wave length, the second wave length and the turbulence level. The program actually evaluates the log-amplitude covariance at the integral multiples of the half Fresnel zone sizes, corresponding to the first wave length. This covariance scale size is called RHO in the program. By specifying RHO, if necessary, log-amplitude covariance at any arbitrary value of RHO, can be estimated.

The second program is called SXX2FF. This evaluates the phase covariance as above except the Fresnel zone size is estimated at the center wave length. The first program uses the Kolmogorov spectrum and the latter, modified Tatarskii spectrum with an outer scale of 1 meter and an inner scale of 1 millimeter.

```
C NAME OF THE PROGRAM IS CXXX2FF
C
C
CONTINUE
        ANS1=FYY(AK2, RHO,CN2, AK1,PATH)
        STOP
        END
    FUNCTION AJB(X)
    IF<X.GT.3.) GO TO 71
    XI= X/3.
    AJV=1.-2.2499997**1**2+1.2656208**1**4-.3163866*
    1*1**6+.0444479*&1**8-.日日39444**1**1日+.日日日21*&1**12
        GO TO }7
    71 < <2=3.1x
```




```
        THETA=X-.78539916-.04166397**2- 00日g3954**2**2+
```



```
    1. बूप1355***2**6
```



```
    GOTO 72
    CONTINUE
    RETURN
    EHO
    SURROUTINE GAUSSUSAK2,RHO,CN2,AK1,PT,A1,A2,Y,AH)
    C 1= (A1+A2)*.5
    C2=(A2-A1)**.5
    U1=-.2385915*C2+C1
    U2=.2386915*C2+C:1
    U3=-.66:2⿴囗4*C2+C1
    U4=.6612日94*C2+C1
    U5 =-.9324695*C2+C1
    U6=.9324695*C2+C1
    vi=.4679139
```

```
    42=|1
    43=.3697616
    44 = W3
    45 =. 1713245
    46=45
    UA1=W1 *FM{AK2,RHO,CN2,AK1,PT,U1,Y)
    UA2 = W2*FM\AK2,RHO,CN2,AK1,PT,U2,Y)
    UR3= W3*FM(AK2,RHO,CN2,AK1,PT,U3,Y)
    UA4=44*FM<AK2,RHO,CN2,AK1,PT,U4,Y)
    UA5=W5*FM\AK2,RHO,CN2,AK1,PT,U5,Y)
    UAG=W6*FM (AK2,RHO,CN2,AK1,PT,UE,Y)
    AN=C2* (UAA1+UA2 +UA3+UA4+UA5+UAG)
    RETURN
    END
    SUBROUTINE YGAUSS(AK2,RHO,CN2,AK1,PT,GY1,AY2,RN)
    DI={AY1+AY2)*.5
    D2={AY2-AY1)*.5
    Y1=-.2386915*D2+D1
    Y2=.2386915*D2+D1
    *3=-.6612894*D2+D1
    Y4=.6612094*D2 +D 1
    Y5=-.9324695*D2+D1
    Y6=.9324695*D2+D1
    WI=.4679139
    W 2 = W 1
    43=.36日7616
    W4=W3
    w5=.1713245
    4 6 =W5
    YA1= W1*UGAUSS(AK2,PT,RHO,CN2,AK1,Y1)
    YAZ=W2*UGHUSS(AK2,FT,RHO,CN2,GK1,Y2)
    YAZ=W3*!GHUSS(AK2,FT,RHO,CN2,AK1,Y3)
    YA4=ulf*UGGUSS!AK2,FT,FHO,CN2,AK1,Y4)
    YAS=W5*UGAUSS\AK2,FT,RHG,CN2,AK1,Y5)
    YAG=U6*UGAUSS(AK2,PT,RHU,CN2,GK1,Y6)
    RN=D2*(YA1+YA2+YA3+YA4+YAS+YAS)
    RETURN
    END
    FUNCTION FM(AK2, RHO,CN2, AK1, PATH,U,Y)
    IF(Y.LE.D.) GO TO 251
    IF(RBS(U).LE..日日1.OR.ABS(U).GE..99) GO TO 251
    AXXX=U*(1.-U)
    IF(AXXX.GE.B.) GO TO 991
    URITE(6,232) AXXX
    232 FORMAT(F14.8)
991 CONTINUE
    FM11=(U*(1.-U))**(< 5.),6.)
    PHI=22./7.
    FM12X=SQRT(<4.*PHI*Y*U)/(1.-U))
    WAYEL=44./(7.*AK1)
    FM12Y=SQRT(WAVEL*PATH)
    FM12=FM12X*RHO/FM12Y
    BB=AK1/AK2
    FM13=SIN(Y)*SIN(B8*Y)/(EB*(Y**(11./6.)))
```

```
    CONS=.36558246*CN2*(AK1**(7./6.))*(PATH**(11./6.))
    FM=CONS*FM11*AJ日(FM12)*FM13
    GO TO 252
    251 FM=日.
    25 CONTINUE
        RETURN
        END
        FUNCTION UGAUSS(AK2,PATH,RHO,CN2,AK1,Y)
        AU=日.
        BU=1.
        NU=2
        TNSU=日.
    5日1 RNSU=日.
        DO 502 IU=1,NU
        ANU=NU
        AI=AU+(IU-1.)*(BU-AU)/ANU
        A2=AU+(IU)*(BU-AU)/ANU
        CALL GAUSSU(AK2,RHO,CN2, AK1, PATH,A1, A2, Y, ANSU2)
        ANSU=ANSU +ANSU2
502 CONTINUE
        IF(ABS(ANSU-TNSU).LE.ABS(.g2*ANSU)) GO T0 503
        TNSU=RNSU
        NU=NU*2
        GO TO 501
503 UGAUSS=ANSU
        RETURN
        END
        FUNCTION FYY(AK2,RHO,CN2,AK1, PATH)
        SIGMAT=.124*AK1**(7./6.)*(PATH**(11./6.))*CN2
        TNSX=B.
        ANSX=B.
        AY= Z.
        IF(SIGMAT.LE.1.) GOTO 721
        BY=1./(22.*SIGMAT)
        GO TO 722
721 EY=1.
722 DELTA=BY
723 NY=2
    TNSY=Z.
508 ANSY=日.
    DO 5099 I Y=1,NY
    ANY=NY
    AYI=AY+(IY-1.)*(BY-AY)/ANY
    AY2=AY+IY*(BY-AY)/ANY
    CALL YGAUSS(AK2,RHO,CN2,AK1,FATH,AY1,AY2,ANSY2)
    ANSY=ANSY + ANSY2
5B9 CONTINUE
        IF(ABS(ANSY-TNSY).LE.AES(.G2*ANSY)) GO TO 51日
        TNSY=ANSY
        NY=NY*2
        WRITE(6,461) ANSY
461 FORMAT(5X,E14.6)
    IF(NY.GE.4.AND.ABS(ANSY).LE.G日1) GO TO 51日
    GOTO 508
```

```
51日 ANSX=ANSX+ANSY
    IF(ABS(ANSX-TNSX).LE.ABS(.G2*ANSX)) GOTO
    AY=AY+DELTA
    BY=BY+DELTA
    TNSX=ANSX
    IF(ABS(ANSX).LE.E日1) GOTO}73
    GO TO 723
732 FYY=ANSX
    RETURN
    END
```

```
C PROGRAM NAME IS SXX2FF
    DIMENSION AW(?)
C PROGRAM EYALUATES THE THO FREQUENCY
C PHASE COYARIANCE FUNCTION S{R,K1,K2)
C
C
C
31 FORMAT(3X,'PATH=',F6.1,4X,'CN2=',E1日.4)
    DO 1日G I=1,8
    URITE(4,55)
55 FORMAT(2X,*
    AWAVE2=AWくI)*1.E-g6
    AKI=2.*PHI/AUAVEI
    AK2=2.*PHI/AWAVE2
    FS1=SQRT(AUAVE1*PATH)
    FS2=SQRT(AWAVE2*PATH)
    HRITE(4,32)AWAVE1, AWRVE2
32 FORMAT( 2X,' QUAVE1=', E1G.4,3X,'AWAVE2=',E1日.4)
    URITE{4,33) FS1,FS2
33 FORMRT(3X,'FS1=',F1日.4,4X,'FS2=',F1日.4)
    HRITE(4,45)
    FORMAT(2X,'STUDY OF PHASE COYARIANCE FOR TWO
    1 FREQUENCY CASE')
    RHO=.日日!
44 IF(RHO.GT.〈5.*FSi)\ GO TO 1日G
    ANS=FYY(AK2,RHD,CN2,AK1,PATH)
    ANS2=FYY(AK1,RHO,CN2,AK1,PATH)
    ANS3=FYY(AK2,RHO,CN2,AK2,PATH)
    R1=ANS/ANS2
    R2=ANS/ANS3
    R3=RHO/FS1
    R4=RHO/FS2
    WRITE(4,34) RHO,ANS2, ANS,R3,R1
34 FORMAT(2员,'RHO=',F7.3,X,'ANS2=',E1日.4,X,'RNS=',
    1 EIG.4,X,'R3=',F7. 3,X,'R1=',F7.3)
    URITE(4,35) RHO,ANS3,ANS,R4,R2
    FORMAT( 3X,'RHO=',FT.3,3X,'ANS3=', E1B.4, 3X,'ANS=',
    1 E1G.4,3X,'R4=',F7.3,3X,'R2=',F7.3)
    HRITE\4,36)
    FORMAT('&&&&&&&')
    RHO=RHO+.5*FSI
    GO TO 44
1日日 CONTINUE
    STOP
    END
    FUNCTION AJB(X)
    IF(X.GT.3.) GO TO 71
```

```
```

    x = = / / 3.
    ```
```

    x = = / / 3.
    AJE=1.-2.2499997*X1**2+1.2656288*X1**4-.3163866*年1**
    ```
```

    AJE=1.-2.2499997*X1**2+1.2656288*X1**4-.3163866*年1**
    ```
```




```
```

    GO TO }7
    ```
```

```
    GO TO }7
```

```
    x2=3.18
```

```
    x2=3.18
```






```
    THETA=X-. 78539816-.04166397*×2-.0日园3954*x2**2+
```

```
    THETA=X-. 78539816-.04166397*×2-.0日园3954*x2**2+
```




```
    1.日日日13558**2**6
```

    1.日日日13558**2**6
    AJB=FO*COS(THETA)/SQRT(X)
    AJB=FO*COS(THETA)/SQRT(X)
    GOTO
    GOTO
    CONTINUE
    CONTINUE
    RETURN
    RETURN
    END
    END
    SUBROUTINE YGAUSS(AK2,RHO,CN2, AK1, PATH, AY1,AY2,ANS)
    SUBROUTINE YGAUSS(AK2,RHO,CN2, AK1, PATH, AY1,AY2,ANS)
    DY={AY2-AY1)**.5
    DY={AY2-AY1)**.5
    FY1=UX{AK2,RHO,CN2,AK1,PATH,AY1) +UX(AK2,RHO,CN2,
    FY1=UX{AK2,RHO,CN2,AK1,PATH,AY1) +UX(AK2,RHO,CN2,
    1 AK1,PATH,AY2)
    1 AK1,PATH,AY2)
    ADY=AY1 + DY
    ADY=AY1 + DY
    FY2=UK(AK2,RHO,CN2,AK1,PATH,ADY)
    FY2=UK(AK2,RHO,CN2,AK1,PATH,ADY)
    FY = 0 % 
    FY = 0 % 
    FYP=DY*{FY1+4.*FY2 )/3.
    FYP=DY*{FY1+4.*FY2 )/3.
    NY=1
    NY=1
    NY=NY*2
    NY=NY*2
    FYZ=FY2+FYZ
    FYZ=FY2+FYZ
    FY2= 日.
    FY2= 日.
    TDY=DY
    TDY=DY
    DY=DY*. 5
    DY=DY*. 5
    Y=AY1+DY
    Y=AY1+DY
    DO 32 I=1,NY
    DO 32 I=1,NY
    FY2=FY2+UX(AK2,RHO,CN2,AK1,PATH,Y)
    FY2=FY2+UX(AK2,RHO,CN2,AK1,PATH,Y)
    Y=Y+TDY
    Y=Y+TDY
    CONTINUE
    CONTINUE
    FY=DY*(FY1 +4.*FY2+2.*FYZ)/3.
    FY=DY*(FY1 +4.*FY2+2.*FYZ)/3.
    IF(ABS(FY-FYP)-ABS(.R2*FY)) 43,43,33
    IF(ABS(FY-FYP)-ABS(.R2*FY)) 43,43,33
    FYP=FY
    FYP=FY
    IF(NY.GE.16.AND.ABS(FY).LE..日G1) GO TO 43
    IF(NY.GE.16.AND.ABS(FY).LE..日G1) GO TO 43
    ANS=FY
    ANS=FY
    RETURN
    RETURN
    END
    END
    FUNCTION UX(AK2,RHO,CN2, AK1,PATH,Y)
    FUNCTION UX(AK2,RHO,CN2, AK1,PATH,Y)
    AU=0.
    AU=0.
    BU=1.
    BU=1.
    DU=(BU-AU)*.5
    DU=(BU-AU)*.5
    FU1=FM(AK2,RHO,CN2,AK1,PATH,Y,AU) + FM(AK2,RHO,CN2,
    FU1=FM(AK2,RHO,CN2,AK1,PATH,Y,AU) + FM(AK2,RHO,CN2,
    1 AK1, PATH,Y,BU)
    1 AK1, PATH,Y,BU)
    FU2=FM(AK2,RHO,CN2,AK1,PATH,Y,DU)
    FU2=FM(AK2,RHO,CN2,AK1,PATH,Y,DU)
    ADU=AU+DU
    ADU=AU+DU
    FU2=FM(AK2,RHO,CN2,AK1,PATH,Y,ADU)
    FU2=FM(AK2,RHO,CN2,AK1,PATH,Y,ADU)
    FU3=日.
    FU3=日.
    FUP=DU*(FU1+4.*FU2)/3.
    FUP=DU*(FU1+4.*FU2)/3.
    NU=1
    NU=1
    NU=NU*2
    ```
    NU=NU*2
```

```
    FU3=FU2+FU3
    FU2=日.
    TDU=DU
    DU=DU*.5
    U=RU + DU
    DO 52 J=1,NU
    FU2 =FU2 + FM(AK2,RHO,CN2,AK1,PATH,Y,U)
    U=U+TDU
52 CONTINUE
    FU=DU*(FU1+4.*FU2+2.*FU3)/3.
    IF(ABS(FU-FUP).LE.ABS(.日2*FU)) GOTO 63
    FUP=FU
    IF(NU.GE.16.AND.ABS{FU).LE..日日1)GO TO 63
    GO TO 51
    UX=FU
    RETURN
    END
    FUNCTION FM(AK2,RHO,CN2,AK1,PATH,Y,U)
    IF(ABS(U).LE..G日1.OR.ABS(U).GE..99) GO T0 251
    AX=ABS U* (1, -U))
    IF(AX.GE.G.) GO TO 991
    WRITE<6,232) AXXX
232 FORMAT(F14.8)
991 CONTINUE
    AL|=1.
    ALM=5.92/(.日日1)
    PHI=22./7.
    FM11=AX
    FM12=(2.*AK1*Y)/(AX*PATH)+(1./ALB)**2
    FM13=FM12**(-11./6.)
    FM15=SQRT({2.*AK1*U*Y)/(< 1. -U)*PATH))*RHO
    FM16=AJ日(FM15)*COS(Y)*COS(Y*AK1/AK2)
    CONS=.132*PHI*PHI*CN2*AKI*AK1*RK2
    FM18=EXP(-2.*AK1*Y/(AX*PATH*ALM*ALM))
    FM=CONS*FM13*FM16*FM18/FM11
    GO TO 252
251 FM=日.
252 CONTINUE
    RETURN
    END
    FUNCTION FYY(AK2,RHO,CN2, AK1,PATH)
    TNSX=日.
    ANSX=8.
    PHI=22.17.
    AY=B.
721 BY=2.
722 DELTA=BY
    AYI=AY
    AY2=BY
723 CONTINUE
    CALL YGAUSS(AK2,RHO,CN2,AK1,PATH,AY1,AY2,ANSY2)
    HRITE(6,145) ANSY2
145 FORMAT(5X,E1日.4)
51日 ANSX=ANSX+ANSY2
```

```
    IF(ABS(ANSX-TNSX).LE.ABS(.G2*ANSX)) GOTO T32
    AY1=AY1+DELTA
    AY2=AY2+DELTA
    TNSX=ANSX
    IF(ABS(ANSX).LE..日G1) GO TO 732
    GO TO 723
732 FYY=ANSX
    URITE<6,144) FYY
144 FORMAT(15X,E1日.4)
RETURN
END
```


## APPENDIX F

This appendix consists of seven short programs. The first one is called JJJ. This evaluates the mean square error in replacing the Rice-Nakagami distribution by an equivalent $M$ distribution as discussed in Chapter VIII. The input is $M$ and the mean is assumed to be unity. The program can be modified to get the mean square error for an exponentially weighted distribution as suggested in that program.

The second program is called APPRX. For a given value of $M$, assuming mean value to be unity, this program estimates the parameters of an equivalent Rice-Nakagami distribution and prints the absolute values of both distributions and their difference for several values of intensity.

The third program, APX, uses the same set of input as earlier, and it estimates moments of intensity of both the distributions and their ratio until the 7 th moment of intensity is reached.

The fourth program, KMOMENT, is designed to check whether the intensity of a monochromatic speckle pattern is following a K-distribution. The first few lines of the program explain it.

The fifth program, MOMOMENT, is used to check whether the intensity of a polychromatic speckle pattern is following an M-distribution.

The sixth program, PMOMENT, is designed to compare the validity of theoretical and experimental moments of a polychromatic speckle pattern in turbulence. This program is self-explanatory.

The seventh program is called KDEN1l. This is a double precision program, designed to calculate the cumulative probability density function of the speckle intensity in the turbulent atmosphere.

All the programs in this appendix refer to Chapter VIII. All of them are self-explanatory and no detailed explanations are necessary.

```
\begin{tabular}{|c|c|}
\hline c & PROGRAM NAME IS JJJ \\
\hline C & TRAPEZOIDAL IHTEGRAIION TO GET RICE-NAKAGAMI \\
\hline C & RND M-DISTRIBUTION \\
\hline C & IN THIS FROGRAM MERN 'VRLUE OF M OIETRIEUTIOH \\
\hline C & IS UNITY. GIVEH M, IT EVALUATES THEEQUIVALENT \\
\hline C & ALPHA AND BETA OF RICE-NAKRGPMI DISTRIEUTIOK \\
\hline C & THEN IT TRKES THE DIFFERENCE BETWEEN THE TWU \\
\hline C & DISTRIBUTIONS FOR EACH VALUE OF INTENSITY \\
\hline C & AND SQURRES THE ERROR. THIS ERROR IS INTEGRATED \\
\hline C & FOR RLL YALUES OF INTEHSITY FROM ZERA TO \\
\hline C & INFINITY SO THAT THE FINAL RESULT IS THE MERN \\
\hline C & SQURRE ERROR. IN THIS FROGRAM THE [ISTRIBUTIONS \\
\hline C & RRE NOT UEIGHTED. THEY CRN EE WEIGHTED BY'ANY \\
\hline C & SUITABLE WEIGHTING FUNCTIOH FOR EXXAMFLE, \\
\hline c & AN EXPONEHTIRL DISTTRIBUTIUN FUNCTIOH. MOUIFICATIUN \\
\hline C & OF THE PROGRAM IS RATHER ERSY TO INCLUDE \\
\hline C & THE UEIGHTING FUNCTIONS \\
\hline & READ (5,44) M \\
\hline \multirow[t]{3}{*}{44} & FORMAT(I2) \\
\hline & \(A M=M\) \\
\hline & RERO (5,44) II \\
\hline c & II IS The value of the intensity such that the \\
\hline c. & DIFFERENCE BETUEEN THE FDFS IS NEGLIGIELE. THIS \\
\hline \multirow[t]{12}{*}{C} & CAN EE PRE-ESTIMATED \\
\hline & \(B=1 .-S Q R T(1 .-1 . / A M)\) \\
\hline & \(A=1 .-B\) \\
\hline & DO \(121 \mathrm{JJ}=1,18 \mathrm{l}\) \\
\hline & d \(1=\mathrm{J} 1-1\) \\
\hline & R J \(1=\mathrm{J} 1\) \\
\hline & \(A I=R .1 / 10\). \\
\hline & \(R \mathrm{R}=\mathrm{B}\) \\
\hline & \(B R=I I\) \\
\hline & \(D R=(B R-A R) * .5\) \\
\hline & ```
SUMI=FX(RI,R,B,AF)+2,*FK(AI,R,B,DK})+FX(AI,R,E,ER
SUMP=SUM1*DR*.5
``` \\
\hline & \(N R=1\) \\
\hline \multirow[t]{7}{*}{26} & \(N R=2 * N R\) \\
\hline & \(T D R=D R\) \\
\hline & \(D R=D R * .5\) \\
\hline & \(R=R R+D R\) \\
\hline & DO IEI IR 1 I,NR \\
\hline & \(S \cup M 1=S U M 1+2, * F X(R I, R, E, R)\) \\
\hline & \(R=R+T D R\) \\
\hline \multirow[t]{5}{*}{1 E 1} & CONTINUE \\
\hline & SUM2 = SUM1*DR*. 5 \\
\hline &  \\
\hline & SUMA \(=\) SUM2 \\
\hline & GO TO 26 \\
\hline \multirow[t]{3}{*}{665} & IF (NR.GT.1日BA) GO T0 66? \\
\hline & SUMR = SUME \\
\hline & GUTO 26 \\
\hline \multirow[t]{2}{*}{667} & ANS = SUM 2 \\
\hline & HRITE(4,45) AI,ANS \\
\hline
\end{tabular}
```

```
    45 FORMAT(2E14.6)
    121 CONTINUE
        STOP
        END
    FUNCTION DIFFI(M,RI)
    PROGRAM TO CHECK THE YRLIDIT'Y OF REPLRCING RIEE
    NRKRGRMI BY M DISTRIRUTION
    AM=M
    BETA=1.-SQRT(1.-1./RM)
    ALFHA=1.-BETA
    P1= (ALPHA+AI)/EETR
    P2=EXP(-P1)/BET&
    P3=2.*SQRT(AI*RLPHR)/BETA
    P4=RIQ(P3)
    |EIT=EXP{-AI)
    RN%=P2*P4
    RNXG=RNX*WEIT
    G1=AM**&M
    G2=GRMMA(M)
    G3=AI**(AM-1.)
    G4=EXF(-AM*AI)
    ANM={G1*G3*G4)/G2
    ANMUl=RNM*UEIT
    DIFFI=ANM-RNX.
    RETURN
    END
    FUHCTIOH GAMMA(M)
    N=M-1
    SUM=1.
    DO101 I=1,N
    A=I
    SUM=SUM*A
101 CONTINUE
    GRMMA=SUM
    RETURN
    END
        FUNCTTION RIB(%)
        T= K/3.75
        IF(X.GT.3.75) GOTO 66
        IF(%.EQ.B.) GOTO 6?
        AIB=1.+3.5156229*T*T+3.DE39424*<T**4)+1.2067492*(T**
    16)+.2659732*(T**8)+.036日?8*(T**1E)+.0日45813*(T**12)
        GO TO 68
66 A=1./T
        B=.39894228+.日1328592*A+.日日225319*(R**2)-.DE1575&5*
    1(A**3)+.日日S1628*(A**4) -.D20577日6*(A**5)+.日2E3E537
    2*(R**6)-.0164?633*(R**?)+.0日3923?7*(R**S)
        C=E YP(X)
        D=SQRT(X)
        AID={B*C)/D
        GG TG 68
67 AIB=1.
6% CONTINUE
    RETURN
```

```
    END
    FUNCTION FX(RI, R,B,X)
    IF(X.EQ.G.) GO TO 55
    CONS=EXP(-R/B)/B
    CC=RI/X+X/B
    IF(C:C.GT.15.) GOTO 55
    C3=EXP(-EC)
    C4=2.*SQRT(X*R)/E
    C5=R1日(C4)-1.
    FX=C3*C5*CONS:X
    GO TO 56
    FX=\square
5 5
56 CONTINUE
RETURN
END
```

```
C PROGRAM TO CHECK THE YRLIDITY OF REPLRCING
C RICE-NAKAGAMI UISTRIBUTION BY M-DISTRIBUTIOH
C ASSUMES THE MEAN VALUE OF THE M-DISTRIBUTION
C
C
C
C
C
    IS UNITY. GIYEN THE VALUE OF M, IT EVRLUATES
    THE EQUIVALENT RLPHA AND BETA OF RICE-NAKAGAMI
    DISTRIBUTION BY MATCHING THE FIRST TUO MOMENTS
    OF INTENSITY.THE PROGRAM EVALUATES BOTH THE
    DISTRIBUTIONS, THEIR UEIGHTED YALUES AND THE
    DIFFERENCE FOR SEUERAL YGLUES OF INTEHISITY.
        READ(5,21) M
        FORMAT(12)
        AM=M
        BETA=1.-SQRT(1.-1./AM)
        ALPHA=1.-BETA
        AI=.BI
        CONTINUE
        IF(RI.GT.4.) GO TO 44
        P1={ALPHA+AI)/BETA
        P2=EXP(-P1)/BETA
        P3=2.*SQRT(AI*ALPHA)/BETA
        P4=A1日(P3)
        UEIT=EXP(-AI)
        RNS:=P2*P4
        RNXUl=RNX*WEIT
        G1=RM**RM
        G2=GAMMR(M)
        G 3=AI**(AM-1.)
        G4=EXP(-RM*RI)
        ANM=(G1*G3*G4)/G2
        ANMUS=ANM*WEIT
        DIFF=RNMM-RNX:W
        PERC=DIFF*IBE./(RNXW)
        DIFFI=RNX-ANM
        FERC1=DIFF1*1日G./RNX
        WRITE(4,55) AI, RNX, ANM, DIFFI,PERCI:RNXW, ANMW,
        1 DIFF,FERC
    55 FORMAT<9<F`.3,2%))
    AI=AI+.1
    GO TO 33
    CONTINUE
    STOP
    END
    FUNCTION GAMMA(M)
    N=M-1
    SUM=1.
    DO 1-1 I=1,N
    R=I
    SUM=SUM*A
101 COHTINUE
    GAMMA= SUM
    RETURN
    END
```

```
    FUNCTION AID(X)
    T=X/3.75
    IF(X.GT.3.75) GO TO 66
    IFiX.EQ.B.) GO TO 6?
    AIE=1.+3.5156229*T*T+3.B899424*(T**4)+1.2日67492*(T**
    16)+.2659732*(T**&)+.B36日?8*(T**1日)+.日日45813*(T**12)
        G0 T0 68
66 R=1./T
        B=.39894228+.D1328592*R+.日日225319*(&**2)-.日日157565*(
    1A**3)+.8031628*(A**4)-.02日577日5*(A**5)+.日2635537
    2*(A**6)-.01647633*(R**?)+.0日こ92377*(A**&)
        C=EXP(X)
        D=SQRT(X)
        AID=\langleB*C\rangle/D
        GO TO 68
    AI暗1
67 CONTINUE
    RETURN
    END
```

```
C PROGRAM TO COMPARE MOMENTS
C PROGRAM NAME IS APX
C PROGRAM COMPARES THE HIGHER ORDER MOMENTS
C
C
C
C
C
C
C
```

$A M=M$
$B=1 .-S Q R T(1 .-1 . / A M)$
$A=1 .-B$
$X M=1 . / A M$
$C(1)=1$.
$C(2)=C(1) *(1 .+X M)$
$C(3)=C(2) *(1 .+2 . * Y M)$
$C(4)=C(3) *(1 .+3 . * X M)$
$C(5)=C(4) *(1 .+4 . * X M)$
$C(6)=C(5) *\left(1 .+5 . * \begin{array}{l}\text {（ } \\ C M)\end{array}\right.$
$C(7)=C(6) *(1 .+6 . * X M)$
$D(1)=1$ ．
$D(2)=2 . * B * B+4 . * A * B+A * A$
$D\langle 3\rangle=6 . * B * * 3+18, * A * E * * 2+9, * B * A * 2+\hat{A} * * 3$
$D\langle 4\rangle=24, * B * * 4+96 . * A * R * * 3+72 . *(A * B) * * 2+16 . * B * A * * 3+$
1 A＊＊4
$D(5)=12 日 . * B * * 5+6 日 日 * A * B * * 4+6 日 Z . * A * * 2 * B * * 3+2 日 日 . * \& * * 3$
1＊B＊＊2＋25．＊A＊＊4＊B＋A＊＊5
D61＝ 22 日．＊ $\mathrm{B} * * 6+4$ 32日．＊R＊B＊＊5＋54日日．＊$A * * 2 * B * * 4$
D62 $=2$ 4日B．＊ $\mathrm{A} * * 3 * B * * 3$
D63 645 日．$* \mathrm{~A} * * 4 * B * * 2+36 . * B * R * * 5+A * * 6$
$D(6)=D 61+D 62+D 63$
D71＝5日4日．＊B＊＊ア＋3528日．＊R＊E＊＊6＋5292日．＊A＊＊2＊E＊＊5
D72＝ 2942 日．＊$A * * 3 * B * * 4$

$D(7)=D 72+D 71+D 73$
DO 1 B1 $I=1$, ？
$R=D(I) / C(I)$
WRITE（4，45）I，C（I），D（I），R
FORMAT（14，2X，3E14．6）
1日I CONTINUE
3日I CONTINUE
STOF
END

```
C PROGRAM NAME IS KMOMENT
C
C
C
C
C
C
C
C
C
C
    READ(5,11) AIN1
    FORMAT(E14.8)
    RERD(5,11) AIN2
    READ(5,11) AIN3
    READ(5,11) AIN4
    READ (5,11) SN1
    READ(5,11) SN2
    READ(5,11) SN3
    READ (5,11) SN4
    WRITE(4,18)
18 FORMATK'CALCULATION OF MOMENTS OF SPECKLE INTENSITY
    HRITE(4,19) AIN1, RIN2, AIN3,AIN4
19 FORMAT(2X,'NOISE MOMENTS',4E14.6)
    HRITE(4,2日) SN1,SN2,SN3,SN4
20 FORMAT(2X,'SIGNAL +NOISE MOMENTS',4E14.6)
    SI=SNI-AINI
    GRITE(4,12) S1
12 FORMAT(2X,'AUERAGE INTENSITY=',E14.6)
    S2=SN2-2.*S1*AIN1-AIN2
    URITE(4,13) S2
    FORMAT(2X,'SECOND MOMENT OF INTENSITY=',E14.6)
    S3=SN3-3.*S2*AIN1-3.*S1*AIN2-AIN3
    WRITE(4,14) S3
14 FORMAT(2X,'THIRD MOMENT OF INTENSITY=', E14.6)
    S4=SN4-4.*S3*RIN1-6.*S2*AIN2-4.*S1*AIN3-AIN4
    WRITE(4,15) S4
15 FORMAT( 2X,'4TH MOMENT OF INTENSITY'=',E14.6)
    \forallAR=(S2-S1*S1)/(S1*S1)
    HRITE(4,16) YAR
16 FORMAT(2X,'NORM. YARIANCE OF INTENSITY=',E14.6)
    AM=2./(YAR-1.)
    AXX=1./AM
    RM1=S1
    AM2=2.*(1. +AXX)*S1*S1
    AM3=6.*(1.+2.*AXX)*(1.+AXX)*S 1**3
    AM4=24.*(1.+AXX)*(1.+2.*AXX)*(1.+3.*AXX)*S 1***
    R1=S1/AM1
    R2=S2/AM2
    R3=S3/RM3
    R4=S4/AM4
    HRITE(4,3日)
```

3日 FORMAT 8 8，＇THEO．MOMENTS＇， 5 ，＇EXPT．MOMENTS＇， $5 X$ ，＇RATIO URITE（4，31）AM2，S2，R2 FORMAT（ $2 \mathrm{X}, \mathrm{\prime} \mathrm{~N}=$ 2＇，E1日．$^{\prime}$ ，5X，E1日．4，5X，E1日．4） URITE（4，32）AM3，S3，R3
 HRITE（4，33）AM4，S4，R4
FORMAT（ $2 X,{ }^{\prime} N=4$＇，E1B． 4,5 ，E1日．4，5X，E1日．4） STOP
END


```
30 FORMAT(8X, 'THEO.MOMENTS', 5X,'EXPT.MOMENTS',5X,
    1 'RATIO')
        URITE{4,31) AM2,S2,R2
        FORMAT( 2X,'N=2',E1日.4,5X,E1日.4,5X,E10.4)
        HRITE(4,32)AM3,S3,R3
        FORMAT(2X,'N=3',E1日.4,5X,E1日.4,5X,E1日.4)
        URITE(4,33) AM4,S4,R4
        FORMAT(2X,'N=4',E1日.4,5X,E1日.4,5X,E1日.4)
        STOP
    END
```

```
PROGRAM NAME IS MMOMENT
C
C
C
C
C
C
C
C
C
C
C
PROGRAM NAME IS MMOMENT
FIRST SET IS NOISE MOMENTS
SECOND SET IS SIGNAL+NOISE MOMENTS
PROGRAM CHECKS IF THE MULTIFREQUENCY OR PARTIALLY COHERENT SPECKLE PATTERN IN THE TURBULENT ATMOSPHER FOLLOUS A M-DISTRIBUTIOB OR NOT. INPUT DATA IS THE MOMENTS OF INTENSITY OF NOISE AND SIGNAL+NOISE.
BY USING THE AVERAGE AND SECOND MOMENT OF INTENSITY It Calculates the parameters of m-distribution AND THESE YGLUES \(A R E\) USED TO GET THE HIGHER ORDER MOMENTS AND THE THEORETICAL UALUES ARE COMPARED HITH THE EXPERIMENTAL DATA.
RERD(5,11) AIN1
FORMAT(E14.8)
READ \((5,11)\) AIN2
READ (5,11) AIN3
READ (5,11) AIN4
READ (5,11) SN1
READ (5,11) SN2
READ (5, 11) SN3
READ (5,11) SN4
URITE(4,18)
FORMAT('CALS OF MONENTS OF SFECKLE INTENSITY')
URITE(4,19) AIN1, AIN2, AIN3, AIN4
FORMAT( \(2 X\), 'NOISE MOMENTS', \(4 E 14.6\) )
URITE(4,2日) SN1,SN2, SN3, SN4
FORMAT( \(2 X\), 'SIGNAL + NOISE MOMENTS', 4E14.6)
SI=SN1-AIN1
URITE(4,12) S1
FORMAT(2X,'AYERAGE INTENSITY=',E14.6)
S2=SN2-2.*S1*AIN1-AIN2
HRITE(4,13) S2
FORMAT( \(2 X\), 'SECOND MOMENT OF INTENSITY=', E14.6)
S3=SN3-3.*S2*AIN1-3.*S1*AIN2-AIN3
HRITE(4,14) S3
FORMAT( \(2 X\), 'THIRD MOMENT OF INTENSITY=', E14.6)
S4 = SN4-4.*S3*AIN1-6.*S2*AIN2-4.*S1*AIN3-AIN4
HRITE(4,15) S4
FORMAT( \(2 \mathrm{X}, \mathbf{\prime} 4\) TH MOMENT OF INTENSITY=', E14.6)
\(\forall A R=\langle S 2-S 1 * S 1\rangle /(S 1 * S 1\rangle\)
URITE(4,16) VAR
FORMAT(2X, 'NORM. VARIANCE OF INTENSITY=', E14.6)
\(A M=1 . / \forall A R\)
\(A M 1=S 1\)
\(A M_{2}=(1 .+\forall A R) * S 1 * S 1\)
\(A M 3=(1 .+2 . * \forall A R) *(1 .+\forall A R) * S 1 * * 3\)
\(A M 4=(1 .+\forall A R) *(1 .+2 . * \forall A R) *(1 .+3 . * \forall A R) * S 1 * * 4\)
R1 \(=\) S1/ AM1
\(R 2=S 2 / A M_{2}\)
R3 \(=\) S \(3 /\) /AM3
R4 \(=54 /\) / M 4
URITE(4, 3n)
FORMATC 8X, 'THEO.MOMENTS', 5X,' EXPT.MOMENTS', \(5 X\),
```

1 ＇RATIO＇）
HRITE（4，31）AM2，S2，R2
31 FORMAT $2 X$, ，$N=2$＇，E1日．4，5x，E1日．4，5X，E1日．4） HRITE（4，32）AM3，S3，R3
FORMAT（2X，＇N＝3＇，E1日．4，5X，E1日．4，5X，E1日．4） WRITE（4，33）AM4，S4，R4
FORMAT（ $2 X$, ＇$N=4$＇，E1日． 4,5 ，E1日． 4,5 K，E1日．4） STOP
END

```
C PROGRAM NAME IS PMOMENT
C FIRST SET IS NOISE MOMENTS
C SECOND SET IS SIGNAL+NOISE MOMENTS
    READ(5,11) AIN1
    FORMAT(E14.8)
    READ(5,11) AIN2
    READ(5,11) AIN3
    READ(5,11) AIN4
    READ(5,11) SN1
    READ (5,11) SN2
    READ(5,11) SN3
    READ(5,11) SN4
    URITE(4,18)
    FORMATS'CALS OF MOMENTS OF SPECKLE INTENSITY')
    URITE(4,19) AIN1,AIN2,AIN3,AIN4
19 FORMAT(2X,'NOISE MOMENTS',4E14.6)
    URITE(4,2日) SN1,SN2,SN3,SN4
20 FORMAT(2X,'SIGNAL +NOISE MOMENTS',4E14.6)
    SI=SN1-AIN1
    WRITE(4,12) S1
    FORMAT(2X,'AYERAGE INTENSITY=',E14.6)
    S2=SN2-2.*S1*AIN1-AIN2
    |RITE(4,13) S2
    FORMAT(2X,'SECOND MOMENT. OF INTENSITY=', E14.6)
    S3=SN3-3.*S2*RIN1-3.*S1*AIN2-AIN3
    URITE(4.14) S3
    FORMAT( 2X,'THIRD MOMENT OF INTENSITY=', E14.6)
    S4=SN4-4.*S3*AIN1-6.*S2*AIN2-4.*SI*AIN3-AIN4
    URITE\4,15) S4
    FORMAT( 2X,'4TH MOMENT OF INTENSITY=',E14.6)
    YAR1=(S2-S1*S1)ノ(S1*S1)
    WRITE(4,16) YARI
    FORMAT(2X,'NORM. YARIIANCE OF INTENSITY=',E14.6)
    AMI=1./VARI
    A1=S 1
    A2=(1.+YAR1)*S 1 *S 1
    A3=(1.+2.*\forallAR1) ** (1.+YAR1) *S 1**3
    A4=(1.+YAR1)*(1.+2.*YAR1)*(1.+3.*VAR1)*S1**4
    R1=S1/A1
    R2=S2/A2
    R3=S 3/A 3
    R4=S4/A4
    URITE(4,3日)
    FORMAT(8X, 'THEO.MOMENTS', 5X,' EXPT,MOMENTS', 5X,
        1 'RATIO')
```

C
C
C

```
```

```
    HRITE(4,31) A2,S2,R2
```

```
    HRITE(4,31) A2,S2,R2
    FORMAT(2X,'N=2',E1日.4,5X,E1日.4,5X,E1日.4)
    FORMAT(2X,'N=2',E1日.4,5X,E1日.4,5X,E1日.4)
        HRITE(4,32) A3,S3,R3
        HRITE(4,32) A3,S3,R3
        FORMAT(2X,'N=3',E1日.4,5X,E1日.4,5X,E1日.4)
        FORMAT(2X,'N=3',E1日.4,5X,E1日.4,5X,E1日.4)
        URITE(4,33) A4,S4,R4
        URITE(4,33) A4,S4,R4
    33 FORMAT( 2X,'N=4',E1日.4,5X,E1日.4,5X,E1日.4)
    33 FORMAT( 2X,'N=4',E1日.4,5X,E1日.4,5X,E1日.4)
C FIRST SET IS NOISE MOMENTS IN TURBULENCE FOR
C FIRST SET IS NOISE MOMENTS IN TURBULENCE FOR
C THE POLYCHROMATIC SPECKLE PATTERN
C THE POLYCHROMATIC SPECKLE PATTERN
```

    SECOND SET IS THE SIGNAL +NOISE MOMENTS FOR
    ```
    SECOND SET IS THE SIGNAL +NOISE MOMENTS FOR
    THE POLYCHROMATIC SPECKLE PATTERN IN THE
    THE POLYCHROMATIC SPECKLE PATTERN IN THE
    TURBULENT ATMOSPHERE
    TURBULENT ATMOSPHERE
    READ<5,11) BIN1
    READ<5,11) BIN1
    READ(5,11) BIN2
    READ(5,11) BIN2
    READ(5,11) BIN3
    READ(5,11) BIN3
    READ<5,11) BIN4
    READ<5,11) BIN4
    READ<5,11> BSN1
    READ<5,11> BSN1
    READ<5,11) BSN2
    READ<5,11) BSN2
    READ<5,11) BSN3
    READ<5,11) BSN3
    READ<5,11) BSN4
    READ<5,11) BSN4
    HRITE(4, PB)
    HRITE(4, PB)
    FORMAT(4X,'CALS FOR SPECKLE IN TURBULENCE')
    FORMAT(4X,'CALS FOR SPECKLE IN TURBULENCE')
    HRITE{4,68)
    HRITE{4,68)
    FORMAT('CALS FOR MOENTS OF SPECKLE IN TURBULENCE')
    FORMAT('CALS FOR MOENTS OF SPECKLE IN TURBULENCE')
    HRITE<4,49) BIN1, BIN2,BIN3,BIN4
    HRITE<4,49) BIN1, BIN2,BIN3,BIN4
    FORMAT( 2X,'NOISE MOMENTS', 4E14.6)
    FORMAT( 2X,'NOISE MOMENTS', 4E14.6)
    HRITE(4,5日) BSN1,BSN2,BSN3,BSN4
    HRITE(4,5日) BSN1,BSN2,BSN3,BSN4
    FORMAT(2Y,'SIGNAL+NOISE MOMENTS',4E14.6)
    FORMAT(2Y,'SIGNAL+NOISE MOMENTS',4E14.6)
    BI=BSN1-BIN1
    BI=BSN1-BIN1
    HRITE(4,52) B1
    HRITE(4,52) B1
    FORMAT( 2X,'AYERAGE INTENSITY=',E14.6)
    FORMAT( 2X,'AYERAGE INTENSITY=',E14.6)
    B2=BSN2-2.*B1*BIN1-BIN2
    B2=BSN2-2.*B1*BIN1-BIN2
    HRITE(4,53) B2
    HRITE(4,53) B2
    FORMAT( 2%,'SECOND MOMENT OF INTENSITY=', E14.6)
    FORMAT( 2%,'SECOND MOMENT OF INTENSITY=', E14.6)
    B3=BSN3-3.*B2*BIN1-3.*B1*BIN2-BIN3
    B3=BSN3-3.*B2*BIN1-3.*B1*BIN2-BIN3
    HRITE{4,54) B3
    HRITE{4,54) B3
    FORMAT(2X,'THIRD MOMENT OF INTENSITY=',E14.6)
    FORMAT(2X,'THIRD MOMENT OF INTENSITY=',E14.6)
    B4=BSN4-4.*B3*BIN1-6.*B2*BIN2-4.*B1*RIN3-BIN4
    B4=BSN4-4.*B3*BIN1-6.*B2*BIN2-4.*B1*RIN3-BIN4
    WRITE<4,55) B4
    WRITE<4,55) B4
    FORMAT( 2X,'FOURTH MOMENT OF INTENSITY=', E14.6)
    FORMAT( 2X,'FOURTH MOMENT OF INTENSITY=', E14.6)
    VAR2=(B2-B1*B1)/(B1*B1)
    VAR2=(B2-B1*B1)/(B1*B1)
    WRITE<4,56) \forallAR2
    WRITE<4,56) \forallAR2
    FORMAT( 2X,'NORM.YARIANCE OF INTENSITY'=', E14.6)
    FORMAT( 2X,'NORM.YARIANCE OF INTENSITY'=', E14.6)
    AXX=(1.+YAR2)/(<1.+YAR1)-1.
    AXX=(1.+YAR2)/(<1.+YAR1)-1.
    AM2=1./AXX
    AM2=1./AXX
    C1 = B 1
    C1 = B 1
    C2=(1.+YAR1)*(1.+AXX)*B1*B1
    C2=(1.+YAR1)*(1.+AXX)*B1*B1
    C3=(1.+2.*\forallAR1)*(1.+YAR1)*(1.+2.*AXX)*(1.+AXX)*B1**3
    C3=(1.+2.*\forallAR1)*(1.+YAR1)*(1.+2.*AXX)*(1.+AXX)*B1**3
    C4=(1.+3.*AXX)*(1.+3.*\forallAR1)*B1*C3
    C4=(1.+3.*AXX)*(1.+3.*\forallAR1)*B1*C3
    G2=82/C2
    G2=82/C2
    G3=B3/C3
    G3=B3/C3
    G4=B4/C4
    G4=B4/C4
    URITE<4,6日)
    URITE<4,6日)
    FORMATC5X,'THEO. MOMENTS=',5X,'EXPT. MOMENTS',5X,
    FORMATC5X,'THEO. MOMENTS=',5X,'EXPT. MOMENTS',5X,
        1'RATIO')
```

        1'RATIO')
    ```
URITE《4，61）C2，B2，G261 FORMAT（ \(2 X, N=2\) ，E1日． \(4,5 X, E 1\) 日． \(4,5 X, E 1 日 .4\) ）HRITE 4，62）C3，B3，G3
62 FORMAT( \(2 X,{ }^{\prime} N=3^{\prime}\), E1日. 4, 5X, E1日. 4, 5X, E1日. 4 )
    URITE(4,64) C4,B4,G4

STOP
END

PROGRAM CALCULATES THE CUMULATIYE PDF OF A K－DISTRIBUTION GIYEN MI AND M2． IMPLICIT DOUBLE PRECISION（A－H，O－Z）
DIMENSION \(X(8), 4(8)\)
DATA XI． 15315 E66160日日， 2872644 日39D日日， 4346274 日67D日日，

2．935日435日750日日，．98746日5日850日日！
DATA U／．1日53日11D－日4，．27835860－日3，．23353415D－日2，
1．日1日旬446144日月日，日264853日11明，． 4458856 320日日，

READ（5，41）AM1，AM2
FORMAT（2X，D22．14，2X，D22．14）
\(\mathrm{PHI}=3.14159265358379\)
COFF1＝4．＊＊（AM1－AM2＋1．）＊DSQRT（PHI）
COFF2 \(=(A M 1 * A M 2) * *(A M 1\rangle\)
COFF \(3=\) GAMMA（AM1 ）＊GAMMA（AM2）＊GAMMA（AM2－AM1＋．5）
COFF \(4=\) COFF \(1 *\) COFF2ICOFF 3
C2＝2．＊RM1－1．
C \(3=2 . * D S Q R T(A M 1 * A M 2)\)
C4－AM2－AM1－． 5
C5＝2．＊ C 3
\(G=.10\) 日品
DELG＝． 1 DBG
CONTINUE
IF（G．GT．1．）DELG＝． 5 D日G
\(I F(G . G T .3) \quad D E L G=.1 . D 日 Q\)
IF（G．GT．1日．）GOTO 3日
COFF \(=(\mathrm{G} * *(3.04225933)) *\) COFF 4
\＆RITE（5，44）COFF
FORMAT（D22．14）
SUM1＝日．
DO \(31 I=1,8\)
XI \(=x(I)\)
WI＝W（I）
S1 \(=\mathrm{S} \times \mathrm{X}(\mathrm{C} 2, \mathrm{C} 3, \mathrm{C} 4, \mathrm{C} 5, \mathrm{G}, \mathrm{X} 1)\)
SUM1＝SUM1＋COFF＊S1＊W1
CONTINUE
WRITE（4，32）G，SUMI
FORMAT（2X，＇G \(=\) ，F6．3， \(2 X\), SUM \(1=\) ，，D22．14）
\(G=G+D E L G\)
GOTO 29
CONTINUE
STOP
END
FUNCTION SXX（C2，C3，C4，C5，G，X）
IMPLICIT DOUBLE PRECISION（A－H，O－Z）
\(\mathrm{S} 2=\mathrm{X} * *(\mathrm{C} 2-5\).
S3 \(=\) DEXP（－C3＊DSQRT（G）＊X）
\(S 4=F T(C 4, C 5, G, X)\)
SXX＝S2＊S3＊S4
RETURN
END
FUNCTION FT（C4，C5，G，X）

IMPLICIT DOUBLE PRECISION（A－H，O－Z）
DIMENSION T（12），H2（12）
DATA T／． 11572211735 日日，． 611757484515 日日，
11． 51261 日269776日日， 2.833751777744 日日，4．599227639418日日，
26.844525453115 日日， \(9.621316842457 日 0,13\) 日明6549333日6日日，

317．116855187462日日，22．151日9日379397日日，
428.48796725 日984日日，37．日99121日44467日日／

DATA W2／2．64731371955D－日1，3．77759275873D－日1，
12．44日82日1132D－日1，9．日4492222117D－日2，
12. 日1日23811546D－日2，2．66397354187D－日3，

22．日32315926630－日4，8．36505585682D－日6，
31．66849387654D－日？，1．342391日35520－83，
43．日616日1635日4日D－12，8．148日7746743D－16i
SUM2 \(=\) 日．
DO \(33 \mathrm{I}=1,12\)
\(T 1=T(I)\)
\(43=\omega 2(1)\)
SUM2＝SUM \(2+W 3 * F T T(C 4, C 5, G, X, T 1)\)
CONTINUE
FT＝SUM2
RETURN
END
FUNCTION FTT（C．4，C5，G， \(\mathrm{X}, \mathrm{T}\) ）
IMPLICIT DOUBLE PRECISION（A－H，O－Z）
H2 \(=\mathrm{T} * * \mathrm{C} 4\)
\(H 3=T+C 5 * D S Q R T(G) * X\)
\(\mathrm{H} 4=\mathrm{H} 3 * * \mathrm{C} 4\)
FTT＝H2＊H4
RETURN
END
FUNCTION GAMMA（Z）
IMPLICIT DOUBLE PRECISION（ \(A-H, O-Z\) ）
DIMENSION T（12），（2（12）
DATA T／115722117358日日，611757484515日日，
11．51261日263776日日，2．833751777744日日，4．599227639418日日，
26.844525453115 日日， 9.621316842457 日日，13．日月6日549933日6日日，

317．116855187462日日，22．151日9日373397日日，
428．482796725日984日日，37． 199 121044467日日ノ
DATA W2／2．647313719550－日1，3．77759275873D－ロ1，
12．44日32日1132D－日1，9．04492222117D－日2，
12．日1日23811546D－02，2．66397354187D－日3，
22．日3231592663D－日4，8．365日5585682D－日6，
31．66849387654D－日7，1．342391日3052D－日3，
43． 0616 16163544D－12，8．148日7746743D－16／
SUM2＝日．
DO \(33 I=1,12\)
T1＝T（I）
SI＝T1＊＊（Z－1．）
W3＝W2（I）
SUM2＝SUM \(2+\operatorname{LU}_{3} * S 1\)
CONTINUE
GAMMA＝SUM2
RETURN
END
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