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ABSTRACT 

 This dissertation investigates two unique phenomena, neurotransmitter co-

release and neural oscillations, in early auditory regions where they have not been 

observed before. Co-release and oscillations are common processes in other brain 

regions, where they are thought to expand the computational capacity of local circuits. 

Co-release is the release of two neurotransmitter types packaged into the same 

presynaptic vesicles within a neuron and oscillations are rhythmic electrical fluctuations 

observed in single neurons, brain regions, and even spanning brain regions (Vaaga et 

al., 2014). How they contribute to early auditory processing, however, is not understood. 

We investigated co-release of two inhibitory neurotransmitters in the inferior colliculus, 

the midbrain hub for auditory processing. We also established the presence of slow 

oscillations in the principal neurons of the dorsal cochlear nucleus (DCN), a key 

brainstem nucleus that integrates auditory input from the ear with multisensory 

information. Both lines of research utilized patch-clamp electrophysiological recordings 

from in vitro slices of mouse brainstem and midbrain. This dissertation reveals new 

mechanisms for how auditory information is processed by local brainstem and midbrain 

circuits.   

 In Chapter 1, I explored the co-release of two inhibitory neurotransmitters, GABA 

and glycine, in the auditory midbrain of mouse. Co-release is common throughout the 

auditory brainstem, but our work was the first evidence for its existence in the inferior 

colliculus of the auditory midbrain. The inferior colliculus is one of the least well-

understood areas of the brain in terms of its anatomical and functional organization. In 

order to better understand this structure, I characterized co-release of GABA and 
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glycine from ascending afferents and probed for its sfunctional roles in the IC. 

Surprisingly, GABAergic and glycinergic postsynaptic currents were similar in time 

course, short-term synaptic plasticity dynamics, and metabotropic regulation. These 

results suggest that co-release may allow for redundancy and homeostatic stability in 

cases where one transmitter system is compromised.   

 In Chapter 2, I investigated slow spontaneous oscillations in the membrane 

potential of DCN output neurons, or fusiform cells. Fusiform cells receive both auditory 

and multisensory input and make direct projections to the midbrain. The entire DCN 

circuit is built around the principal neuron’s ability to encode sound and integrate 

multisensory information, thus making it vital to understand the intrinsic properties that 

mediate these functions. The oscillations are 1-2 Hz, rely on HCN and persistent Na+ 

conductances, and are similar in frequency to the intrinsic resonant frequency of the 

fusiform cells. The oscillations are also regulated by external Ca2+ concentration, which 

impacts Na+ channel activation. Finally, the electrical coupling between fusiform cells 

enables oscillation synchrony. Our results indicate that oscillatory activity, which has 

previously received the most attention in thalamocortical circuits, may play an important 

computational role at the first stage of auditory processing. 
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INTRODUCTION 

 The ability of the brain to extract meaningful information from the auditory 

environment relies on neural circuits specialized to process sensory information. Each 

sensory system has evolved to transform fundamentally different sensory information 

into a neural representation of the world. The auditory system in particular has evolved 

to transmit high-frequency signals with remarkable fidelity. Each region of the auditory 

brainstem encodes some aspect of sound relating to frequency, amplitude, and/or 

location of sound in space. 

 This dissertation was directed at two physiological phenomena, neurotransmitter 

co-release and oscillatory activity. Although previously thought to be reserved to very 

specific brain regions, co-release and oscillations are gaining recognition as more 

widespread and computationally important processes. Co-release is the release of two 

neurotransmitter types from overlapping vesicular pools within a single neuron (Vaaga 

et al., 2014). For a long time it was thought that neurons only released one type of 

neurotransmitter, known as the “one neuron, one neurotransmitter,” or Dale’s, principle 

(Tritsch et al., 2016). However, recent research has shown that co-release of more than 

one neurotransmitter from the same neuron, particularly of the neurotransmitter GABA 

with other types, occurs in several brain regions (Vaaga et al., 2014). Co-release is an 

interesting phenomenon as it introduces another degree of variance, thus expanding the 

computational power of single synapses. In our study, we looked at the co-release of 

inhibitory neurotransmitters GABA and glycine. The co-release of these fast-acting 

inhibitory neurotransmitters is particularly paradoxical as it is not immediately obvious 

why these neurotransmitters would have differential functions. Furthermore, though 
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GABA/glycine co-release is common in auditory brainstem regions, it was previously 

unknown that co-release extended to the midbrain. 

 The second phenomenon we studied was neural oscillations. Oscillations are 

rhythmic electrical fluctuations observed in single neurons, brain regions, and spanning 

brain regions. They have received the most attention in cortical regions, where different 

frequencies in the surface electroencephalogram are associated with different states of 

arousal, stages of sleep, and sensory perception (Buzsáki 2006). However, we 

observed oscillations in brain slices in the dorsal cochlear nucleus (DCN), which 

receives direct input from the auditory nerve and is thus one of the first brain regions to 

process auditory information. The oscillations were present in fusiform cells, the output 

neuron of DCN. In Chapter 2, we examined the biophysical origins of these oscillations 

and how they may impact the circuit via oscillation synchrony between electrically 

coupled neurons. The presence of oscillations in the first stage of auditory processing 

suggests that oscillatory activity and resonance may be a common mechanism in the 

brain, at both higher and lower levels, whereby neuronal populations within a given 

region can work cohesively. 

1. Co-release of inhibitory neurotransmitters in the inferior colliculus 

The inferior colliculus  

 The inferior colliculus (IC) is the major subcortical integrator of the auditory 

system. Its central nucleus (the ICC) is a near-obligatory relay for ascending auditory 

information from the brainstem (Malmierca et al. 2002, Cant 2005, Schofield 2005). 

Ascending inputs impinge upon diverse cell types within the local circuitry, producing 

fascinating emergent properties such as convergence of auditory signals from both 
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ears, spatial localization, and vocalization selectivity (Yin & May 2005, Holmstrom et al. 

2010). The IC also receives multisensory information, which is integrated with auditory 

streams to subserve sound-induced flight behavior and the startle response (Xiong et 

al., 2015, 2017). 

 To support the density of inputs, the ICC has a complex internal circuitry 

composed of diverse cell types. Interestingly, the cellular identities and connective 

structure remain largely unknown. Surrounding the ICC, the lateral nucleus (LN) and 

dorsal cortex (DC) primarily receive multisensory (Aitkin et al., 1978) and descending 

(Druga et al., 1997; Winer et al., 1998) cortical input, respectively. These regions have 

different functions and microcircuit structure from the central nucleus. Ascending inputs 

to the ICC are organized into frequency-specific laminae, creating a tonotopic map with 

high frequency processing in the ventromedial pole and low frequency processing in the 

dorsolateral pole (Stiebler and Ehret, 1985). Laminae are thought to contain basic 

functional units of cells that interconnect to support differential input (Ito and Oliver, 

2012). Within laminae, there is a heterogeneous population of excitatory and inhibitory 

cells, the biophysical diversity of which presumably underlies the coding power and 

efficiency of the ICC (Shamir and Sompolinsky, 2006; Holmstrom et al., 2010; 

Padmanabhan and Urban, 2010). 

 The convergence of temporal, spectral and spatial information in the IC makes it 

a unique integrative hub. Auditory information is processed in parallel in upstream 

brainstem regions and coalesce in the IC, although to what degree the information is 

combined or processed separately is unknown (Joris et al., 2004). Major excitatory 

inputs to the IC include the cochlear nucleus (CN), medial superior olive (MSO), and 
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contralateral lateral superior olive (LSO). Major inhibitory sources include the dorsal and 

ventral nuclei of the lateral lemniscus (NLL) and ipsilateral LSO (Figure 1). 

 

 Studies of termination patterns in ICC as well as response properties have 

defined different “synaptic domains.” Loftus et al. (2010) combined single unit 

recordings in cat with iontophoretic injections of fluorogold. They identified monaural 

neurons that received input from CN and VNLL only; ITD- and low frequency-sensitive 

neurons (<500 Hz) with input from ipsilateral MSO and LSO; and ITD- and high 

frequency-sensitive neurons with input from contralateral LSO and DNLL. In gerbils, 

afferent termination patterns in lateral and rostral areas received inputs primarily from 

CN, LSO, MSO and NLL, whereas medial and caudal areas receive inputs primarily 

from CN and NLL, but not MSO and LSO (Cant and Benson, 2006). It therefore appears 

that the ICC has another dimension of organization beyond tonotopy that relies on the 

Figure 1. Figure reprinted 
with permission from Brunso-
Bechtold & Henkel (2005) 
displaying sources of 
ascending input to ICC. 
Sources of excitatory and 
inhibitory input are displayed 
in white and black, 
respectively. D/VNLL: 
dorsal/ventral nucleus of the 
lateral lemniscus, M/LSO: 
medial/lateral superior olive, 
CN: cochlear nuclei. 
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unique combination of afferent input to each region. It is therefore of vital importance to 

understand more about the nature of these inputs. 

Ascending inhibitory input to IC  

 The auditory system is unique in the brain in that it contains many long-range 

inhibitory afferents, including the ICC (Figure 2). Sources of ascending inhibition to the 

ICC include ipsi- and contralateral DNLL, ipsilateral VNLL, and ipsilateral LSO (Saint 

Marie and Baker, 1990). The contralateral lobe of the IC is also a major source of 

inhibitory input, with 50% of the contralaterally-projecting IC neurons staining positively 

for GABA (González-Hernández et al., 1996; Zhang et al., 1998). Sources of glycinergic 

inhibition to ICC include the VNLL and LSO to a lesser extent (Saint Marie and Baker, 

1990).  

 

 Interestingly, histological evidence from multiple adult species shows that cells 

within VNLL and LSO label for both glycine and GABA. For example, Saint Marie et al. 

(1997) showed that ~80% of neurons in VNLL of cat are glycinergic and half of these 

Figure 2. Ascending 

inputs to the ICC 

with sources of 

GABAergic input 

highlighted in purple 

and glycinergic input 

highlighted in green 

(adapted from Ayala 

et al. 2015). 
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are also immunoreactive for GABA. Riquelme et al. (2001) used in situ hybridization to 

show that the majority of neurons in rat VNLL co-localize GABA and glycine. Finally, 

Tanaka & Ezure (2004) showed that the ratio of double-labeled neurons in VNLL and 

LSO is particularly high compared to other brainstem regions. The histological evidence 

therefore collectively suggests that glycinergic afferents terminating in the ICC also 

release GABA. However, this question has never been probed directly in the ICC. 

VNLL and LSO 

 The VNLL is thought to be the single largest source of inhibition to the IC 

because it consistently shows the highest counts of labeled cells after injection of 

retrograde tracers into the IC across species (Cant 2005). VNLL receives the majority of 

its input from contralateral VCN (including T-stellate, bushy, and octopus cells) and a 

smaller input from ipsilateral VCN and MNTB (Adams, 1997; Schofield and Cant, 1997). 

Cells of the VNLL show combination sensitivity and tuning to amplitude modulation and 

relay auditory information with exceptional temporal precision, particularly at the onset 

of sound (Portfors and Wenstrup, 2001; Recio-Spinoso and Joris, 2014). This major 

inhibitory projection to ICC is therefore thought to provide precisely timed feed-forward 

inhibition. Furthermore, as a monaural structure, the VNLL is thought to be more 

generally important for recognition of temporal patterns and meaning in sound, as 

opposed to areas that function primarily in sound location (Covey and Casseday, 1991; 

Oertel & Wickesberg 2002). 

 In the LSO, nearly half of the neurons are glycinergic and project to the ipsilateral 

IC (Saint Marie et al., 1989a; Glendenning et al., 1992; Ostapoff et al., 1997). Excitatory 

LSO projections terminate in contralateral IC. The LSO receives glutamatergic input 
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from ipsilateral VCN and glycinergic input from contralateral MNTB (Glendenning et al., 

1991). As such, it is known to encode sound localization based on the comparison of 

sound intensity between the two ears. It is speculated that the inhibitory projections to 

IC play a role in binaural inhibition in parallel with pure GABAergic projections from 

contralateral DNLL (Kelly & Caspary 2005). 

Role of GABA versus glycine in IC 

 Generally, in vivo studies show that GABAergic inhibition in isolation shapes 

frequency tuning curves, tuning to amplitude modulation, binaural inhibition, duration 

tuning, and vocalization selectivity (Watanabe and Simada, 1973; Faingold et al., 1989; 

Xie et al., 2005). The role of glycinergic inhibition in isolation is generally similar, but the 

frequency and strength of effects are more variable (Faingold et al., 1989; Vater et al., 

1992; Klug et al., 1995; LeBeau et al., 2001; Wenstrup et al., 2012).  

 Though GABAergic and glycinergic inputs may generally play similar functional 

roles in the IC, there is some evidence for unique functions. Some studies have claimed 

that GABA may uniquely subserve binaural inhibition: severing the commissure of 

Probst or pharmacological block of DNLL, a major sources of pure GABAergic input, 

blocks binaural inhibition in rat (Kelly and Caspary 2005). Faingold et al. (1989) similarly 

observed block of binaural inhibition with iontophoresis of GABA receptor antagonist 

bicuculline, but rarely with the glycine receptor antagonist strychnine. One unique role 

for glycinergic input may be combination sensitive facilitation, which is thought to be an 

emergent property of the ICC (see review Wenstrup et al., 2012). Combination 

sensitivity describes the phenomenon where the response of a neuron to a combination 
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of frequencies is greater than the sum of responses to each frequency presented in 

isolation.  

Co-release 

 Co-release describes the release of two neurotransmitter types packaged into 

the same presynaptic vesicles. Co-release is distinct from co-transmission, which is the 

release of multiple transmitter types from non-overlapping vesicular pools. Co-

transmission may result from spatial segregation, where the vesicular pools that carry 

each neurotransmitter type are located at separate presynaptic terminals. It may also 

result from vesicular segregation, where each vesicle within a terminal expresses only 

one vesicular transporter type, causing each vesicle to carry either one or the other 

neurotransmitter, but not both (Vaaga et al., 2014). 

 Co-release is particularly common with GABAergic neurons (Tritsch et al., 2016). 

GABA is co-released with a variety of neurotransmitters, including glutamate, 

acetylcholine (e.g. Starburst amacrine cells onto direction-selectived ganglion cells in 

retina and globus pallidus to cortical interneurons), histamine, and dopamine (e.g. VTA 

and SNc projections to spiny projection neurons of the striatum) (Lee et al., 2010, 

Stensrud et al. 2014). Unlike other co-released neurotransmitters, GABA and glycine 

actually share the same vesicular transporter, the vesicular GABA transporter (VGAT), 

so neurotransmitter loading depends on the concentration of the respective 

neurotransmitters in the terminal (Wojcik et al., 2006; Apostolides and Trussell, 2013a). 

 Along with spinal cord and cerebellum, co-release of GABA and glycine is well 

documented in the auditory brainstem. At some synapses, such as from MNTB to LSO, 

a developmental switch from GABAergic to glycinergic signaling is driven by a shift in 
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transmitter type release as opposed to changes in postsynaptic receptor expression 

(Nabekura et al., 2004; Muller et al., 2006). However, even in adult, synaptic currents 

mediated by both neurotransmitters can be recorded in LSO, MNTB, and DCN 

(Nabekura et al., 2004; Rubio, 2004; Awatramani et al., 2005; Roberts et al., 2008).  

 The function of GABA/glycine co-release in the auditory brainstem is not well 

understood, but seems to be specific to the synapse at which it occurs. For instance, in 

MNTB, GABA acts as a partial agonist for GlyRs, resulting in very fast synaptic decay 

times of 1-2 ms (Lu et al., 2008). These decay kinetics are faster than those reported at 

other glycinergic synapses and is likely uniquely tuned to the needs of MNTB (Chéry 

and De Koninck, 1999a; Singer and Berger, 1999; Dugue et al., 2005). GABAergic 

IPSCs are typically much slower than glycinergic IPSCs, leading many to suggest that 

they may subserve tonic versus phasic inhibition, respectively (Jonas et al., 1998; 

Dumoulin et al., 2001; Kuo et al., 2009). Co-release in the auditory brainstem may also 

serve as compensation during periods of high activity. In the avian auditory system, 

stimulation at high rates evokes a slowly emerging glycinergic component (Fischl et al., 

2014). Further, inhibition onto spherical bushy cells in gerbil AVCN shifts from 

predominantly glycinergic to GABAergic in an activity-dependent manner such that the 

IPSC decay is slowed with increased input rates (Nerlich et al., 2014).  

Summary  

 Chapter 1 investigates the nature of co-release from ascending inhibitory fibers 

to the ICC. We used miniature postsynaptic current analysis to first establish the 

existence of co-release. Miniature IPSCs, or “minis,” are the result of the presynaptic 

release of a single synaptic vesicle (Fatt and Katz, 1952; del Castillo and Katz, 1954). 
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Using zolpidem and pentobarbital to slow the GABAergic component, we were able to 

kinetically distinguish between glycinergic and GABAergic components contained within 

single minis, thus establishing for the first time the presence of GABA/glycine co-release 

in the ICC. We used optogenetics and intracranial injections to test the impacts of 

GABA/glycine co-release on local ICC circuitry. A number of theories have been put 

forward to explain the possible functional implications of glycine/GABA co-release in 

auditory brainstem regions. We rigorously tested these theories using genetic tools to 

precisely stimulate a genetically defined cell type. Our results indicate that co-release in 

the auditory midbrain may be a redundant system that allows for homeostasis in 

situations where one neurotransmitter is compromised. In summary, our work provides 

new insights both to auditory neuroscience and the expanding studies of co-release in 

the brain.  

2. Electrical resonance and slow oscillations in cochlear nucleus 

Dorsal cochlear nucleus 

 The dorsal cochlear nucleus (DCN) is one of the first brainstem regions to 

receive auditory input. It is organized in a laminar fashion oriented parallel to the surface 

of the nucleus, with three layers known as the deep, fusiform cell, and molecular layers 

(Figure 3) (Oertel and Young, 2004). Auditory nerve fibers carrying information about 

different sound frequencies project to the DCN in a tonotopic fashion, forming a gradient 

of tonotopic domains in the DCN where higher frequencies are encoded dorsally and 

lower frequencies are encoded ventrally (Fettiplace and Fuchs, 1999; Muniak et al., 

2013).  
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 In terms of cytoarchitecture, auditory nerve fibers synapse onto the basal 

dendrites of the output neurons of the DCN, called fusiform cells, which send direct 

projections to the inferior colliculus. Auditory nerve fibers also contact inhibitory vertical 

cells, which provide feed-forward inhibition to fusiform cells. Along with encoding sound 

frequency, fusiform cells receive multisensory information via parallel fiber input to their 

apical dendrites. Parallel fibers terminate on inhibitory cartwheel and superficial stellate 

cells, which both provide feed-forward inhibition to fusiform cells. Parallel fibers are the 

axons of granule cells in the deep layer, which receive multisensory inputs via mossy 

fiber inputs. Inhibitory Golgi cells and excitatory unipolar brush cells are deep layer 

interneurons that also receive mossy fiber input and provide feed-forward input to 

granule cells. Of note, fusiform cells are electrically connected with each other as well 

as superficial stellate cells, which is a highly unique arrangement for excitatory 

projection neurons and their companion interneurons (Apostolides and Trussell, 2013b, 

2014). The multisensory integration in fusiform cells is thought to enable the DCN to 

encode location of sound in the vertical plane and cancel self-generated noise and 

vocalizations (May, 2000; Oertel and Young, 2004; Shore, 2005; Singla et al., 2017).  

 

 

 



	 12	

Figure 3. Simplified local circuit diagram of DCN. Fusiform cells receive auditory nerve 

fiber input onto their basal dendrites in the deep layer and multisensory input via parallel 

fibers onto their apical dendrites in the molecular layer. Fusiform cells also receive feed-

forward inhibition from vertical and cartwheel cells, which are contacted by auditory and 

parallel fibers (PF) respectively. Parallel fibers originate from granule cells in the deep 

layer of DCN, which receive multimodal input from a variety of multisensory regions.  

	
Resonance 

 Resonance is a biophysical property of neurons that describes the frequency-

dependence of their input-output curves. Resonance is created by active and passive 

properties that filter low and high frequency voltage fluctuations, creating a bandpass 

hump in the impedance curve for a neuron (Hutcheon & Yarom 2000). The passive 

membrane properties of neurons typically filter out high-frequency voltage fluctuations 

while low-frequency fluctuations are filtered by the slow kinetics of currents such as Ih, 

INap, and It. Impedance can be thought of as the frequency-dependent input resistance 
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of a neuron. Impedance is maximal at the resonant frequency of a neuron, resulting in 

the maximal voltage response to current injected at that frequency.  

 The same intrinsic electrical properties that create resonance can also result in 

the occurrence of spontaneous subthreshold membrane potential oscillations, the 

frequency of which is determined by passive and active membrane properties. Thus, 

resonance and neural oscillations are two sides of the same coin and highly 

interrelated. Indeed, intrinsic resonance sets the frequency of oscillating networks such 

as in the hippocampus and in the thalamocortical network (Mccormick and Pape, 1990; 

Chen et al., 2016; Neske, 2016).  

Neural oscillations  

 Neural oscillations were first studied in 1924 by Hans Berger in the form of 

electroencephalographic (EEG) recordings, which revealed that different frequency 

bands were associated with sensory perception, arousal, and sleep (Melloni et al., 

2007; Zijlmans et al., 2009; Wang, 2010). EEG measurements are made at the scalp 

and therefore reflect the summed electrical activity of neuronal populations near the 

cortical surface. However, oscillatory activity also occurs regionally throughout the brain. 

As such, oscillations can be observed in local field potentials and individual neuronal 

membrane potential both in vivo and in vitro (Sanchez-Vives and McCormick, 2000; 

Lagier et al., 2004; Okun et al., 2010; Neske, 2016). Indeed, the first spontaneous 

membrane oscillations were observed in the strongly oscillatory inferior olivary neurons 

in 1986 (Llinás and Yarom, 1986). These more regionalized oscillations are generally 

thought to facilitate synchrony and coherent neural activity, allowing for functional 

outputs unique to different brain regions (Buzsáki 2006). Gamma (30-100 Hz) and theta 



	 14	

(4-7 Hz) oscillations are compromised in a number of neurological and psychiatric 

disorders, including epilepsy and schizophrenia (Dugladze et al., 2007; Bettus et al., 

2008; Gröticke et al., 2008; Gonzalez-Burgos et al., 2015; Lega et al., 2015; Mathalon 

and Sohal, 2015; Shuman et al., 2017). 

 Slow oscillations of 1-5 Hz in cortex and thalamus are associated with deep 

sleep, quiet wakefulness, and stimulus familiarity (Poulet and Petersen, 2008; Gentet et 

al., 2010; Neske, 2016; Kissinger et al., 2018). In more recent years, a number of labs 

have studied slow oscillations using whole-cell recordings in cortex from awake and 

behaving animals. Quiet wakefulness, where the animal is at rest, is associated with 

slow membrane potential oscillations in a number of cortical areas. In barrel cortex of 

mice, both excitatory and inhibitory neurons display slow oscillations that are reduced 

with sensory input from whisking (Crochet and Petersen, 2006; Gentet et al., 2010). 

These oscillations are also highly correlated between nearby neurons, resulting in 

correlated LFPs and EEGs as well (Poulet and Petersen, 2008). Similar observations 

have been made in V1 of cat, where neurons with the same as well as different 

orientation preferences show decreased slow oscillation synchrony in response to visual 

stimulation while increasing or maintaining high frequency (20-80 Hz) synchrony (Yu 

and Ferster, 2010). 

 As with other cortical areas, slow oscillations are present in auditory cortex of 

possible functional significance. Lakatos et al. (2005) showed that slow oscillations in 

primary auditory cortex of primate may modulate circuit excitability because the phase 

of low-frequency oscillations modulates the amplitude of sound-evoked oscillations of 

higher frequency. This group also found that somatosensory input to A1 resets the 
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phase of ongoing oscillations, causing a period of heightened excitability that amplified 

auditory input. They suggested that this type of multisensory integration could allow 

animals to hear better (Lakatos et al., 2007). A recent study in humans also showed that 

slow oscillations entrain to subthreshold rhythmic sounds to enable faster detection, 

therefore serving a predictive function (ten Oever et al., 2017). 

 Despite the mounting evidence for the computational significance of oscillatory 

activity in cortex, the topic has received much less attention in lower brainstem areas 

other than the so-called chopper neurons that are thought to be important for 

processing pitch (Bahmer and Gupta, 2018). Chopper neurons respond to both tones 

and current injection with regularly spaced action potentials. Slow oscillations have 

been observed subcortical regions, where they have been proposed to coordinate 

output amongst inputs occurring at a broad range of times and gate the timing of neural 

output (Schoppa and Westbrook, 2001; Lefler et al., 2013). In DCN, oscillations have 

been observed in the form of modulated spike frequency. In cat, the oscillation 

frequency is close to the best envelope frequency of the neuron, ranging for example 

from 100-200 Hz (Kim et al., 1990). In gerbil, the majority of units exhibit intrinsic 

oscillations of 50-500 Hz in the sustained discharge rate in response to a tone burst and 

this oscillation frequency also correlates with best envelope frequency (Gdowski and 

Voigt, 1998). Fusiform cells of DCN have also shown to produce 40-100 Hz oscillations 

in their membrane potential that facilitate temporally precise spike generation (Manis et 

al., 2003). Despite these few studies of oscillatory activity, slow oscillations on the order 

of 1-5 Hz have not been observed or investigated. 

Gap junctions 
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 Electrical coupling between neurons plays an essential part in both the 

generation of oscillations as well as their synchrony (Draguhn et al., 1998; Gibson et al., 

1999; Whittington and Traub, 2003). One remarkable feature of DCN circuitry is that 

different cell types are electrically coupled by connexin36-containing gap junctions 

(Figure 3) (Oertel and Young, 2004; Apostolides and Trussell, 2013b; Yaeger and 

Trussell, 2016). For example, superficial stellate cells and fusiform cells are all 

electrically coupled in both a hetero- and homologous fashion (Apostolides and Trussell, 

2014). The functional impact of these electrical connections has yet to be explored. 

Fine-scale spike synchrony between fusiform cells of similar best frequencies is 

observed in vivo, so it is possible that electrical connections could mediate this 

synchrony (Voigt and Young, 1988; Gochin et al., 1989; Stefanescu and Shore, 2015, 

2017). However, the coupling strength is rather weak, so it is more likely that this 

synchrony is driven by shared inputs. 

 Do animals have hearing loss when gap junctions are compromised? Cx36 KO 

mice experience impairments in hippocampal gamma oscillations, memory, neural 

synchrony, and vision (Frisch et al., 2005). Blakley et al. (2015) is the only study that 

has performed hearing tests in Cx36 KO mice. They found elevated auditory brainstem 

response (ABR) thresholds, but no effect on DPOAEs (distortion product otoacoustic 

emissions). DPOAEs test whether the biomechanics of the cochlea are intact, 

suggesting that the shift in ABR threshold results from brainstem rather than cochlea or 

inner ear deficits. These authros did not probe more complicated hearing tasks such as 

sound localization or frequency discrimination, where other hearing deficits may be 
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apparent. However, the shift in ABR threshold suggests that functioning electrical 

connections are required for proper hearing. 

Summary 

 Chapter 2 of this dissertation explores the slow 1-2 Hz oscillations in the resting 

membrane potential in fusiform cells, the principal neuron of the DCN. We measured 

the intrinsic resonant frequency of fusiform cells and determined which conductances 

underlie the oscillations in order to understand the biophysical mechanisms by which 

they occur. We found that external Ca2+ concentration is a critical factor in regulating 

oscillations such that they can only be observed when concentrations are closer to 

physiological levels. Finally, we studied how electrical coupling of fusiform cells enables 

the synchronization of slow oscillations. Only fusiform cells that were located close 

together were coupled, suggesting that cells within the same tonotopic domains couple 

and oscillate together. 
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Abstract 

The central nucleus of the inferior colliculus (ICC) of the auditory midbrain integrates the 

majority of ascending auditory information from lower brainstem regions. It receives 

prominent long-range inhibitory input from the ventral nucleus of the lateral lemniscus 

(VNLL), a region thought to be important for temporal pattern discrimination. Histological 

evidence suggests that neurons in the VNLL release both glycine and GABA in the ICC, 

but functional evidence for their co-release is lacking. We took advantage of the GlyT2-

Cre mouse line (both male and female) to target expression of ChR2 to glycinergic 

afferents in the ICC and made whole-cell recordings in vitro while exciting glycinergic 

fibers with light. Using this approach it was clear that a significant fraction of glycinergic 

boutons co-release GABA in ICC. Viral injections were used to target ChR2 expression 

specifically to glycinergic fibers ascending from the VNLL, allowing for activation of 

fibers from a single source of ascending input in a way that has not been previously 

possible in ICC. We then investigated aspects of the glycinergic versus GABAergic 

current components to probe functional consequences of co-release. Surprisingly, the 

time course and short-term plasticity of synaptic signaling were nearly identical for the 

two transmitters. We therefore conclude that the two neurotransmitters may be 

functionally interchangeable and that multiple receptor subtypes subserving inhibition 

may offer diverse mechanisms whereby inhibitory homeostasis is maintained. 
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Introduction 

 GABA is co-released with a variety of other neurotransmitters throughout the 

brain (Tritsch et al., 2016). One of the most paradoxical partners of GABA co-release is 

glycine as they are both fast inhibitory neurotransmitters. In the central auditory system, 

GABA/glycine co-release is particularly common during development (Kotak et al., 

1998; Nabekura et al., 2004; Muller et al., 2006). However, co-release persists in 

adulthood in a variety of regions, including the lateral superior olive (LSO), medial 

nucleus of the trapezoid body, and dorsal cochlear nucleus (Helfert et al. 1992; Rubio 

2004; Awatramani et al. 2005; Roberts et al. 2008; Weisz et al. 2016). Many functions of 

co-release have been proposed, including subserving tonic versus phasic inhibition via 

different time courses of glycinergic and GABAergic synaptic currents (Russier et al., 

2002; Kuo et al., 2009; Xie and Manis, 2013), extra-fast inhibition (Lu et al., 2008), and 

compensation by one neurotransmitter during periods of sustained activity (Ishibashi et 

al., 2013; Fischl et al., 2014; Nerlich et al., 2014). Despite the common presence of and 

functional implications for GABA/glycine co-release in auditory brainstem regions, it has 

yet to be explored in the auditory midbrain. 

The central nucleus of the inferior colliculus (ICC) is a nearly obligatory relay 

station for ascending streams of auditory information from the brainstem (Oliver 2005). 

Different types of auditory information coalesce in the ICC to create unique tuning 

properties that are then conveyed to the thalamus and cortex (Haplea et al., 1994; Joris 

et al., 2004; Loftus et al., 2010b). Multiple brainstem nuclei send glutamatergic, 

GABAergic, and glycinergic fibers to the ICC. Glycinergic input in particular originates 

largely from the ventral nucleus of the lateral lemniscus (VNLL) and lateral superior 
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olive (LSO), regions hypothesized to be important for temporal pattern discrimination 

and location of sound in space, respectively (Saint Marie et al. 1989; Covey & 

Casseday 1991; Glendenning et al. 1992, Oertel & Wickesberg 2002). The VNLL is a 

particularly unique structure because it is largely composed of inhibitory cell types and 

is one of the largest sources of input to ICC (Brunso-Bechtold et al. 1981; Saint Marie & 

Baker 1990; Winer et al. 1995, Saint Marie et al. 1997, reviewed by Cant 2005). A large 

fraction of cells in the VNLL across species express both glycine and GABA (Saint 

Marie et al. 1997; Riquelme et al. 2001; Tanaka & Ezure 2004), raising the possibility 

that projections from VNLL to ICC co-release these inhibitory neurotransmitters. 

However, functional evidence for co-release is difficult to demonstrate experimentally 

because of the anatomy of ascending projections. Ascending fibers from all lower 

brainstem regions enter the ICC through the same lemniscal fiber tract and there are 

multiple sources of pure GABAergic input that would be stimulated with electrical 

stimulation, making it unfeasible to activate glycinergic fibers in isolation in order to 

assay co-release. 

Here we used a GlyT2-Cre mouse line (Ishihara et al., 2010) to express ChR2 in 

glycinergic cells and activate glycinergic fibers with photostimulation. ChR2 was 

targeted to glycinergic neurons either globally (by crossing the Cre line with a reporter 

line that expresses ChR2 in a Cre-dependent manner) or specifically within VNLL (via 

intracranial injection of AAV that induces Cre-dependent ChR2 expression). In this way 

we asked whether glycinergic afferents in the ICC co-release glycine and GABA and 

studied the possible functional consequences of this co-release. We found that GABA 

was consistently co-released with glycine from individual terminals in the auditory 
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midbrain, but the postsynaptic effects of the two transmitters were almost identical. 

Targeted expression of ChR2 to glycinergic fibers ascending from VNLL yielded similar 

results to global glycinergic stimulation. Indeed, our data suggest that putative roles for 

GABA/glycine co-release in lower brain regions are not recapitulated in the auditory 

midbrain, leaving the possibility open that the two neurotransmitters are functionally 

interchangeable.  

Materials and Methods 

Animals 

 All procedures involving animals were approved by OHSU’s Institutional Animal 

Care and Use Committee. Optogenetic experiments were performed using 

heterozygous GlyT2-Cre;ChR2 mice generated by crossing GlyT2-Cre mice 

(Tg(Slc6a5-cre)KF109Gsat/Mmucd, RRID:MMRRC_030730-UCD) with the floxed 

ChR2(H134R)-EYFP Cre Ai32 reporter line (B6.Cg-Gt(ROSA)26Sortm32(CAG-

COP4*H134R/EYFP)Hze/J, RRID:IMSR_JAX:024109). This cross resulted in the expression of 

ChR2 targeted to glycinergic neurons (Lu and Trussell, 2016). Miniature inhibitory 

postsynaptic current (mIPSC) recordings were made from wild-type C57BL/6 mice 

against which all transgenic lines were bred. Male and female mice postnatal days 19 to 

35 were used for experiments. Specifically, an age range of 19 to 35 was used for 

experiments utilizing wild type or GlyT2-Cre;ChR2 mice and an age range of 29 to 35 

was used for experiments in which GlyT2-Cre mice were injected with virus to induce 

region-specific ChR2 expression (see “Stereotactic injections” below). This wide age 

range apparently did not introduce variability in our dataset as there was no significant 

relationship between age and the percentage of the postsynaptic current attributed to 
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GABA release in either the GlyT2-Cre;ChR2 dataset (n=28 cells, R2=0.028, p=0.39, 

linear regression) or the viral injection dataset (n=15 cells, R2=0.006, p=0.78, linear 

regression). Age also did not correlate with IPSC decay in either the GlyT2-Cre;ChR2 

dataset (n=26 cells, R2=0.008, p=0.67, linear regression) or the viral injection dataset 

(n=13 cells, R2=0.005, p=0.82, linear regression).   

To control for Cre expression in the GlyT2-Cre line outside of glycinergic 

neurons, we crossed the GlyT2-Cre line with the floxed Ai9 tdTomato Cre reporter line 

(B6.Cg-Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J, RRID:IMSR_JAX:007909) and subsequently 

crossed Cre-positive offspring with a well-characterized GlyT2-EGFP mouse line 

(FVB.Cg-Tg(Slc6a5-EGFP)13Uze/UzeBsiRbrc, RRID:IMSR_RBRC04708; Zeilhofer et 

al. 2005). At one month of age, three of the resulting GlyT2-Cre/tdTomato: GlyT2-EGFP 

offspring were transcardially perfused with 4% paraformaldehyde (PFA). The brains 

were dissected out, postfixed overnight in 4% PFA, and sectioned on a vibratome at 50 

µm thickness. Sections containing VNLL were counterstained with Hoechst 34580 

(Thermo Fisher Scientific). Because the intensity of tdTomato and GFP varied between 

cells, we formulated a way to remove bias in determining whether cells were counted as 

positive for one, both, or neither. Using Adobe Illustrator CS6 (RRID:SCR_014198), we 

first used dots to mark tdTomato and GFP+ cell bodies when viewing these in separate 

channels. We used the Hoechst DNA counterstain to locate and label cells that were 

clearly negative for either. These templates were then merged to create a single 

template that marked cell bodies throughout the VNLL. This single template was 

overlaid on red and green channels separately and points were deleted if they labeled a 

soma that was negative for the respective fluorophore. Finally, the two maps of 
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tdTomato- and EGFP-positive cell bodies were overlaid and compared to identify the 

percentage of Cre/tdTomato-expressing neurons that were EGFP-negative and 

therefore unlikely to be glycinergic. 

Brain slice preparation 

Mice were anesthetized with isofluorane, decapitated, and coronal slices 

containing ICC (220 µm thick) were cut in warm (35°C) ACSF on a vibratome (Leica 

VT1200S). ASCF contained (in mM) 130 NaCl, 2.1 KCl, 1.2 KH2PO4, 1.7 CaCl2, 1 

MgSO4, 20 NaHCO3, 3 Na-HEPES, 10–12 glucose, 0.4 ascorbate, and 2 Na pyruvate 

and bubbled with 5% CO2/95% O2 (300 – 310 mOsm). Slices recovered at 34° C ACSF 

for 30 minutes and were then kept at room temperature until use.    

Electrophysiology 

Brain slices were contained in a chamber that was perfused with ACSF (~3 

ml/min) heated to 31-33° C by an inline heater. Neurons in the ICC were visualized with 

Dodt contrast optics using a 40X objective on an upright microscope (Zeiss Axioskop2). 

The ICC was identified as the central area of the inferior colliculus in coronal slices 

where the tissue was harder to visualize due to the abundance of myelinated lemniscal 

fibers. The VNLL was identified by anatomical location as well as a concentration of 

EYFP-expressing cells in slices obtained from the GlyT2-Cre:ChR2(H134R)-EYFP 

reporter cross. Whole-cell patch-clamp recordings from ICC and VNLL neurons were 

made with a Multiclamp 700B amplifier. Data were filtered at 10 kHz, digitized at 20 kHz 

by Digidata 1322A, and acquired by pClamp 10.4 software (Molecular Devices, 

RRID:SCR_011323).  
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Intrinsic ChR2 currents were measured in neurons of the VNLL by blocking 

synaptic transmission with 5 µM NBQX, 10 µM MK-801, 10 µM SR95531, and 500 nM 

strychnine. In voltage clamp, exposing cells to a 50-ms light pulse would necessarily 

result in a long inward current. In the ICC, inhibitory postsynaptic currents were 

measured in response to either ChR2 stimulation or stimulation of fibers with a bipolar 

electrode made from borosilicate theta glass (Sutter Instrument #BT-150-10; henceforth 

“theta stimulation”). Wide-field photostimulation was achieved by coupling a 470 nm 

LED to the epifluorescence port of the microscope and delivering brief (1-2 ms) pulses 

of light with pClamp. Fibers were stimulated electrically by 0.1-0.2 ms square wave 

pulses (2-20 V) produced by pClamp and delivered through an isolation unit (AMPI ISO-

Flex). Recording electrodes (4-6 MOhm) were pulled from borosilicate glass (WPI 

1B150F-4) by a vertical puller (Narishige P-10). The internal pipette solution used for 

recording mIPSCs contained (in mM) 115 CsCl, 10 HEPES, 4.5 MgCl2, 10 EGTA, 4 

Na2-ATP, and 0.5 Tris-GTP with pH adjusted to 7.25 with CsOH and osmolality adjusted 

to 290 mOsm with sucrose. The calculated chloride reversal potential (ECl) was -2.3 mV. 

The internal solution used for all other experiments contained (in mM) 113 K gluconate, 

2.75 MgCl2 hexahydrate, 1.75 MgSO4, 0.1 EGTA, 9 HEPES, 14 Tris-phosphocreatine, 4 

NA2-ATP, and 0.3 tris-GTP with pH adjusted to 7.25 with KOH and osmolality adjusted 

to 290 mOsm with sucrose (ECl = -84.8 mV). For this internal solution, holding potentials 

cited in the text are corrected for a -13 mV junction potential. Series resistance (<20 

MOhm) was compensated by 60-80% ‘correction,’ 90% ‘prediction’ (bandwidth=3 kHz). 

Data were excluded from analysis if series resistance changed by more than 25% over 

the course of the experiment.  
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Firing patterns were studied by holding cells in current clamp, delivering a bias 

current as needed to stabilize the resting potential at -65 mV (unbiased resting 

potentials typically ranged from -60 to -65 mV), and delivering a 500-ms current step 

ranging from -500 pA to +500 pA in 50-pA increments. Neurons recorded in VNLL 

displayed firing properties characteristic of VNLL neurons in mouse and gerbil (Caspari 

et al. 2015; Franzen et al. 2015). The cells recorded from ICC were organized into five 

different categories based on differences in firing pattern. Sustained neurons fired 

action potentials over the duration of positive current steps with varying levels of 

adaptation. Sustained, Ih neurons were similar except they showed prominent 

depolarizing sag at the onset of a hyperpolarizing current step. Cells categorized as 

transient fired multiple spikes only at the beginning of positive current steps while onset 

cells fired only one or two spikes at most at the beginning of a positive step. Finally, 

pauser cells displayed either a buildup in depolarization that preceded spiking or a long 

interspike interval after the first action potential. This was sometimes accompanied by 

acceleration in firing frequency over the length of the train.  

All reagents were purchased from Sigma-Aldrich with the exception of SR-95531, 

which was purchased from Tocris Bioscience. 

mIPSC analysis 

mIPSCs were recorded in 1 µM tetrodotoxin (TTX) to block spontaneous spike-

driven events, 10 µM zolpidem and 30 µM pentobarbital to slow the GABAergic 

component, and 5 µM NBQX/5 µM MK-801 to block AMPA/NMDA receptors. 

Glycinergic and GABAergic mIPSCs were recorded in isolation using 5 µM SR95531 

and 500 nM strychnine respectively. Individual events were first detected in AxoGraph X 
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1.5.4 (RRID:SCR_014284) using a synaptic template with variable amplitude and then 

checked by eye to remove spurious events (Clements and Bekkers, 1997). To calculate 

that portion of the total amplitude contributed by glycine or GABAA receptors (Jonas et 

al., 1998; Awatramani et al., 2005), individual mIPSCs were force-fit with the dual 

exponential equation below: 

 

Amplitude = AFAST*exp(-t/τFAST) + ASLOW*exp(-t/τSLOW) 

 

A and τ represent amplitude and decay time constant values associated with fast 

glycinergic and slow GABAergic currents. The average decay time constants measured 

for glycinergic and GABAergic mIPSCs were measured individually for each cell 

recorded in 5 µM SR95531 and 500 nM strychnine, respectively. These average values 

were used for τFAST and τSLOW.  

Stereotactic injections 

GlyT2-Cre mice of both sexes (P16-19) were injected with 

AAVrh10.CAGGS.flex.ChR2.tdTomato.-WPRE.SV40 (UPENN AV-10-18917P) to 

induce the expression of ChR2 in cells of the VNLL in a Cre-dependent manner. The 

AAV (serotype 2/1) expresses ChR2 and tdTomato under the control of a FLEX switch 

that makes expression dependent on the presence of Cre. The transgenes were driven 

by the CAG promoter and included a WPRE element and SV40 polyadenylation signal 

to enhance expression (Atasoy et al., 2008). Recordings were made in ICC starting 14 

days after injections. Mice were anesthetized with 1% isoflurane and stabilized in a 

stereotaxic instrument (David Kopf). An unilateral craniotomy was made using a dental 
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drill (Foredom K.1070) and a beveled glass capillary micropipette (inner diameter of 20-

30 µm) attached to a hydraulic injector (Narishige) was used to deliver 30 nl AAV at a 

speed of 5 nl/sec. The micropipette was advanced into and out of the brain tissue at a 

speed of ~5 µm/sec, with a 5-minute wait time at the injection site before and after 

injection. The coordinates we used for VNLL were (in mm from Bregma): -3.2 posterior, 

1.3 lateral, and 5.2 deep from the pia. 

Experimental Design & Statistical Analyses  

Electrophysiological traces were analyzed with pClamp 10.4 software or custom-

written procedures in IGOR Pro 6.3. Statistics (RRID:SCR_000325) were performed 

and graphs created using GraphPad Prism 7 (RRID:SCR_002798). Averages are 

represented as mean ± SEM. Data was tested for assumptions of equal variances 

(Bartlett’s test) between groups and normality (Shapiro-Wilk test) before using 

parametric tests. One-way ANOVA with repeated measures was used for comparisons 

across treatments within single cells followed by Tukey post hoc comparisons (P values 

for post hoc comparisons are reported only when the p-value associated with the main 

effect is significant). Alternatively, for paired and unpaired data respectively, the 

Friedman test and Kruskal-Wallis with Dunn’s post hoc tests were used if the data were 

not normally distributed. Multiple comparisons were controlled for by selecting the 

“multiplicity adjusted P value” option in Prism 7. Sphericity and effective matching were 

also tested for when using ANOVAs. Two-way ANOVA with repeated measures on one 

or both factors (for data collected within single cells across conditions) was used to 

compare short-term synaptic depression in Figure 1.7. P, F, and df values reported for 

two-way ANOVAs are those associated with the main effect and P values associated 
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with the interaction term are reported only if significant. Data are displayed as box-and-

whisker plots with the median value marked within the “box” extending from the 25th to 

75th percentiles. The Tukey method was used to create the “whiskers” in which the 

interquartile distance is multiplied by 1.5 and extended from the edges of the box. Data 

outside of this calculated range are plotted as points. Conversely, if these calculated 

values were outside of the minimum or maximum values of the dataset, the whiskers 

were instead set to the respective minimum and maximum values.  

Results 

Ascending afferents in the inferior colliculus co-release glycine and GABA 

One of the largest ascending sources of inhibition to the ICC is the VNLL, an 

auditory region putatively important for temporal pattern discrimination (Brunso-Bechtold 

et al. 1981; Saint Marie & Baker 1990; Winer et al. 1995, Saint Marie et al. 1997, Oertel 

& Wickesberg 2002). Curiously, histological evidence shows that a large fraction of cells 

in the VNLL of multiple species express both GABA and glycine (Saint Marie et al. 

1997; Riquelme et al. 2001; Tanaka & Ezure 2004). We therefore asked whether 

glycinergic afferents entering the ICC co-release glycine and GABA. 

Glycine and GABA are packaged into presynaptic vesicles by the same vesicular 

transporter VGAT (Wojcik et al., 2006). To verify the co-release of both inhibitory 

neurotransmitters from the same synapse, we recorded miniature IPSCs (mIPSCs), the 

postsynaptic consequence of a single vesicle released presynaptically. Spontaneous 

vesicular release was blocked by the inclusion of 1 µM tetrodotoxin in the bath. 

Miniature events were recorded with pipettes containing a high chloride internal solution 

to increase the amplitude of the currents. The inhibitory currents are inward under these 
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conditions. mIPSCs had uniformly rapid kinetics that were well fit with a single 

exponential, giving an average decay of 3.3 ± 0.1 ms (n=618 mIPSCs for control cell 

displayed in Figure 1.1A). The homogenous kinetics made the differentiation of 

glycinergic and GABAergic components problematic. To address this confound, we 

added 10 µM zolpidem and 30 µM pentobarbital to the bath to slow GABAA receptor 

kinetics (Figure 1.1A) (Zhang et al., 2008; Apostolides and Trussell, 2013a). This 

revealed slower GABAergic currents, some of which appeared to be combined with fast 

glycinergic currents within a single vesicular release event (Figure 1.1A: see starred 

events).  

Glycinergic and GABAergic components were therefore distinguished based on 

their differing kinetics, allowing us to detect single mIPSCs with dual components 

following the analysis technique of Jonas et al. (1998). When isolated pharmacologically 

(see Methods), the average decay time constants for glycinergic (Figure 1.1B 

“+SR95531”) and GABAergic (Figure 1.1B “+strychnine”) mIPSCs were 2.8 ± 0.2 and 

25.7 ± 1.2 ms respectively (n=6 cells, average 730 ± 102 glycinergic and 723 ± 85 

GABAergic mIPSCs analyzed per cell; Figure 1.1C). Following Jonas et al. 1998, these 

values were used in a double exponential equation where the two time constants are 

fixed and the amplitude values associated with each time constant are free-floating (see 

Methods). Force-fitting this equation to individual events yields amplitude values 

associated with each time constant that together account for the full amplitude of the 

current. For example, the total amplitude of a purely glycinergic mIPSC should be fully 

accounted for by the amplitude associated with the fast decay time constant. In Figure 

1.1D, each point represents a single mIPSC recorded from a cell using the slow 
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GABAergic and fast glycinergic amplitude values resulting from force-fitting the double 

exponential equation. The plot to the right shows the results of force-fitting events 

recorded from the same cell in the presence of either GABA or glycine receptor 

blockers.  In the presence of GABA receptor blockers (green points), it appears that the 

majority of the full amplitude of each event can be explained by glycine receptor 

kinetics, while the opposite holds in the presence of glycine receptor kinetics (purple 

points). The dotted gray lines mark two standard deviations from the mean. Points that 

fall above these lines are regarded as containing both glycinergic and GABAergic 

components and appear in abundance in control conditions (blue points, Figure 1.1D). 

The percentage of mIPSCs that were regarded as containing dual components in 

baseline conditions was 22.9 ± 2.8 % (n=6 cells, Figure 1.1E). Using this method, the 

percentage of events classified as having dual components after the addition of 

strychnine or SR95531 was only 1.8 ± 0.2% (n=6 cells). Furthermore, 53.0 ± 10.3 % 

(n=6 cells) of the mIPSCs identified as containing a significant glycine receptor 

component also contained a significant GABA receptor component. These results 

indicate that GABA and glycine can be released from the same synaptic vesicle in 

terminals in ICC.  

Spike-triggered co-release of glycine and GABA 

 The previous analysis shows that vesicles containing both transmitters may fuse 

spontaneously, but does not indicate whether such co-release occurs during normal 

spike-triggered exocytosis. However, analysis of evoked release is not straightforward 

because electrical stimulation of fibers within the ICC would inevitably activate purely 

GABAergic interneurons as well as the glycinergic input fibers.  While it is feasible to 
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electrically stimulate ascending axons as they enter the ICC ventrally, this lemniscal 

fiber bundle also contains fibers from purely GABAergic regions, such as the dorsal 

nucleus of the lateral lemniscus (DNLL). Therefore, to further study co-release in the 

ICC, we used the GlyT2-Cre mouse line to achieve targeted optical activation of 

ascending glycinergic input to the ICC (Figure 1.2). The GlyT2-Cre mouse line 

effectively drives Cre expression in greater than 80% of glycine-immunoreactive cells in 

the brainstem and spinal cord (Ishihara et al., 2010). Therefore, when crossed with a 

Cre-dependent reporter line to induce expression of tdTomato in Cre-expressing cells, 

tdTomato-positive somata are present throughout auditory brainstem areas known to 

contain glycinergic cell bodies, including the VNLL (Figure 1.2Ai-iii) and LSO (Figure 

2Bi-ii). Notably, cell bodies are absent from regions that are known to contain many 

GABAergic neurons but not glycinergic cells, such as the ICC (Figure 1.2Bi) and DNLL 

(not shown). To verify that Cre expression is limited to glycinergic neurons in the 

auditory brainstem, we crossed the GlyT2-Cre line with a floxed tdTomato reporter line 

(Ai9) and subsequently crossed the offspring to the GlyT2-EGFP line that labels greater 

than 90% of glycinergic neurons in the cerebellum and throughout the brainstem 

(Zeilhofer et al., 2005). We analyzed the VNLL (Figure 1.2Aii-iii) for co-label of tdTomato 

and EGFP within cell bodies. Across three animals, an average of 3.0 ± 0.7% of the 

Cre-expressing cells in the VNLL were GFP-negative and may therefore release only 

GABA or glutamate in the ICC with light stimulation (somas counted per animal = 222, 

423, 194). We believe this small percentage is unlikely to change the interpretation of 

our results. 
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 Global expression of ChR2 in glycinergic neurons allowed us to stimulate fibers 

from all ascending sources of glycinergic input to the ICC. Previous studies showed that 

the GlyT2-Cre;ChR2  cross effectively allows for light-evoked activation of glycinergic 

neurons (Lu and Trussell, 2016). We confirmed that photostimulation was effective in 

our preparation by making whole-cell recordings from the VNLL, the largest source of 

glycinergic input to the ICC. With synaptic transmission blocked, cells in the VNLL 

displayed an intrinsic ChR2 current in response to blue light, and spiked reliably in 

response to 1-2 ms light stimulation (Figure 1.3A). We made whole-cell recordings from 

cells in the ICC and stimulated IPSCs from ascending glycinergic afferents with blue-

wavelength light (Figure 1.3B). Voltage clamping cells at -60 mV, the average light-

evoked IPSC was 362.2 ± 46.98 pA (n=29 cells). The currents were large enough that 

low internal chloride solution was sufficient, so the inhibitory postsynaptic currents 

henceforth are outward. The theoretical chloride reversal potential was -84.5 mV while 

the measured reversal potential was -84.3 ± 1.2 mV (n=4 cells). The addition of GABA 

receptor antagonist SR95531 (5 µM) or glycine receptor antagonist strychnine (500 nM) 

revealed an average GABAergic component of 31 ± 4% of the evoked currents (n=29 

cells; Figure 1.3B-E). This concentration was sufficient to block the entire slow-decaying 

mIPSC component in the presence of GABAA modulators (Fig. 1.1D). Together, the 

percentage of the IPSC that was GABAergic ranged quite widely, from 7.1 to 71.9% 

(Figure 1.3E). 

 We compared the kinetics of glycinergic and GABAergic components within 

single postsynaptic cells to probe for possible functional differences in the signaling of 

these co-released neurotransmitters. For each cell, one component was 
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pharmacologically isolated while the other component was digitally isolated by 

subtracting the pharmacologically isolated current from the control trace. Half of the 

experiments in Figure 1.3 were performed by adding SR95531 first and digitally 

recreating the GABAergic current while the other half were performed by adding 

strychnine first and digitally recreating the glycinergic current. This approach should 

remove systematic bias in kinetic measurements resulting from the noise added to a 

digitally subtracted current. IPSCs were well fit with a monoexponential decay (Figure 

1.4A). The decay time constant of the isolated GABAergic component, 3.73 ± 0.24 ms, 

was similar but significantly slower than the isolated glycinergic component, 3.02 ± 0.23 

ms (Figure 1.4B; control 3.34 ± 0.21 ms, n=22 cells, F=11.00, p=0.0041, Friedman test; 

post hoc glycinergic vs. GABAergic p=0.0027). The fast time course of the GABAergic 

component was expected given the kinetics observed in our miniature IPSC recordings 

in control solutions. Glycinergic decays measured from evoked events were not different 

from mIPSC events (mIPSC n=6 cells, eIPSC n=22 cells, t(26)=0.42, p=0.67, two-tailed 

t-test). Rise time (20-80%) was also significantly slower for the GABAergic component 

(0.93 ± 0.08 ms) compared to the glycinergic component (0.79 ± 0.05 ms, control 0.80 ± 

0.04 ms; Figure 1.4B; n=24 cells, F(2,23)=4.79, p= 0.027, repeated measures one-way 

ANOVA; post hoc GABAergic vs. glycinergic p=0.039). The paired-pulse ratio collected 

with an inter-stimulus interval of 100 ms was similar between groups (control 0.70 ± 

0.04, glycinergic 0.61 ± 0.05, GABAergic 0.71 ± 0.06; n=11 cells, F(2,10)=1.45, p=0.26, 

repeated measures one-way ANOVA).  

 To control for unforeseen effects of light stimulation on decay times, we 

compared the kinetics of isolated glycinergic IPSCs evoked by light versus theta 
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electrode stimulation measured from the same cells in GlyT-Cre/ChR2(H134R) Cre 

reporter tissue (Figure 1.4C). Light-evoked IPSCs (200.2 ± 52.4 pA) were about two 

times larger than theta-evoked (95.5 ± 24 pA), suggesting that the theta electrode 

effectively stimulated around half of the total portion of glycinergic inputs, assuming light 

can trigger spikes in all glycinergic fibers (Figure 1.4D; n=7 cells, t(6)=2.89, p=0.028, 

paired two-tailed t-test). However, light-evoked (2.24 ± 0.30 ms) versus theta-electrode-

evoked (2.20 ± 0.34 ms) IPSCs had similar decay time constants (n=7 cells, t(6)=0.11, 

p=919, paired two-tailed t-test) and rise times (0.63 ± 0.06 ms vs. 0.91 ± 0.21 ms; n=7 

cells, t(6)=1.26, p=0.25, paired two-tailed t-test). Kinetic measures therefore appear to 

be unaffected by light stimulation. Isolated GABAergic IPSCs were also recorded with 

theta stimulation to determine whether slower IPSCs could be observed. This would 

presumably activate either co-releasing and/or pure sources of GABAergic input, 

including local GABAergic input. However, slower IPSCs were not observed.  

Targeted stimulation of afferents from VNLL reveals co-releasing fibers 

 A prominent source of glycinergic input to the ICC comes from the VNLL. We 

therefore targeted expression of ChR2 to glycinergic neurons of the VNLL (see 

Methods), allowing for greater specificity in the source of stimulated fibers compared to 

global expression of ChR2 in glycinergic neurons. Intracranial viral injections resulted in 

infected cell bodies clearly localized to the VNLL (Figure 1.5A left) and heavy fiber 

labeling in the ipsilateral ICC (Figure 1.5A right). The average IPSC amplitude evoked 

from virally injected animals (156.5 ± 32.2 pA, n=15 cells) was about one third the size 

of IPSCs recorded in transgenic mice with global ChR2 expression in glycinergic fibers 

(368.0 ± 45.8 pA, n=29 cells, Figure 1.5B-C). This difference in amplitude could not be 
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accounted for by the relatively older age range for virally injected animals as there was 

no correlation between age and IPSC amplitude in either the GlyT2-Cre;ChR2 dataset 

(n=30 cells, R2=0.010, p=0.60, linear regression) or the viral injection dataset (n=15 

cells, R2=0.007, p=0.77, linear regression). Compared to IPSCs measured with global 

stimulation of glycinergic input (31 ± 4%, n=29 cells), IPSCs resulting from light 

stimulation of glycinergic fibers from the VNLL were 42 ± 5% GABAergic (n=15 cells, 

Figure 1.5D; these values are not statistically different: t(42)=1.77, p=0.11, two-tailed t-

test). 

We compared kinetic parameters between isolated glycinergic and GABAergic 

components and the findings were similar to what was seen with global stimulation. 

Decay times were similar but significantly slower for GABAergic (3.94 ± 0.33 ms) versus 

glycinergic (2.97 ± 0.19 ms) currents (Figure 1.5E; control 3.53 ± 0.17 ms, n=13 cells, 

F(2,12)=8.09, p=0.0021, repeated measures one-way ANOVA; post hoc GABAergic vs. 

glycinergic p=0.0015). Unlike with global stimulation, the GABAergic rise time (1.09 ± 

0.15 ms) was slightly but significantly slower than the average rise time measured in 

control conditions (0.91 ± 0.13 ms) or from the isolated glycinergic IPSC (0.92 ± 0.11 

ms) (Figure 1.5F; n=13 cells, F=9.39, p=0.0092, Friedman test; post hoc GABAergic vs. 

control p=0.0324, GABAergic vs. glycinergic p=0.0181). 

All biophysical subtypes of ICC neurons received co-released input 

 Given the wide variation in the fraction of the IPSC contributed by GABA, we 

asked if this might vary with cell type in the ICC. Classification schemes of cell types in 

the ICC based on morphology, neurotransmitter content, and biophysical properties 

have not yet correlated in such a way to define agreed-upon subsets of neurons (Reetz 
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and Ehret, 1999; Peruzzi et al., 2000; Bal et al., 2002; Wallace et al., 2012). We 

therefore categorized the firing properties of cells from which we recorded into five 

groups (Figure 1.6) and compared these to the profile of inhibition. All five subtypes 

displayed light-evoked IPSCs as well as evidence for dual components based on the 

addition of either glycine- or GABA-receptor antagonists to the bath. The average 

percentage GABAergic component present in the IPSCs of each cell type are as follows 

(followed by the number of cells in which % GABAergic component was determined out 

of the total number of the cell type recorded from that received input from 

photostimulation of glycinergic fibers): sustained, Ih 32 ± 6% (n=12 out of 54 cells), 

sustained 31 ± 6% (n=6 out of 14 cells), pauser 44 ± 8% (n=5 out of 8 cells), strongly 

adapting 37 ± 9% (n=5 out of 18 cells), and onset 7.1% (n=1 out of 4 cells). Excluding 

the onset subtype, there was no difference in the percentage GABAergic component 

between cell types (n=28 cells, F(3,24)=0.65, p=0.590, one-way ANOVA). Furthermore, 

general features of the IPSCs were similar between cell types, including amplitude 

(n=29 cells across subtypes, F(3,25)=1.74, p=0.184, one-way ANOVA) and decay time 

(n=26 cells across subtypes, F=3.09, p=0.377, Kruskal-Wallis).   

High-frequency stimulation of co-releasing fibers does not support unique roles for 

GABA and glycine in short-term synaptic depression 

 Co-released glycine and GABA at some auditory brainstem synapses differ in 

their short-term synaptic plasticity, particularly under periods of high activity. This may 

endow the neurotransmitters with unique roles in maintaining inhibition (Ishibashi et al., 

2013; Fischl et al., 2014; Nerlich et al., 2014). Besides enabling a glycine-source 

specific comparison of amplitudes and kinetics, injections in the VNLL of the viral 
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construct allowed us to study short-term synaptic plasticity in greater detail. This 

advantage became clear when, using the transgenic cross described above, we 

observed that light stimulation resulted in greater short-term synaptic depression 

compared to theta electrode stimulation (data not shown). We reasoned that this 

difference in plasticity may result from ChR2 desensitization if the expression levels of 

ChR2 are just sufficient to drive spikes for a limited number of stimuli. Virally-induced 

ChR2 expression results in higher expression levels of ChR2 that may compensate for 

this desensitization. Indeed, we found that during trains of stimuli, relative amplitudes of 

IPSCs evoked by light stimulation matched those of theta electrode stimulation for up to 

50 Hz in virally-injected animals (Figure 1.7A-B; light n10,20,50 Hz=24, 18, 21 cells; theta 

n10,20,50 Hz=5, 6, 6 cells; F10,20, 50 Hz=2.48, 1.48, 0.25; df10,20,50 Hz=(1,27), (1,22), (1,25); 

p10,20,50 Hz=0.1267, 0.2375, 0.6208, two-way ANOVAs with repeated measures; 10 Hz 

data showed a significant interaction (p=0.0083), but post hoc comparisons were NS). 

 Given the reliability of the measurements with virally expressed ChR2, we next 

used this preparation to test whether the relative contribution of glycine and GABA to 

the postsynaptic current is dependent on the length and frequency of stimulation, which 

might suggest selective depletion of one transmitter vs. the other. However, no 

difference in synaptic depression was observed between control conditions and in the 

presence of strychnine when stimulating a train of ten spikes at 10 Hz (Figure 1.7C; n=9 

cells, F(1,8)=0.682, p=0.4328, two-way ANOVA with repeated measures on both 

factors). There was also no difference in depression when stimulating at a higher 

frequency for a longer time period, specifically driven at 50 Hz for 1 second (n=10 cells, 

F(1,9)=3.5, p=0.0942, two-way ANOVA with repeated measures on both factors). These 
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results indicate that the relative contributions of GABA and glycine to the total IPSC 

remains constant even during long trains of stimuli. 

 GABAB receptors are located on glutamatergic (Sun et al., 2006) and GABAergic 

(Ma et al., 2002b) terminals in the ICC. We confirmed that glycinergic terminals likely 

express GABAB receptors as well: the addition of GABABR agonist 10 µM baclofen 

decreased the amplitude of light-evoked IPSCs by an average of 39±8% (Figure 1.8Ai-

ii; ACSF 286.6 ± 91.5 pA, baclofen 167.6 ± 53.2 pA, wash 258.6 ± 87.1 pA; n=10 cells, 

F=11.14, p=0.0012, Friedman test; post hoc ACSF vs. baclofen p=0.004, baclofen vs. 

wash p=0.005; n=10 cells, F(2,9)=1.23, p=0.3157, repeated-measures one-way 

ANOVA). While activation of pre-synaptic GABABRs is also expected to change paired-

pulse depression, no change was observed (Figure 1.8Aiii; ACSF 0.76 ± 0.05, baclofen 

0.75 ± 0.05, wash 0.75 ± 0.05; n=10 cells, F(2,9)=1.23, p=0.3157, repeated-measures 

one-way ANOVA). However, baclofen did not affect the input resistance or bias current 

of the cells recorded from, and we conclude that paired pulse ratio may not be robust 

indicator of the expected presynaptic change (input resistance averages 494.6 ± 115.7 

MΩ in ACSF, 432.5 ± 85.2 MΩ in baclofen; n=9 cells, t(8)=1.35, p=0.214, paired t-test: 

bias current averages -25.3 ± 24.3 pA in ACSF, -10.6 ± 31.1 pA in baclofen; n=10 cells, 

t(9)=1.45, p=0.1819, paired t-test).  

 In vivo, iontophoresis of GABAB receptor blockers alters response to tones 

(Vaughn et al., 1997), but the source of the GABA that reaches these receptors is 

unknown. We therefore tested whether the GABA co-released from glycinergic 

terminals could act on presynaptic GABAB receptors to affect the release probability of 

the synapse. However, there was no difference in depression in trains of 10 (Figure 
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1.8Bi) and 50 Hz (Figure 1.8Bii) stimuli before and after application of the GABAB 

receptor antagonist CGP55845 (2 µM) (n=5 cells, F(1,4)10,50Hz=0.007, 2.147, 

p10,50Hz=0.94, 0.22, two-way ANOVA with repeated measures on both factors). We also 

tested whether co-released GABA could inhibit glutamate release in ICC via activation 

of GABAB receptors located on glutamatergic terminals. We evoked EPSCs with theta 

stimulation (paired pulses, 100 ms interval) before and after intense photostimulation of 

glycinergic fibers (50 Hz 1 ms light pulses delivered for 5 seconds; Figure 1.8Ci). If the 

co-released GABA reaches GABAB receptors on glutamatergic terminals, this should 

depress release from these terminals, resulting in decreased EPSC amplitude and a 

larger ratio of the second to the first EPSC amplitude. However, similar to glycinergic 

fibers, there was no difference in either the amplitude of the first EPSC after intense 

photostimulation of glycinergic fibers (Figure 1.8Cii; average 156.2 ± 30.7 pA pre- vs. 

157.6 ± 30.65 pA post-light train; n=10 cells, t(9)=0.59, p=0.57, paired t-test) or paired-

pulse depression (Figure 1.8Ciii; average 0.85 ± 0.02 pre- vs. 0.87 ± 0.03 post-light 

train; n=10 cells, t(9)=1.12, p=0.29, paired t-test). 

Discussion 

We found that glycinergic fibers ascending to the ICC co-release glycine and 

GABA. We proceeded to probe the currents for differences that have been shown at 

other synapses to endow the neurotransmitters with unique functions. Surprisingly, co-

released glycinergic and GABAergic currents in the ICC had strikingly similar features, 

including kinetics, contact with cell types in the ICC, short-term depression dynamics, 

and effect on pre-synaptic release. Therefore, despite the likely presence of co-release 
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in the auditory midbrain into adulthood, our data do not support popular hypotheses for 

the functions of co-release.  

Glycinergic neurons are found only as far up the neuraxis as the lemniscal nuclei, 

and their collicular inputs are probably the highest density of glycinergic synapses in the 

brain.  From the midbrain on, GABA is the primary inhibitory transmitter of projection 

and interneurons. Yet even in the ICC, glycinergic afferents, largely ascending from 

VNLL, co-release GABA with glycine, suggesting that co-release is a highly conserved 

feature of glycinergic terminals. One line of evidence supporting co-release in the ICC is 

the presence of dual decay components observed in mIPSCs, which are the result of 

the release of a single synaptic vesicle. Glycine and GABA use the same vesicular 

transporter and are therefore packaged together into the same vesicle if both present at 

the synaptic terminal (Wojcik et al., 2006). Mixed components within mIPSCs can be 

distinguished via differing receptor pharmacology and kinetics. Using allosteric 

modulators of the GABAA receptor to slow its decay, we found that 22.9 ± 2.8% of the 

mIPSCs were mixed. This percentage is an underestimation of the fraction of 

glycinergic terminals releasing GABA because the estimate also includes mIPSCs from 

GABAergic cells within the ICC. Co-release is further supported by the fact that 

GABAR-mediated currents are recorded from cells in the ICC with targeted light 

stimulation of glycinergic fibers. Co-release has been described as characteristic of 

neonatal cells (< 10 days old, Nabekura et al. 2004; Muller et al. 2006). However, we 

find prominent co-release in mature animals, which is consistent with 

immunohistochemical studies performed in adult animals and suggests functional 
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importance of co-release in the mature ICC (Saint Marie et al. 1997; Riquelme et al. 

2001; Tanaka & Ezure 2004).   

One way in which co-released GABA and glycine could serve different functions 

is through differing postsynaptic kinetics, given that GABAergic currents typically decay 

more slowly (Russier et al., 2002). However, we found that in ICC, GABAergic currents 

were nearly as fast as glycinergic currents (3.7 ms vs. 3.0 ms respectively). This 

observation is likely accounted for by the fact that the α1 subunit that endows GABA 

receptors with fast kinetics is more common in the ICC compared to α2 (Milbrandt et al., 

1997; Wässle et al., 2009; Dixon et al., 2014). Another possibility is that GABA co-

release in the IC shapes the kinetics of the glycinergic component of the IPSC. In 

trapezoid body neurons, GABA binds to glycine receptors as a co-agonist to accelerate 

IPSC decay times, yielding IPSCs with sub-millisecond kinetics (Lu et al., 2008). It is 

possible that GABA co-release is similarly required to very precisely fine-tune the time 

course of inhibitory input to optimally balance excitatory input (Kim and Fiorillo, 2017).  

Our viral injections demonstrate that at least some portion of co-releasing fibers 

in the ICC ascend from the VNLL. The VNLL is largely a monaural region and is 

therefore thought to be important for recognition of temporal patterns  (Oertel & 

Wickesberg 2002). A large population of cells in the VNLL show an onset pattern in 

response to sound stimuli with a stable first-spike latency across intensities (Zhang and 

Kelly, 2006; Liu et al., 2014). These cells likely receive their primary input from octopus 

cells of the cochlear nucleus (Adams, 1997; Pollak et al., 2011). The large inhibitory 

input from the VNLL to the ICC is therefore generally thought to provide precisely timed 

feed-forward inhibition that would sculpt the tuning properties of cells in the ICC, 
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particularly at the onset of sound (Covey & Casseday 1991; Nayagam et al. 2005; Xie et 

al. 2007). The IPSC amplitude evoked from virally injected animals was smaller than in 

transgenic mice, suggesting that neurons in the ICC receive glycinergic input from 

multiple cells. The kinetic features and percentage of GABAergic input from glycinergic 

fibers ascending from VNLL were similar to what we observed when stimulating global 

glycinergic input, suggesting that glycinergic inputs from LSO may have similar 

properties.  

Viral injections into VNLL enabled us to examine dynamics of short-term synaptic 

depression for currents mediated by co-released GABA versus glycine. There was no 

difference in synaptic depression exhibited in the presence of GlyR blockers compared 

to control even with high-frequency stimulation, arguing against an activity-dependent 

shift in the GABA/glycine ratio observed at other co-releasing synapses (Ishibashi et al., 

2013; Fischl et al., 2014; Nerlich et al., 2014). We also tested whether co-released 

GABA could act on pre-synaptic GABAB receptors to affect synaptic release as reported 

in AVCN and spinal cord (Chéry and De Koninck, 1999b; Lim et al., 2000). In the ICC, 

GABAB receptors are located on glutamatergic and GABAergic terminals (Ma et al., 

2002b; Sun et al., 2006), with little evidence for postsynaptic GABAB receptors outside 

of the dorsal cortex (Sun et al., 2006; Sun and Wu, 2009). In this study, GABAB receptor 

agonist depressed the amplitude of light-evoked IPSCs by 39±8%. Though the paired-

pulse depression was unaffected, it is likely that the GABAB receptors are largely pre-

synaptic as GABAB receptor agonist shows no effect on the cells recorded from either in 

this or previous studies in ICC. We asked whether the co-released GABA could act on 

GABAB receptors to modify the release probability of either glycinergic or neighboring 
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glutamatergic fibers. However, intense photostimulation to maximize GABA release 

from glycinergic terminals did not change the release properties of either glycinergic or 

glutamatergic terminals. We therefore did not observe any evidence for a unique role for 

co-released GABA in GABAB receptor activation.  

The balance of glycinergic and GABAergic transmission from co-releasing 

afferents not only relies on presynaptic loading of glycine and GABA into single 

vesicles, but also postsynaptic receptor expression. We therefore compared response 

properties to photostimulation across cell types in ICC categorized according to firing 

properties in response to current injection. We observed firing patterns similar to those 

described by Ono et al. (2005), except that we did not attempt to further categorize 

subtypes based on neurotransmitter content, levels of spike adaptation during the train, 

and firing rate. The pauser firing pattern is mediated by a fast inactivating K 

conductance known as A-type current (Sivaramakrishnan and Oliver, 2001). The sag 

and rebound displayed by all but sustained subtypes are likely mediated by Ih, a 

hyperpolarization-activated cation current (Koch and Grothe, 2003). The rebound hump 

present in sustained neurons lacking Ih could be accounted for by activation of calcium 

channels (Sivaramakrishnan and Oliver, 2001). All of these subtypes showed light-

evoked IPSCs with similar GABA/glycine ratios and kinetic features (with the possible 

exception of onset cells). However, some types may be found to express a unique 

complement of inhibitory receptors as cell type definitions in the ICC are refined. 

Given the strikingly similar features of glycinergic and GABAergic currents in 

ICC, it is possible that co-release provides a mechanism for finer inhibitory tuning via 

independent receptor modulation. Glycine transmission in this study made up the 
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majority of the IPSC amplitudes. Glycine receptors may therefore be relatively more 

important for setting strength of inhibition whereas GABA receptors, with their smaller 

unitary conductance and more complex subunit diversity, could allow for inhibitory 

refinement. Differential modulation of GABA and glycine receptors, by neurosteroids 

and zinc for instance, could also aid in tuning inhibition (Hosie et al., 2003; Belelli & 

Lambert 2005; Trombley et al., 2011). Independent receptor modulation coupled with 

the highly similar features of co-released GABA and glycine observed in this study may 

further permit the neurotransmitters to compensate for one another under conditions 

where one system is compromised (Takazawa et al., 2017). Aging, acoustic trauma, 

and tinnitus have all been associated with hyperactivity and decreased GABAergic 

activity in the IC (Caspary et al., 2008; Robertson and Mulders, 2012; Auerbach et al., 

2014; Ropp et al., 2014). Interestingly, unilateral acoustic trauma or cochlear ablation 

results in decreased GABA release and GABAAR expression in IC without any 

persistent change in levels of glycine receptor mRNA or [3H]strychnine binding (Suneja 

et al., 1998; Yan et al., 2007; Dong et al., 2010a, 2010b). Co-release may therefore 

provide a necessary redundancy that maintains the homeostasis of inhibition in the ICC.  

 In summary, current models about the functional impact of glycine and GABA co-

release in the auditory brainstem are not supported in the auditory midbrain despite the 

fact that co-release likely persists into adulthood. However, the resulting diversity in 

postsynaptic receptors could serve to maintain homeostasis of inhibitory networks 

integrated by the ICC, including under conditions such as aging or acoustic trauma 

where one neurotransmitter system may be preferentially affected.  
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Figure 1.1. Co-release revealed through analysis of mIPSCs. A: Miniature IPSCs 

recorded from a neuron in the ICC in control conditions (left trace) appear 

homogeneous in the speed of their decay (recorded in 1 µM TTX with excitatory 

transmission blocked). However, when 10 µM zolpidem and 30 µM pentobarbital are 

added to the bath to increase the open probability of the GABAA receptor and effectively 

slow the current (right trace), dual-component mIPSCs are revealed (starred events). B: 

With zolpidem and pentobarbital in the bath, glycinergic and GABAergic mIPSCs have 

distinctly fast and slow kinetics, respectively. Displayed are miniature IPSCs recorded 

from the same neuron in control (left trace), 5 µM SR95531 to isolate glycinergic 

mIPSCs (middle trace), and 500 nM strychnine to isolate GABAergic mIPSCs (right 
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trace). C: Normalized and averaged glycinergic (green) and GABAergic (purple) 

mIPSCs. The average decays were 2.8 ± 0.2 and 25.8 ± 1.2 ms respectively. D: Scatter 

plots of amplitude values associated with fast and slow mIPSC components. In control 

conditions, individual events were force-fit with a dual exponential equation where the 

tau values were fixed using these averages and the associated amplitude values were 

left free-floating and plotted (left scatter plot represents the results from a single 

neuron). The pharmacologically isolated glycinergic (green points) and GABAergic 

(purple points) mIPSCs from the same neuron were force-fit with the same dual 

exponential equation and plotted (right scatter plot). The vertical dotted line represents 

2*SD of the average amplitude associated with the slow decay time constant for 

glycinergic mIPSCs while the horizontal dotted line represents the same for the 

amplitude associated with the fast decay time constant for GABAergic mIPSCs. Points 

beyond these cutoff amplitudes are considered mixed events. In control conditions (left 

scatter plot), mixed events are labeled in blue and largely disappear in the presence of 

either blocker (right scatter plot). E: The percentage of mIPSCs that are mixed in control 

(average 22.9 ± 2.8%) is significantly higher compared to the fraction that is mixed with 

the addition of SR95531 or strychnine (average 1.9 ± 0.2%; n=6 cells, t(5)=7.08, 

p=0.0009, two-tailed t-test). ***p<0.001.   
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Figure 1.2. Cre expression is limited to GlyT2-expressing neurons in a GlyT2-Cre 

mouse line. Ai: Confocal image (10X tiled image) of a coronal section taken from 

GlyT2-Cre;tdTomato mouse in which tdTomato is expressed in a Cre-dependent 

manner. Note that the VNLL has a large number of tdTomato-positive cell bodies 

(white). Atlas illustration adapted from Paxinos & Franklin 2001. Aii: The GlyT2-

Cre;tdTomato line was crossed with the GlyT2-EGFP mouse line to confirm the targeted 

expression of Cre to glycinergic neurons. Displayed is a confocal image (20X tiled 

image) of a coronal section of VNLL from this cross. Aiii: Enlarged section from the 

VNLL with the red and green channels displayed separately in the bottom two panels. 

The neuron marked by the solid arrowhead is an example of a Cre/tdTomato-

expressing cell that does not express EGFP and therefore may not be glycinergic. The 
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neuron marked by the arrowhead outline expresses both Cre/tdTomato and EGFP. Bi: 

Confocal image (10X tiled image) of a coronal section containing LSO taken from 

GlyT2-Cre;tdTomato mouse. Note that the LSO contains a large number of tdTomato-

positive cell bodies (white), while the ICC contains only tdTomato-positive fibers. Atlas 

illustration adapted from Paxinos & Franklin 2001. Bii: Enlarged image of the LSO in 

the GlyT2-Cre;tdTomato line crossed with the GlyT2-EGFP mouse line.   
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Figure 1.3. Photostimulation of ascending glycinergic fibers to the ICC results in IPSCs 

with both glycinergic and GABAergic components. Ai: Example 10 Hz train of spikes 

evoked by light in a neuron in VNLL that expresses ChR2. In all figures, gray traces 

represent individual sweeps while black traces represent the average. Aii: Enlarged 

individual spike. B: Example light-evoked IPSCs recorded from two separate neurons in 

the ICC with bath application of glycine and GABA receptor blockers, strychnine and 

SR95331. Bi shows an example where SR95531 was added first followed by strychnine 

(n=14 cells) and Bii shows the reverse (n=15 cells). This was done to eliminate 

systematic bias in measuring kinetics of one component solely from subtracted currents. 

C: Light-evoked IPSC amplitude over time from an example cell following bath 

application of GABAR antagonist SR95531 (5 µM) followed by GlyR antagonist 

strychnine (500 nM). Due to the fact that strychnine does not easily wash out, the 

amplitude only shows partially recovery when these drugs are removed. D: Summary 
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data plotting the amplitude of light-evoked IPSCs in control, SR95531, and strychnine. 

The GABAergic component was significantly smaller than the glycinergic component of 

the total current (n=29 cells, F=49.72, p<0.0001, Friedman test; post hoc control vs. 

glycinergic p<0.0001, control vs. GABAergic p<0.0001, glycinergic vs. GABAergic 

p=0.038). *p<0.05, ***p<0.001. E: The addition of GABA receptor antagonist SR95531 

(5 µM) or glycine receptor antagonist strychnine (500 nM) revealed an average 

GABAergic component of 31 ± 4% of the evoked currents (n=29 cells). 
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Figure 1.4. Glycinergic and GABAergic components to light-evoked currents had similar 

kinetics. A: Example light-evoked IPSC shown in control conditions (black trace) and in 

the presence of GABAR antagonist SR95531 (5 µM) to isolate the glycinergic 

component (blue trace). The lower trace is the GABAergic component generated by 

subtracting the two currents above. Each of these traces was fitted with a single 

exponential (red lines) to describe the decay kinetics. B: Summary data of measured 

IPSC decays (upper plot) and rise times (lower plot) for total currents and their 

glycinergic and GABAergic components. The glycinergic and GABAergic components 

had strikingly similar kinetics, but the GABAergic decay was significantly slower (n=22 

cells, F=11.00, p=0.0041, Friedman test; post hoc control vs. glycinergic p=0.4074, 

control vs. GABAergic p=0.1752, glycinergic vs. GABAergic p=0.0027). Rise time (20-

80%) was also significantly slower for the GABAergic component (n=24 cells, 

F(2,23)=4.79, p= 0.027, repeated measures one-way ANOVA; post hoc GABAergic vs. 

glycinergic p=0.039). C: Example IPSCs evoked by light (top trace) and theta electrode 

(bottom trace, stimulus artifacts removed). D: Light-evoked IPSCs were about two times 
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larger in amplitude than theta-evoked IPSCs, indicating that theta-electrode stimulation 

only activated a portion of the total glycinergic input (n=7 cells, t(6)=2.89, p=0.028, 

paired two-tailed t-test). E: Decay time constants (left plot) and 20-80% rise times (right 

plot) were not different between light- and theta electrode-evoked IPSCs (time constant: 

n=7 cells, t(6)=0.11, p=919, paired two-tailed t-test; rise time: n=7 cells, t(6)=1.26, 

p=0.25, paired two-tailed t-test).  

*p<0.05, **p<0.01. 
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Figure 1.5. Light stimulation of glycinergic fibers ascending from the VNLL. A: Confocal 

images (10X tile) of coronal sections taken from a GlyT2-Cre mouse injected into the 

VNLL with an AAV (serotype 2/1) to drive expression of ChR2 in a Cre-dependent 

manner. Left: the injection is well-targeted to the VNLL. Right: Ascending fibers from the 

VNLL permeate the central nucleus of the IC. Atlas illustrations adapted from Paxinos & 

Franklin (2001). B: Light-evoked IPSCs recorded from a mouse with ChR2 targeted to 

glycinergic fibers ascending from the VNLL. Similar to photostimulation of global 

glycinergic input, bath application of GlyR antagonist strychnine results in only partial 

block of the current, with the remainder blocked by GABAR antagonist SR95531. C: 

Summary data of current amplitudes measured from control conditions, in strychnine 

(revealing the GABAergic component), and from the subtraction of these two currents 

(revealing the glycinergic component). The glycinergic (87.2 ± 20.3 pA) and GABAergic 

(69.5 ± 16.8 pA) components were significantly smaller in amplitude compared to the 



	 56	

IPSCs measured in control conditions (156.5 ± 32.1 pA) (n=15 cells, F=23.3, p<0.001, 

Friedman test; post hoc control vs. glycinergic p<0.001 and control vs. GABAergic 

p<0.001). D: The average percentage component of GABA resulting from stimulation of 

glycinergic afferents from the VNLL was 41.6 ± 4.5% (n=15 cells). E: Similar to global 

stimulation of glycinergic inputs to the IC, the decay of the GABAergic component was 

slightly but significantly slower than that of the glycinergic component of the IPSC (n=13 

cells, F(2,12)=8.09, p=0.0021, repeated measures one-way ANOVA; post hoc 

GABAergic vs. glycinergic p=0.0015). F: Summary data of 20-80% rise times measured 

from components of the IPSC. Isolated GABAergic IPSC rise times were slightly but 

significantly slower (n=13 cells, F=9.39, p=0.0092, Friedman test; post hoc GABAergic 

vs. control p=0.0324, GABAergic vs. glycinergic p=0.0181). 

*p<0.05, **p<0.01, ***p<0.001. 
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Figure 1.6. Intrinsic properties of neurons in the central nucleus of the IC. 

Voltage traces displayed for -500, -200, +200, and +500 pA current steps. Firing 

properties were recorded in a total of 67 neurons, which were categorized into the five 

subtypes displayed. The pauser phenotype is revealed with a pre-hyperpolarizing step 

(-100 pA). Cells were held at -65 mV. Horizontal axes in traces indicate 0 mV. 
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Figure 1.7. Synaptic depression measured from light-evoked IPSCs is comparable to 

synaptic depression measured from theta electrode-evoked IPSCs up to 50 Hz. A: 

Example traces of light- versus theta electrode-evoked IPSCs (top and bottom traces 

respectively, stimulus artifacts removed) driven at 10 Hz. Gray indicates individual 

traces and black is the average. B: Summary data of normalized IPSC trains evoked at 

rates of 10 (left), 20 (middle), and 50 (right) Hz (light n10,20,50 Hz=24, 18, 21 cells; theta 

n10,20,50 Hz=5, 6, 6 cells; F10,20, 50 Hz=2.48, 1.48, 0.25; df10,20,50 Hz=(1,27), (1,22), (1,25); 

p10,20,50 Hz=0.1267, 0.2375, 0.6208, two-way ANOVAs with repeated measures; 10Hz 

data showed a significant interaction (p=0.0083), but post hoc comparisons were NS). 

C: Normalized amplitudes of light-evoked IPSCs stimulated ten times at 10 Hz (left) and 

at 50 Hz for 1 second (right) in control conditions and in the presence of strychnine to 

block the glycinergic component. Neither stimulation frequency revealed a difference in 

short-term synaptic depression with the addition of strychnine (n10,50Hz=9, 10 cells, 
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F(1,8)10Hz=0.68, F(1,9)50Hz=3.5, p10, 50Hz=0.4328, 0.0942, two-way ANOVA with repeated 

measures on both factors). 
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Figure 1.8. Co-released GABA does not act on presynaptic GABAB receptors of 

glycinergic or glutamatergic fibers. A: Application of GABAB receptor agonist baclofen 

depresses release of glycine/GABA from glycinergic terminals. Ai: Light-evoked IPSC 

amplitude over time from an example cell following bath application of baclofen (10 µM). 

Aii: Light-evoked IPSC amplitude is significantly decreased in the presence of baclofen 

compared to ACSF and wash (n=10 cells, F=11.14, p=0.0012, Friedman test; post hoc 

ACSF vs. baclofen p=0.004, baclofen vs. wash p=0.005). Aiii: Paired-pulse depression 

of light-evoked IPSCs is unaffected by baclofen (n=10 cells, F(2,9)=1.23, p=0.3157, 

repeated-measures one-way ANOVA). B: Amplitudes of light-evoked IPSCs stimulated 

ten times at 10 Hz (Bi) and at 50 Hz for 5 seconds (Bii) in control conditions and 

CGP55845 (2 µM) to block GABABRs. Neither stimulation frequency revealed a 
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difference in short-term synaptic depression with the addition of CGP55845 (n=5 cells, 

F(1,4)10,50 Hz=0.007, 2.147, p10, 50Hz=0.94, 0.22, two-way ANOVA with repeated 

measures on both factors). C: Intense photostimulation of glycinergic fibers does not 

modify the release probability of glutamatergic terminals. Ci: The top trace shows an 

example where glutamatergic fibers are stimulated with a theta electrode 2 times with 

100 ms inter-stimulus interval (black marks) before and after 50 Hz 1 ms light pulses 

delivered for 1 second (blue marks). The bottom traces show the theta electrode-

evoked EPSCs expanded (with individual sweeps shown in gray and the average of the 

sweeps shown in black; stimulus artifacts truncated for clarity). Intense photostimulation 

did not affect EPSC amplitude (Cii; n=10 cells, t(9)=0.59, p=0.57, paired t-test) or 

paired-pulse ratio (Ciii; n=10 cells, t(9)=1.12, p=0.29, paired t-test). 

**p<0.01. 
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ABSTRACT 

 We observed 1-2 Hz oscillations in the membrane potential of fusiform cells, the 

output neurons of the dorsal cochlear nucleus, in mice of both sexes. Fusiform cells 

were also resonant at 1-2 Hz and maintained oscillations in the presence of synaptic 

blockers and in a gap junction KO animal, indicating that oscillations are intrinsically 

generated. Pharmacology showed that these oscillations were generated by 

hyperpolarization-activated cyclic nucleotide-gated and persistent Na+ conductances 

interacting with passive membrane properties. Oscillations were highly sensitive to 

external Ca2+ concentration and disappeared in concentrations greater than 1.7 mM. 

We examined the impact of external Ca2+ concentration on NaP and HCN 

conductances and concluded that Ca2+ acts specifically on the NaP activation curve to 

occlude oscillations at higher concentrations. Electrical coupling between fusiform cells 

allowed oscillations to synchronize. Together, these observations suggest that slow 

oscillations in DCN may play an important computational role at one of the first stages 

of auditory processing.  
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INTRODUCTION 

 Oscillatory neural activity is found throughout the mammalian brain and is 

generally proposed to facilitate synchrony and coherent population activity, enable 

neurons to respond optimally to inputs of a certain frequency, and facilitate synaptic 

plasticity (Huerta and Lisman, 1995; Hutcheon and Yarom, 2000; Buzsáki and Draguhn, 

2004; Lee et al., 2018). EEG recordings reveal that different oscillation frequencies are 

associated with different states of sensory perception, arousal, and sleep (Buzsáki 

2006). These oscillations are observed at the level of local field potentials and individual 

neuronal membrane potentials (Lagier et al., 2004; Okun et al., 2010). Oscillations are 

present in vitro (Neske, 2016) and, in cortex and thalamus, slow oscillations in particular 

are associated with deep sleep, quiet wakefulness, and stimulus familiarity (Crochet and 

Petersen, 2006; Poulet and Petersen, 2008; Gentet et al., 2010; Neske, 2016; Kissinger 

et al., 2018). Slow oscillations occur in a variety of subcortical regions as well, where 

they have been proposed to coordinate spike output amongst nonsynchronous synaptic 

inputs and gate the timing of neural output (Schoppa and Westbrook, 2001; Lefler et al., 

2013). However, oscillations have received little attention outside of the thalamocortical 

regions. Here we present evidence that oscillatory activity is not restricted to higher 

order brain regions, which has major implications for our understanding of how 

oscillatory activity may function and propagate in the central nervous system.  

 In auditory cortex, slow oscillations have been proposed to modulate excitability 

of the circuit (Lakatos et al., 2005) and amplify sensory inputs (Lakatos et al., 2007). 

More recent studies in humans show that slow oscillations entrain to subthreshold 

rhythmic sounds to enable faster detection of sound, therefore serving a predictive 
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function (ten Oever et al., 2017). In contrast to the auditory cortex, few studies report 

the presence of spontaneous oscillation in auditory brainstem. The dorsal cochlear 

nucleus (DCN) is one of the few areas where oscillations have been noted. The DCN is 

one of the first brainstem regions to receive auditory input. Auditory nerve fibers project 

to the DCN in a tonotopic fashion, forming a gradient of tonotopic domains in the DCN 

where higher frequencies are encoded dorsally and lower frequencies are encoded 

ventrally (Muniak et al., 2013). The output neurons, fusiform cells, generate 40-100 Hz 

oscillations during the slow depolarization that precedes spiking in subtypes that display 

a pauser or buildup response to current injection (Manis et al., 2003). These oscillations 

appear to facilitate temporally precise spike generation. 

 Although DCN neurons are adapted to transmitting rapid auditory signals, we 

found that fusiform cells produce highly regular, 1-2 Hz membrane potential oscillations 

in acute brainstem slices. Pharmacology revealed that these oscillations are generated 

by the interplay of two ionic conductances, the hyperpolarization and cyclic nucleotide 

gated channels (HCN) and tetrodotoxin-sensitive Na+ channels. The oscillations were 

sensitive to external Ca2+ concentration over the range used in standard in vitro slice 

studies, and disappear in concentrations greater than 1.7 mM. Finally, due to the weak 

electrical coupling between fusiform cells, oscillations were synchronized between 

neurons, and this coupling and synchrony appeared to be confined to fusiform cells 

within single tonotopic domains. 
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METHODS 

Animals 

 All animal procedures were approved by Oregon Health & Science University’s 

Institutional Animal Care and Use Committee. Mice of post-natal days 16-25 were used 

from WT C57BL/6, heterozygous GlyT2-EGFP (FVB.Cg- Tg(Slc6a5-

EGFP)13Uze/UzeBsiRbrc, RRID:IMSR_RBRC04708; Zeilhofer et al. 2005), Thy1-YFP 

(B6;CBA-Tg(Thy1-YFP)GJrs/GfngJ, RRID:IMSR_JAX:014130; Feng et al. 2000), and 

connexin36 KO (Hormuzdi et al., 2001) of both sexes. Fusiform cells are easily 

identifiable in slice preparations by their morphology and input resistance, but the latter 

two genetic lines were used to more efficiently visualize deeper cells and distinguish 

from other cell types. Specifically, the Thy1-YFP line labeled fusiform cells, while the 

GlyT2-EGFP line allowed us to avoid the extremely numerous glycinergic interneurons 

of DCN. No differences were observed in the properties of fusiform cells among these 

different mouse lines. 

Brain-slice preparation 

 Mice were decapitated under deep isoflurane anesthesia. Coronal slices (300 

µm) were cut on a vibratome (Leica VT1200S and Campden Instruments 7000smz-2). 

Slices containing DCN were cut at a 30° ventral-dorsal angle (to preserve electrical 

coupling of fusiform cells) in warm (~35°C) ACSF. We were unsuccessful in finding 

electrically coupled fusiform cell pairs when slices were cut in the sagittal plane (n=11 

dual recordings). ACSF contained (in mM) 130 NaCl, 2.1 KCl, 1.2 KH2PO4, 1.7 CaCl2, 1 

MgSO4, 20 NaHCO3, 3 Na-HEPES, 10-12 glucose, 2 Na-pyruvate, and 10 µM MK-801 
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and was bubbled with 5% CO2/95% O2 (300-310 mOsm). Slices recovered for 30 min at 

34°C and were then kept at room temperature until use.    

Electrophysiology 

 Slices containing DCN were held in a chamber perfused with ACSF at a rate of 

2-3 ml/min and heated to 30-33°C with an in-line heater. Neurons were visualized with 

Dodt contrast optics using a 40X objective on an upright microscope (Zeiss Axioskop2). 

The Multiclamp 700B amplifier was used to obtain whole-cell patch clamp recordings 

from fusiform cells. Data were filtered at 10 kHz, digitized at 20 kHz with a Digidata 

1322A, and acquired with pClamp 10.4 software (Molecular Devices, 

RRID:SCR_011323). Oscillations were recorded in the presence of synaptic blockers to 

reduce signal noise and optimize cross-correlation analysis, including 5 µM NBQX, 10 

µM MK-801, 1 µM strychnine, and 5 µM SR-95531. 

 For experiments in which the bath Ca2+ concentration was varied, the total 

concentration of divalents was held constant at 2.7 mM by addition of Mg2+ to the 

ACSF. ACSF of each Ca2+ concentration contained (in mM) 130 NaCl, 3 Na-HEPES, 20 

NaHCO3, ~7 glucose, 0.05 NiCl2, 0.05 CdCl2, 0.4 ascorbate, and 2 Na-pyruvate. 

KH2PO4 was replaced with KCl to prevent precipitation of calcium (Kim and Trussell, 

2007). ACSF of varying Ca2+ concentrations were mixed from stock solutions containing 

either 2.6 mM Mg2+ or 2.6 mM Ca2+. The Mg2+ stock solution contained, along with the 

above, 1 MgSO4, 1.6 MgCl2, and 3.3 KCl and the Ca2+ stock solution contained 2.6 

CaCl2, 1 K2SO4, and 1.3 KCl. HCN conductance in varying concentrations of Ca2+ was 

measured in a total divalent concentration of 2.8 mM in order to include 0.2 BaCl2.  
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 The majority of experiments were performed with a K-gluconate internal pipette 

solution containing, in mM: 113 K-gluconate, 4.5 MgCl2, 0.1 EGTA, 9 HEPES, 14 tris-

phosphocreatine, 4 Na2-ATP, 0.3 tris-GTP, with pH adjusted to 7.25 with KOH and 

osmolality adjusted to 290 mOsm with sucrose. Holding potentials reported here were 

adjusted for a junction potential of -13 mV. A Cs-TEA internal was used to measure 

NaP channel conductance. This internal contained (in mM) 115 TEA-Cl, 4.5 MgCl2, 3.5 

CsCl, 10 EGTA, 10 HEPES, 4 Na2-ATP, 0.5 tris-GTP, 5 CsOH to adjust pH to 7.25, and 

15 sucrose to adjust osmolality to 290 mOsm. Results from experiments using this 

solution were corrected for a junction potential of -3 mV. Recording electrodes of 4-6 

MΩ were pulled from borosilicate glass (WPI 1B150F-4) with a vertical puller (Narishige 

P-10). For voltage-clamp recordings, series resistance (<20 MΩ) was compensated by 

60-80% correction and 90% prediction with the Multiclamp (bandwidth 3 kHz). Data 

were only included for final analysis if the series resistance changed by <20% over the 

course of the experiment. Reagents were purchased from Sigma-Aldrich. 

Frequency-domain analysis 

 The power spectrum for spontaneous oscillations (binned at 0.1-0.2 Hz) was 

generated from 20-30 s segments of representative traces using a Hamming window 

50% overlap of spectral segments. The resonant frequency of neurons was determined 

by injecting a 5 pA swept sine wave (ZAP, or impedance (Z) amplitude profile) current 

that varied in frequency from 0 to 10 Hz over 20 sec (Puil et al., 1986). Neurons were 

injected with negative bias current to prevent spiking during the ZAP current injection 

and spontaneous oscillation frequency and power were measured at this same holding 

potential. The amplitude of the ZAP was determined by the minimal amount of current 
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injection that would result in a detectable voltage deflection without eliciting spikes. 

Impedance (Z) was calculated from the ratio of the fast Fourier transforms of the 

injected current (I) and measured voltage response (V): 

 

𝑍 =
𝐹𝐹𝑇(𝐼)
𝐹𝐹𝑇(𝑉) 

 

The resulting impedance measurement, Z, is a complex number with real and imaginary 

components. When these components are plotted as x and y, the distance from the 

origin to the Z point represents the absolute value of Z. We use this absolute value for 

impedance measurements (Beatty et al., 2015; Stagkourakis et al., 2018).  

 For a resonant neuron, the resulting impedance curve displays a peak in 

impedance at the resonant frequency. The strength of this peak is quantified by the Q 

value, which is the peak impedance value divided by the impedance value measured at 

the lowest frequency (Koch, 1984).  

Conductance measurements 

 To measure NaP activation, a ramp was delivered to the neuron from -80 to -50 

mV over the course of 5 seconds (Leao et al., 2012). 1-10 nM TTX was included in the 

bath to help suppress escaping spikes and therefore enable current measurements at 

more depolarized potentials. The first ~2 seconds of the response was dominated by a 

linear outward current reflecting the passive membrane response to the voltage ramp. 

We fit this with a line and subtracted the linear values from the current response to 

perform leak subtraction. Conductance (G) was then calculated according to the 
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following equation, where I is current measured at a given voltage (V), and Vrev is the 

reversal potential of Na+ (which was calculated to be 77.4 mV): 

 

𝐺 =
𝐼

(𝑉 − 𝑉𝑟𝑒𝑣) 

 

 HCN activation in different external Ca2+ concentrations was measured similar to 

Tang & Trussell 2015. Cells were held at -60 mV and delivered 5-second steps from -

120 mV to -60 mV in 5 mV increments. After each 5 second step, the cell was brought 

back to -60 mV, resulting in a tail current from which HCN activation could be 

approximated. Cd2+/Ni2+ (50 µM each) were included in the bath to control for changes 

in Ca2+ concentration. Ba2+ (200 µM) and 4-aminopyridine (4AP) (1 mM) were also 

included to reduce contamination in the tail current from leak conductance and low-

voltage activated K channels respectively (Johnston et al., 2010; Leao et al., 2012). 

Both drugs block HCN channels, but were used at concentrations to minimize this effect 

(Ludwig et al., 1998).  

 The resulting NaP and HCN activation curves were fit with a Boltzmann equation: 

 

𝑦 = 𝑏𝑎𝑠𝑒 +
(𝑚𝑎𝑥 − 𝑏𝑎𝑠𝑒)

1+ 𝑒𝑥𝑝 𝑣50− 𝑥
𝑠𝑙𝑜𝑝𝑒

 

 

The base value was set to 0. The other resulting values, max (maximum conductance), 

v50 (half-activation voltage of the curve), and slope (a value that describes the 

steepness of the sigmoid) were compared for each cell between different external Ca2+ 
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concentrations. The population conductance curves for NaP and HCN were generated 

by normalizing raw conductance values for each cell to the max value given by the 

Boltzmann fit. These average values were then fit with their own Boltzmann equation.  

Paired recordings and cross-correlation analysis 

 The coupling coefficient for electrically coupled fusiform cells was determined by 

holding both cells in current clamp and alternating injection of a -1 nA square pulse into 

each cell. Coupling coefficient was calculated by dividing the amplitude of the voltage 

deflection in the post-junctional cell by the amplitude of the voltage deflection in the pre-

junctional cell. Pairs were considered to be coupled if the coupling coefficient was 

greater than 0.005 (Yaeger and Trussell, 2016). 

 For cross-correlation analysis for cell pairs, 1-2 min segments of subthreshold 

traces with a steady baseline were selected. Traces were resampled from 50 to 200 µs 

inter-sample-interval, bandpass filtered at 0.2-10 Hz, and baseline-subtracted. Cross-

correlograms were generated in Igor and normalized by dividing cross-correlation 

coefficient values (xcorr) by the standard deviation (sd) of each trace multiplied 

together:  

 

normalized xcorr 𝑡 =
xcorr(𝑡)

sd A 𝑡′ ∗ sd(B(𝑡′))
 

 

where xcorr(t) is the raw cross-correlation coefficient calculated for a given lag time t, 

and A(t’) and B(t’) are the voltage traces with t’ representing the time variable for the 

traces. In this way, if the analysis were an autocorrelation, variance would be the 

normalization factor and the value at time zero would be 1 (Beierlein et al., 2000).  
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 For spike cross-correlation, spikes were detected using threshold search in 

pClamp, generating a list of spike times for each cell. Spike times were binned in 1 and 

10 ms segments and cross-correlated in Igor. Resulting cross-correlation coefficients 

(xcorr) were then adjusted and normalized according to the following equation: 

 

normalized xcorr 𝑡 =
xcorr 𝑡 − scrambled

𝑛! ∗ 𝑛!
 

 

where nA and nB are spike counts from traces A and B. The scrambled term is the 

average cross-correlation coefficient value from cross correlating spikes from trace A 

with scrambled spike times from trace B, generated using the random.shuffle function in 

Python. This is used in place of the theoretically calculated term used by others 

(Eggermont, 1992; Stefanescu and Shore, 2015). In the text, both oscillation and spike 

time cross-correlation coefficient values are referred to as xcorr for simplicity. Peak 

xcorr values reported are measured at zero lag instead of the real peak. 

Experimental design and statistical analysis 

 Electrophysiological traces were analyzed with pClamp 10.4 software or custom-

written procedures in IGOR Pro 6.3 (RRID:SCR_000325) and Python 2.6 

(RRID:SCR008394). GraphPad Prism 7 (RRID:SCR002798) was used for statistical 

analysis and to make figures. Data are represented in the text and figures as mean ± 

SEM. Parametric analysis was used only after confirming assumptions of equal 

variances (Bartlett’s test) and normality (D’Agostino-Pearson omnibus normality test). 

The equivalent non-parametric tests were used when data were not normal; the name 

of the test used is included with all statistics reported in the Results section. One-way 
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ANOVA with repeated measures (RM) was used to compare statistics for single cells 

across more than two conditions, followed by Tukey’s post hoc comparisons (p values 

associated with post hoc tests are only reported when the main effect is significant). The 

Geisser and Greenhouse correction was applied to RM one-way ANOVAs to correct for 

possible violations of the assumption of sphericity (of note, this frequently changes 

associated DF values to non-integers). Assumptions of sphericity and effective 

matching were also confirmed for one-way ANOVAs.  

RESULTS 

Fusiform cells oscillate at rest 

 Approximately 80% of fusiform cells patched displayed 1-2 Hz subthreshold 

oscillations around the resting membrane potential in the absence of ongoing spike 

activity (Fig. 2.1A). Power spectrum analysis of the oscillations revealed a clear peak in 

this range, averaging 1.12 ± 0.03 Hz over the population (n=117 cells; Fig. 2.1B,E). 

Oscillation power was strongly voltage-dependent, indicating the involvement of 

voltage-sensitive channels (Fig. 2.1C; n= 10 cells). Oscillations were typically recorded 

in the presence of blockers of fast synaptic transmission (see Methods), but were also 

clearly present in the absence of synaptic blockers (Fig. 1D). Synaptic blockers did not 

affect oscillation frequency (Fig. 2.1E; 1.33 ± 0.12 Hz without blockers, n=15 cells, 

U=616, p=0.06, Mann-Whitney U). However, oscillation power in the presence of 

blockers (3.7 ± 0.5 mV/Hz2) versus without (0.8 ± 0.2 mV/Hz2) was significantly higher 

(Fig. 2.1F; U=462, p=0.002, Mann-Whitney U), likely due to increased channel opening 

that reduces membrane resistance and changes the effect of oscillation conductances 

on membrane voltage. These results show that rather than having a static resting 
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membrane potential, the excitability of DCN output neurons dynamically oscillates in a 

moment-to-moment fashion. 

Fusiform cells show slow intrinsic resonance 

 The resonant frequency of a neuron is the frequency at which a sinusoidal 

current injection will produce the maximal voltage response. Voltage-gated ionic 

conductances and passive membrane properties interact to result in this peak response. 

Resonant frequency is measured by injecting current of constant amplitude that varies 

in frequency (a “ZAP”) and measuring the resulting voltage (Fig. 2.2A, Puil et al. 1986). 

An impedance value can be calculated for each frequency by dividing the fast Fourier 

transforms of the current and voltage measurements (Hutcheon et al., 1996). The 

resonant frequency is revealed as a peak in the resulting impedance curve (Fig. 2.2A). 

The presence of a resonant peak is quantified by the Q value, which is the impedance 

measurement at the resonant frequency divided by the impedance measured at the 

lowest recorded frequency (Koch, 1984). A non-resonant neuron will have a Q value 

equal to or less than 1. All fusiform cells measured had a Q value greater than 1, with 

an average value of 3.8 ± 0.4 (n=21 cells; Fig. 2.2B). 

 Fusiform cells displayed resonance near their resting potentials. All cells 

displayed resonance of similar frequency even though only a portion of them displayed 

spontaneous oscillations. Spontaneous oscillators and non-oscillators were resonant at 

1.0 ± 0.1 Hz (n=14 cells) and 1.1 ± 0.1 Hz, respectively (n=7 cells, t(19)=0.9, p=0.399, 

two-tailed t-test; Fig. 2.2C). There was no difference in the membrane potential at which 

impedance measurements were made between these groups (-75.7 ± 0.7 mV 

oscillators, -76.8 ± 1.6 mV non-oscillators, t(19)=0.757, p=0.459, two-tailed t-test). The 
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resonant frequency of oscillating cells was similar to the frequency of their spontaneous 

oscillations (Fig. 2.2D; 1.0 ± 0.1 Hz, n=14 cells, t(13)=0.679, p=0.509, paired two-tailed 

t-test). These results suggest that the oscillatory frequency of fusiform cells is likely 

dictated by their intrinsic and ionic properties rather than being set by circuit-level 

mechanisms as is generally accepted from the cortical literature. 

NaP and HCN conductances are required for oscillations 

 Previous studies show that oscillations can be generated by interactions between 

voltage- or Ca2+-sensitive conductances and passive properties of the membrane. For 

example, in the thalamus oscillations are famously generated by T-type Ca2+ 

conductance (Steriade et al., 1993; Hughes et al., 2002). Surprisingly, we found that 

oscillations in fusiform cells persisted in the presence of Ca2+ channel blockers: addition 

of broad-spectrum Ca2+ channel blockers 100 µM Cd2+ and 50 µM Ni2+ resulted in a 

slight but non-significant increase in oscillation power (Fig. 2.3D; control 3.9 ± 1.5 

mV/Hz2, Cd2+/Ni2+ 7.2 ± 2.6 mV/Hz2, wash 4.6 ± 1.6 mV/Hz2; n=6 cells, F(1.6,7.9)=4.64, 

p=0.052, RM one-way ANOVA). Ni2+ also blocks NMDA receptors and therefore rules 

out the involvement of this conductance as well (Mayer and Westbrook, 1985). These 

results show that oscillations in fusiform cells are surprisingly generated by mechanisms 

distinct from those classically seen in other intrinsically resonant neurons. 

 By contrast, addition of 500 nM TTX fully blocked oscillations, indicating a critical 

role for Na+ channels in mediating this phenomenon (Fig. 2.3A; control 6.1 ± 4.3 

mV/Hz2, TTX undetectable, wash 4.6 ± 3.4 mV/Hz2; n=7 cells, W=11.14, p=0.0012, 

Friedman test). Bath application of the HCN channel blocker Cs+ (1-2 mM) similarly 

attenuated oscillation power (Fig. 2.3B; control 5.7 ± 1.8 mV/Hz2, Cs+ 0.2 ± 0.1 mV/Hz2, 
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wash 4.6 ± 1.4 mV/Hz2; n=10 cells, F(1.2, 10.8)=8.7, p=0.01, RM one-way ANOVA). In 

a separate set of experiments, ZD7288 (10 mM) was applied to confirm the role of HCN 

channels in oscillations. ZD7288 had matching effects to Cs+ (control 8.0 ± 3.9 mV/Hz2, 

ZD 0.4 ± 0.03 mV/Hz2; n=6 cells, W=-21, p=0.03, Friedman test).  

 We also tested for the involvement of K+ channels. The non-specific K+ channel 

blocker TEA (10 mM) significantly increased oscillation power from 2.5 ± 1.9 to 13.7 ± 

9.8 mV/Hz2 (Fig. 2.3C; wash 2.0 ± 1.5 Hz/mV2; n=7 cells, F=12.29, p=0.0003, Friedman 

test). This is likely due to increased input resistance. Altogether these results put forth a 

model whereby oscillations are generated by the interplay between NaP and HCN 

channels, whereas K+ channels negatively regulate the power of the oscillations. 

External Ca2+ concentration determines the strength of oscillations 

 The presence of oscillations was surprising given that they had not been reported 

despite decades of studies of fusiform cells in vitro (Gardner et al., 2001; Fujino and 

Oertel, 2003; Manis et al., 2003; Tzounopoulos et al., 2004). However, most previous 

studies of fusiform cells used an external Ca2+ concentration of 2.4-2.5 mM (Gardner et 

al., 2001; Fujino and Oertel, 2003; Manis et al., 2003; Tzounopoulos et al., 2004). Our 

experiments thus far used 1.7 mM Ca2+, which is much closer to the external Ca2+ 

concentration of CSF in vivo (Somjen 2004; Borst, 2010). Might differences in external 

Ca2+ explain why other studies did not report oscillations in fusiform cells? We tested 

this by systematically determining the relation between oscillation power and Ca2+. 

Oscillation strength showed a remarkably steep dose-dependence on Ca2+ 

concentration, decreasing to undetectable levels above 2 mM Ca2+, with a half-maximal 

power at 1 mM (Fig. 2.4A-B, n=8 cells). Though 1.7 and 2.5 mM are on the tail-end of 
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the dose-response curve, there is a four-fold difference between power measurements 

in these two concentrations.  

 The experiments described above highlighted the critical role of Na+ and HCN 

channels in the genesis of the oscillations.  Since TEA, Ni2+, or Cd2+ did not inhibit 

oscillations, it was unlikely that Ca2+ currents or Ca2+-dependent K+ currents contributed 

to the effects of changes in bath Ca2+ levels that we observed. However, certain studies 

show that external Ca2+ concentration regulates the voltage sensitivity of Na+ channels, 

with lower concentrations causing a negative shift in the half-activation voltage 

(Frankenhaeuser and Hodgkin, 1957; Campbell and Hille, 1976). If high Ca2+ 

concentration has a similar effect on Na+ channels in fusiform cells, the lower Na+ 

conductance could presumably inhibit the cells from oscillating. 

 We therefore tested whether changes in Ca2+ concentration over the range that 

modulates oscillation strength would also affect Na+ current. NaP conductance was 

measured in voltage clamp by gradually ramping membrane potential from -80 to -50 

mV over the course of 5 seconds (Fig. 2.4C; Leao et al. 2012). Voltage control was 

maintained by limiting Na+ current amplitude with TTX, blocking background currents, 

and using a narrow range of voltages (see Methods). Half-maximal activation voltage 

(v50) displayed a significant positive shift in higher Ca2+ concentrations (Fig. 2.4E 

center panel; n=9 cells, F(1.7, 13.3) = 31.07, p<0.0001, RM one-way ANOVA): v50 

increased from -61.2 ± 1.0 mV in 0.5 mM to -56.5 ± 1.0 mV in 1.7 mM (p<0.0001) and -

56.9 ± 1.3 mV in 2.5 mM (p=0.001). However, v50 was not measurably different 

between 1.7 and 2.5 mM conditions (p=0.851). Maximum conductance, as predicted by 

the Boltzmann fits, was not different between conditions, averaging 3.1 ± 0.7, 3.6 ± 0.8, 
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and 2.7 ± 0.7 nS from low to high concentration (Fig. 2.4E left panel; n=9 cells, F(1.2, 

9.9)=1.6, p=0.239, RM one-way ANOVA). Slope was also unchanged between all 

conditions, averaging 3.0 ± 0.2, 3.2 ± 0.2, and 3.0 ± 0.2 nS/mV in 0.5, 1.7, and 2.5 mM 

Ca2+ (Fig. 2.4E right panel; n=9 cells, F(1.1, 9.0)=0.514, p=0.514, RM one-way 

ANOVA). Higher external Ca2+ concentration may therefore effectively decrease NaP 

conductance to inhibit oscillations by positively shifting the half-maximal activation 

voltage of the channels. 

 We also tested for possible effects of Ca2+ concentration on HCN conductance 

(Fig. 2.5A,B). Ca2+ concentration did not affect the maximum HCN tail current (Fig. 

2.5C; average(0.5, 1.7, 2.5 mM Ca2+)=245.0 ± 21.5, 254.1 ± 23.8, 265.7 ± 19.7 pA, 

n=11 cells, F(1.9,19.5)=1.61, p=0.225, RM one-way ANOVA), or the parameters of the 

Boltzmann equation, including v50 (Fig. 2.5C; average(0.5, 1.7, 2.5 mM Ca2+)=-92.8 ± 

1.4, -92.8 ± 1.2, -92.2 ± 1.4 mV, n=11 cells, F(1.6, 15.9)=0.18, p=0.791, RM one-way 

ANOVA) and slope (Fig. 2.5C; average(0.5, 1.7, 2.5 mM Ca2+)=-7.6 ± 0.3, -7.5 ± 0.4, -

7.5 ± 0.7 pA/mV, n=11 cells, F(1.4, 14.3)=0.03, p=0.929, RM one-way ANOVA). These 

results indicate that external Ca2+ likely acts specifically on NaP, and explains why other 

labs didn’t see this phenomenon. 

Electrical coupling and oscillation synchrony 

 Fusiform cells are electrically coupled via gap junctions. Although the probability 

of proximal fusiform cells being electrically coupled is high (around 70% reported from 

20/28 pairs), the strength of coupling is low (0.01; Apostolides & Trussell 2013). 

Interestingly, paired recordings from fusiform cells revealed strong oscillation synchrony 

between neurons despite this apparent weak coupling. Cross-correlograms obtained 
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from correlating the two voltage signals of electrically coupled pairs displayed a peak 

close to zero lag (Fig. 2.6A). To determine whether the oscillation synchrony was 

indeed due to electrical coupling, we made dual recordings from Cx36 KO animals in 

which electrical coupling in DCN is abolished (Apostolides and Trussell, 2013b; Yaeger 

and Trussell, 2016). Interestingly, though fusiform cells from Cx36 KO tissue still display 

oscillations, there was no longer synchrony between closely apposed fusiform cells (Fig. 

2.6B). Population statistics are displayed in Figure 6C. The average xcorr for coupled 

pairs was 0.5 ± 0.05 (n=26 pairs). This was significantly larger than xcorr values for 

uncoupled pairs in WT and Cx36 KO tissue, both of which exhibited xcorr values close 

to zero (Fig. 2.6C left; 0.01 ± 0.01 (n=13 pairs) for uncoupled WT and -0.01 ± 0.02 

(n=10 pairs) for KO; F(2,46)=49.6, p<0.0001, one-way ANOVA; post hoc WT vs. WT 

uncoupled p<0.0001, WT vs. Cx36 KO p<0.0001). Coupled pairs in WT tissue displayed 

peaks in their crosscorrelograms close to zero lag, averaging 10.5 ± 1.8 ms (Fig 2.6C 

right). These results indicate that fusiform cell oscillations are generated by cell intrinsic 

conductances whereas the presence of electrical synapses allows synchrony across the 

neuronal population. 

 The oscillations observed in Cx36 KO mice had significantly lower power than 

oscillations recorded from WT (Fig. 2.6D; averages WT 3.7 ± 0.5 mV/Hz2 (n=117 cells), 

KO 0.9 ± 0.3 mV/Hz2 (n=19 cells); U=405, p<0.0001, Mann-Whitney U). Frequency, 

however, was unchanged (Fig. 2.6D; averages WT 1.12 ± 0.03 Hz (n=117 cells), KO 

1.32 ± 0.12 Hz (n=19 cells); U=846, p=0.096, Mann-Whitney U). This indicates that 

electrical coupling contributes to oscillation power. 
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Electrical coupling and spike synchrony 

 The presence of synchrony in subthreshold voltage oscillations might lead to 

spike synchrony between fusiform cells (Stefanescu and Shore, 2015, 2017).  To test 

this, spike times were binned at both 1 and 10 ms and used to generate cross-

correlograms of spike times. Electrically coupled neurons typically show robust spike 

synchrony, with synchronized spikes occurring within 5 ms of one another (Dugué et al., 

2009; Trenholm et al., 2014). In contrast, fusiform pairs showed no evidence of such 

fine-scale synchrony (Fig. 2.7A inset), perhaps due to their relatively weak coupling. 

However, in pairs where both neurons were bursting (Fig. 2.7A) or oscillating (Fig. 

2.7B), the resulting cross-correlograms displayed 1-2 Hz oscillations similar to those 

seen in the voltage cross-correlograms. The average xcorr for bursting pairs was 0.22 ± 

0.06 (Fig. 2.7C; n=6 pairs). The oscillations in the cross-correlograms of oscillating pairs 

were much weaker, resulting in xcorr values close to zero (Fig. 2.7C; oscillating 0.02 ± 

0.01, n=6 pairs). The lag time of the peak of these xcorr oscillations was similar to lag 

times measured when correlating oscillating membrane potential, averaging 57.3 ± 12.4 

ms (n=11 pairs). Cross-correlation waveforms for both bursting and oscillating pairs 

showed an average cycle width of 1012 ± 65 ms (n=11 pairs), matching the 

subthreshold voltage oscillations of the cells. For each bursting pair, we measured the 

spike frequency for each cell and averaged them to get the pair spike frequency. We 

saw a strong positive linear correlation between spike xcorr and spike frequency (Fig. 

2.7D; n=12 pairs, R2=0.86, p<0.0001, linear regression). Increased spike frequency in 

bursting pairs may therefore increase broad-scale spike synchrony. 
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Electrical coupling, synchrony, and distance 

 The distance between somas was approximated for a subset of dual recordings. 

With the exception of one pair with a distance of 120 µm between cells, all electrically 

coupled pairs fell within 80 µm of one another (n=9 pairs). There was no significant 

linear relationship between distance and coupling coefficient (n=20 pairs, R2=0.15, 

p=0.097, linear regression) or oscillation synchrony (n=17 pairs, R2=0.19, p=0.119, 

linear regression). Considering the highly detailed mapping of mouse DCN tonotopy 

(Muniak et al., 2013) and the relatively conserved region in which pairs were made, it is 

likely that only fusiform cells within the same or similar tonotopic domains were 

connected.  

DISCUSSION 

Oscillations & resonance properties 

 Our results show that fusiform cells of the DCN display slow 1-2 Hz oscillations 

when at rest. Given that the oscillations are still present in the absence of synaptic 

blockers and that the intrinsic resonance frequency is also 1-2 Hz, the oscillation 

frequency is likely set by the intrinsic resonance of these cells (Fransén et al., 2004). 

Resonance is created by active and passive properties that filter low- and high-

frequency voltage fluctuations, resulting in a bandpass peak in the impedance curve 

(Hutcheon and Yarom, 2000). The passive membrane properties of neurons filter out 

high-frequency voltage fluctuations while slow-activating conductances damp low-

frequency voltage fluctuations. It therefore appears that the intrinsic resonance sets the 

frequency of oscillations in the DCN, similar to what has been shown in the neocortex 

and hippocampus (Chen et al., 2016).  
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 Fusiform cells require both HCN and NaP to produce steady oscillations. These 

conductances are known to underlie oscillations in other brain regions, including stellate 

cells of the entorhinal cortex, neuroendocrine tuberoinfundibular dopamine neurons, 

principal cells of the inferior olive, thalamic relay neurons, CA1 hippocampal pyramidal 

neurons, and strial cholinergic neurons, among others (Mccormick and Pape, 1990; 

Fransén et al., 2004; Wilson, 2005; Hu et al., 2009; Boehlen et al., 2013; Matsumoto-

Makidono et al., 2016; Stagkourakis et al., 2018). Electrical connections also boosted 

the power of oscillations (Fig. 6B). This may be because electrically connected neurons 

effectively inherit some portion of the NaP and HCN conductances of connected cells 

(Apostolides and Trussell, 2014). Modeling studies in other regions show that NaP 

conductance increases during the depolarizing phase of the oscillations while HCN 

conductance increases during the hyperpolarizing phase (Dickson et al., 2000; Fransén 

et al., 2004). This likely describes the dynamic interplay of voltage-dependent activation 

and deactivation occurring in fusiform cells as well. 

 Other blockers had variable effects on oscillations. Ca2+ channels are required 

for spontaneous oscillations in inferior olive (Llinás and Yarom, 1981; Matsumoto-

Makidono et al., 2016), but did not appear to contribute to slow fusiform oscillations. 

TEA caused an increase in oscillation power, perhaps by enhancing cell input 

resistance or depolarizing and increasing oscillation amplitude in the dendrites that 

couldn’t be effectively clamped. 10 mM TEA blocks low- and high-threshold K+ channels 

as well as KCNQ channels that underlie M-type K+ current (Johnston et al., 2010). 

These K+ channels therefore do not appear to be involved in generating oscillations. 
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Effect of external Ca2+ 

 Ca2+ concentration had a large effect on oscillation power: low Ca2+ (0.5 mM) 

caused oscillations to become much larger in amplitude compared to control (1.7 mM) 

whereas high Ca2+ (2.5-5 mM) blocked oscillations. This may explain why previous 

studies in DCN that used a standard 2.5 mM Ca2+ concentration (and total divalent 

concentrations of ~3.7 mM) have not noted the presence of oscillations (Gardner et al., 

2001; Fujino and Oertel, 2003; Manis et al., 2003; Tzounopoulos et al., 2004). Olsen et 

al. (2018) used 2 mM external Ca2+ and also did not note oscillations. Lowering external 

divalent concentrations has been shown to reveal oscillations in other brain regions as 

well. For example, Sanchez-Vives & McCormick (2000) observed the emergence of 

slow oscillations in vitro matching those observed in vivo when they lowered external 

divalent concentrations in slice to concentrations closer to those reported in vivo 

(specifically from 2 to 1 mM Mg2+ and from 2 to 1.2 mM Ca2+). Divalent ions have a 

charge screening effect on neuronal membranes such that higher divalent 

concentrations make it harder for voltage-gated channels to “sense” a change in 

voltage. This results in a positive shift in the activation curves of voltage-sensitive 

conductances and may explain why previous in vitro studies see oscillations in lower 

external divalent concentrations (Frankenhaeuser and Hodgkin, 1957; McLaughlin et 

al., 1971; Campbell and Hille, 1976).  

 We attribute the effect of external Ca2+ concentration on oscillation power to 

specific action of Ca2+ on Na+ channels (Campbell and Hille, 1976). High external Ca2+ 

induced a significant positive shift in the voltage range of activation for NaP. Because 

we held total divalent concentration constant, this observation cannot be purely 
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explained by general divalent charge screening, unless of course Ca2+ is more effective 

at screening Na+ channels than Mg2+ is (Horn, 1999). It is perhaps unsurprising that we 

did not see a difference in v50 between 1.7 and 2.5 mM Ca2+ as the relationship 

between Ca2+ and v50 is highly non-linear (Campbell, 1976). It may be that our 

experimental setup was not sensitive enough to detect relatively smaller effects of Ca2+ 

concentration on Na+ channels that still effectively move the cell further towards the tail-

end of the dose-response curve. Ultimately, our results suggest that that the impact of 

external Ca2+ concentration on NaP conductance may move the neuron outside of a 

parameter space in which spontaneous oscillations can occur (Hutcheon and Yarom, 

2000).  

Synchrony 

 All electrically coupled cells displayed oscillation synchrony. Given the weak 

coupling strength, it is perhaps unsurprising that we did not observe evidence for 

millisecond-precision spike synchrony that is observed in other electrically coupled 

networks (Dugué et al., 2009; Trenholm et al., 2014). Furthermore, fusiform cells are 

likely coupled in their dendrites, which are very far and thus electrically isolated from the 

axon initial segment where spikes are generated (reviewed by Connors 2017). 

However, spike synchrony between fusiform cells of similar best frequencies is 

observed in vivo (Voigt and Young, 1988; Gochin et al., 1989; Stefanescu and Shore, 

2015, 2017). Based on our results, spike synchrony in vivo is likely driven by shared 

synaptic input.  
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Physiological relevance  

 Further study will be needed to explore the presence of oscillations in the DCN in 

vivo. Modeling studies of oscillations driven by HCN and NaP show that synaptic noise 

enhances the likelihood of resonance and oscillations (Fransén et al., 2004; Prescott et 

al., 2008b). Slow oscillations do not appear to guide simple spontaneous spike rate as 

fusiform cells are known to spike at 20-30 Hz in vivo (Davis and Young, 2000; Ma and 

Brenowitz, 2012). Fusiform cells phase-lock to amplitude-modulated tones and have 

best envelope frequencies, but these modulation frequencies are much faster than 1-2 

Hz (Kim et al., 1990; Rhode and Greenberg, 1994; Gdowski and Voigt, 1998). The best 

evidence for slow oscillations in vivo is from spontaneous bursting, which in guinea pig 

occurs at 0-0.2 Hz (Wu et al., 2016). HCN/NaP oscillations could underlie these burst 

rates, particularly if more intact electrical coupling in vivo imposes a slower network 

frequency (Stagkourakis et al., 2018). 

 It is possible that the oscillations are an epiphenomenon resulting from 

biophysical mechanisms that establish resonance in fusiform cells. Active dendritic 

conductances maintain robust oscillations and synchrony in networks with distal 

dendritic coupling (Saraga et al., 2006). Resonance is functionally important as it 

shapes the electrical response to synaptic input both from auditory input to the basal 

dendrites and multisensory input to apical dendrites. The distal dendrites are likely 

where fusiform electrical coupling occurs given that this is the site where they are 

coupled with molecular-layer interneurons known as superficial stellate cells 

(Apostolides and Trussell, 2013b). Oscillations or resonance may therefore perform 

some unique function in dendritic computations of the molecular layer where 
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multisensory inputs are received. NaP/HCN interactions may also endow fusiform cells 

with a resonant response to auditory input in the basal dendrites, functioning to shape 

the well-documented afterhyperpolarization that follows acoustic stimuli (Hancock and 

Voigt, 2002).  

 We found that fusiform cells typically show electrical coupling in slice when 

somas are within 80 µm of one another. According to three-dimensional reconstructions 

of frequency mapping in mouse DCN, it is likely that only fusiform cells within the same 

frequency domain are coupled (Muniak et al., 2013). Chemical synapses that are 

located close to electrical connections can enable synaptic input onto one cell to spread 

electrically to the other (Trenholm et al., 2014). NaP and HCN activation by parallel fiber 

input also leads to reshaping of the synaptic input, significantly increasing the amplitude 

and width of the EPSP (Apostolides and Trussell, 2014). Because gap junctions act as 

low pass filters, the slower EPSPs are kinetically ideal for transmission through gap 

junctions (Bennett and Zukin, 2004). Furthermore, active dendritic conductances such 

as NaP are known to amplify synaptically-induced conductances (Schwindt and Crill, 

1995). Oscillations would therefore amplify synaptic-electrical input in a synchronized 

fashion between cells. It is therefore possible that fusiform coupling allows for 

distribution of synaptic input amongst fusiform cells that are within the same frequency 

domain. Shared variability resulting from synchronized oscillations may work to 

coordinate the output from a given frequency domain and therefore strengthen the 

perception of that frequency. 
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Figure 2.1. Fusiform cells display 1-2 Hz oscillations in resting membrane potential. A, 

Example raw voltage trace from an oscillating fusiform cell in the presence of blockers 

of fast synaptic transmission (see Methods). B, Power spectrum for example cell shown 

in A, with a large peak apparent between 1 and 2 Hz. C, Plot displaying the voltage 

dependence of subthreshold oscillations (n=10 cells, power is normalized to the power 

measured at -76 mV). D, Raw voltage trace showing oscillations in the absence of 

synaptic blockers. E, The frequency of oscillations was not affected by the presence of 

synaptic blockers (U=616, p=0.06, Mann-Whitney U). F, However, oscillation power was 

significantly greater in the presence of synaptic blockers (U=462, p=0.002, Mann-

Whitney U). **p<0.01. 
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Figure 2.2. Fusiform cells display intrinsic resonant frequencies of 1-2 Hz. A, Average 

voltage response of a fusiform cell injected with a ZAP current, resulting in the 

impedance curve displayed to the right. The impedance curve for this cell shows a 

resonant peak at 1.6 Hz. B, All fusiform cells produced impedance curves with a Q 

value greater than 1, indicating the presence of a resonant peak. C, Both spontaneously 

oscillating and non-oscillating fusiform cells displayed resonant peaks in their 

impedance profiles, with no population difference in resonant frequencies (t(19)=0.9, 

p=0.399, two-tailed t-test). D, The resonant frequency of oscillating cells matched the 

frequency of their spontaneous oscillations (t(13)=0.679, p=0.509, paired two-tailed t-

test).  
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Figure 2.3. Subthreshold oscillations require persistent Na+ and HCN conductances. 

Oscillations were blocked by bath application of 1 mM TTX (A; W=11.14, p=0.0012, 

Friedman test) and 1-2 mM CsCl (B; F(1.2, 10.8)=8.7, p=0.01, RM one-way ANOVA). 

Conversely, 10 mM TEA (C) increased oscillation power (F=12.29, p=0.0003, Friedman 

test). Broad-spectrum Ca2+ channel blockers (D) also appeared to increase oscillations, 

but the enhancement was not significant (F(1.6,7.9)=4.64, p=0.052, RM one-way 

ANOVA). Bias current was applied to correct for membrane potential changes with drug 

application before power measurements were made. Population graphs are normalized 

to control. *p<0.05, **p<0.01, ***p<0.001. 
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Figure 2.4. Effect of Ca2+ concentration on the Na+ channel activation curve. A, Raw 

voltage traces illustrate how the amplitude of oscillations is larger in lower external Ca2+ 

concentrations. B, Dose-response curve displaying oscillation power measured in 

fusiform cells across varying external Ca2+ concentrations (n=8 cells). C, Na+ 

conductance curves were measured in varying external Ca2+ concentrations by applying 

a 5-second ramp holding from -80 to -50 mV. Raw current traces in response to the 

voltage ramp are displayed for one cell. D, Normalized conductance curves for example 

cell shown in C. Conductance curves were normalized to the maximum conductance 

values measured from fitting the data with a Boltzmann sigmoid. E, Population data 

comparing maximum conductance, half-activation voltage, and slope measured from 

Boltzmann fits across Ca2+ concentrations. Maximum conductance was unchanged 

between conditions (F(1.2, 9.9)=1.6, p=0.239, RM one-way ANOVA). Half-activation 

voltage was positively shifted in Ca2+ concentrations greater than 0.5 (F(1.7, 

13.3)=31.07, p<0.0001, RM one-way ANOVA). There was no significant difference in 
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slope between different external Ca2+ concentrations (F(1.1, 9.0)=0.514, p=0.514, RM 

one-way ANOVA). *p<0.05, **p<0.01, ***p<0.001. 
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Figure 2.5. Effect of Ca2+ concentration on the HCN channel activation curve. A, 

Example HCN tail currents (magnified in insets) measured in varying concentrations of 

Ca2+: cells were held at -60 mV, injected with current steps from -120 to -60 mV in 5 mV 

increments for 5 seconds, and stepped back to -60 mV to induce a tail current. B, The 

HCN activation curve was generated by measuring the amplitude of the resulting tail 

current associated with each voltage step (n=11 cells). Population data are fit with 

Boltzmann sigmoid equations. C, The maximum tail current amplitude, half-activation 

voltage, and slope did not vary significantly between Ca2+ concentrations. 
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Figure 2.6. Oscillation synchrony in electrically coupled fusiform cells. A, Paired 

recordings from electrically coupled fusiform cells in WT tissue. The resulting 

crosscorrelogram for this pair, shown to the right, displays a peak around zero lag. B, 

Dual recordings from two fusiform cells in Cx36 KO tissue. The resulting 

crosscorrelogram to the right shows no central peak around zero lag. C, Left: 

Electrically coupled cells in WT tissue have significantly larger xcorr values (measured 

at lag zero) than uncoupled pairs in WT and Cx36 KO tissue (F(2,46)=49.6, p<0.0001, 

one-way ANOVA). Right: Lag times measured for the peak in oscillation 

crosscorrelograms for coupled pairs in WT tissue. D, Population statistics comparing 
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basic features of oscillations recorded from WT vs. Cx36 KO animals. Left: Oscillation 

power was significantly lower in fusiform cells measured from Cx36 KO tissue (U=405, 

p<0.0001, Mann-Whitney U). Right: There was no significant difference in oscillation 

frequency between WT and KO (U=846, p=0.096, Mann-Whitney U). ****p<0.0001. 
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Figure 2.7. Broad-scale spike synchrony displayed by electrically coupled fusiform 

cells. A, Paired recordings from electrically coupled fusiform cells that are both bursting 

(left) and the resulting spike crosscorrelogram for this example pair (right). The inset 

displays a lack of a peak around zero ms lag between ±20 ms: this indicates a lack of 

fine-scale spike synchrony. Indeed, no pair displayed the fine-scale spike synchrony 

that is commonly seen in strongly electrically coupled neurons of other brain regions. 

However, the crosscorrelogram on a wider time scale shows a slow oscillation matching 

the oscillation frequency of the neuron, indicating broad-scale spike synchrony. B, 

Paired recordings from electrically coupled fusiform cells that are both oscillating (left) 

and the resulting spike crosscorrelogram for this example pair (right). Pairs either 

consisted of cells that were bursting (>10 spikes per oscillation cycle), oscillating (<5 

spikes per oscillation cycle), or not oscillating. Oscillating pairs showed 

crosscorrelogram oscillations similar to bursting pairs, but much weaker. C, xcorr 

measured at zero lag for spike crosscorrelograms across the population of fusiform 
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pairs. xcorr values measured from bursting pairs were significantly larger than xcorr 

values measured from oscillating and non-oscillating pairs, which both displayed xcorr 

values around 0 (W=8, p=0.01, Kruskal-Wallis). D, There was a strong linear correlation 

between spike xcorr and spike frequency in bursting pairs (R2=0.86, p<0.0001, linear 

regression). Spike frequency was averaged between cells to get one value for the pair. 

*p<0.05, ****p<0.0001. 
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SUMMARY AND CONCLUSIONS 

1. Co-release of inhibitory neurotransmitters in the inferior colliculus  

 In Chapter 1 I established the presence of GABA/glycine co-release from 

ascending fibers terminating in the ICC. Prior to this study, co-release was a well-

established phenomenon in auditory brainstem regions, but had not been observed or 

studied in the auditory midbrain. I tested many of the main hypotheses for differential 

impacts of co-released glycine vs. GABA that underlie the foundation for possible 

functional impacts of co-release. However, the GABA- and glycinergic components 

were surprisingly similar, which perhaps suggest they play a redundant role in ICC 

signaling. Our study was unique for its technological capabilities, which allowed us to 

stimulate co-releasing fibers and fibers from specific ascending regions in a specific 

manner. 

What is the function of GABA/glycine co-release in the auditory midbrain? 

 The apparent redundancy of released transmitters could be essential for the IC to 

operate in its unique role as the interface for the lower auditory brainstem regions and 

the thalamus/cortex where glycinergic and GABAergic transmission dominate, 

respectively. For example, this glycinergic input is important for the startle response, so 

individuals with a compromised glycinergic system have an exaggerated startle 

response. Currently the most effective treatment is GABA receptor agonists, which fits 

nicely with our findings (Zhou et al., 2002).  

 There are other possible impacts of GABA/glycine co-release in the ICC that 

could be explored in the future. Though our study was focused on the adult auditory 

brainstem, the co-release observed in adulthood may be a byproduct of its presence 
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and possible functional role during development. For example, both GABAA and GABAB 

receptors have a neurotrophic role in development, so GABA may be uniquely required 

for proper development of co-releasing synapses (Represa and Ben-ari, 2005; Gaiarsa 

and Porcher, 2013). GABA may also be uniquely required for proper receptor clustering 

during development. Gephyrin is thought to be critical for postsynaptic clustering of 

glycine receptors, but GABA receptors that contain certain subunits (including α1 

subunits that are present at high density in the IC) are able to cluster independent of 

gephyrin (Milbrandt et al., 1997; Feng et al., 1998; Kneussel et al., 2001). GABA 

receptor clusters also induce gephyrin clustering, which would hypothetically enable 

subsequent glycine receptor clustering in the development of glycinergic or 

GABA/glycingeric synapses (Lévi et al., 2004).  

 In Chapter 1, we probed for possible spillover effects of GABA and were unable 

to detect any activation of GABAB receptors. It would be interesting in the future to also 

investigate the possible impact of glycine spillover on NMDA receptors. Glycine is a co-

agonist of NMDARs and spillover in the superficial dorsal horn of the spinal cord has 

shown to potentiate the NMDA response (Ahmadi et al., 2003). In the IC, NMDARs 

mediate spike output in response to sound in vivo (Feldman et al., 1996; Sanchez et al., 

2007). Studies in slice show NMDAR-mediated currents in response to lemniscal 

stimulation when cells are at resting potentials as well as NMDAR-dependent long-term 

potentiation following a classic tetanic stimulation induction protocol (Zhang and Wu, 

2000; Ma et al., 2002a). Glycine spillover could therefore modulate auditory processing 

and plasticity in the IC via NMDARs. One caveat is that our optogenetic stimulation 

causes release from both mixed and purely glycinergic terminals, so this experiment 
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cannot distinguish if glycine from specifically co-releasing terminals is required for 

NMDAR potentiation.  

Did the use of optogenetics affect our results? 

 Optogenetics has some inherent limitations. Some researchers have expressed 

concern that wide-field stimulation is not optimal because direct stimulation of boutons 

may change the shape of the presynaptic waveform or directly depolarize the terminal 

to allow in Ca2+ (Jackman et al., 2014). The solution to this is to use high-intensity light 

focused specifically over fiber tracts away from the terminals. However, I was not able 

to use distant stimulation as my microscope was not set up for this type of focused 

stimulation. Nonetheless, we believe direct terminal depolarization did not affect our 

results as we were able to achieve rates of short-term synaptic depression with light 

similar to electrical stimulation. However, it cannot be ruled out entirely. 

Are there presynaptic glycine receptors on co-releasing terminals? 

 One avenue that we did not explored in Chapter 1 was the presence of 

presynaptic glycine receptors. Glycine receptors are normally localized to postsynaptic 

terminals as a result of the high binding affinity of the beta subunit with gephyrin, an 

anchoring protein (Tyagarajan and Fritschy, 2014). However, homomeric GlyRs that 

contain only alpha subunits are expressed presynaptically (Turecek and Trussell, 2001; 

Jeong et al., 2003; Xiong et al., 2014). In rat, glycinergic boutons terminating on spinal 

dorsal commissural neurons express GlyRs, and the high internal Cl- concentration 

allows for glycine-mediated autofacilitation at that synapse (Jeong et al., 2003). It would 

therefore be interesting to use a drug that specifically agonizes or antagonizes 

homomeric receptors to explore whether glycine might uniquely modulate co-releasing 



	 101	

terminals in ICC. Dehydroxylcannabidiol (DH-CND), which has been shown to block 

homomeric GlyRs with high specificity (Xiong et al., 2011, 2012), might serve this 

purpose. It would also be interesting to test the effect of blocking GlyRs on excitatory 

synaptic input, as co-released glycine could also act on nearby glutamergic terminals. 

However, these experiments may give the same results as the effect of CGP in Chapter 

1. 

2. Electrical resonance and slow oscillations in cochlear nucleus 

 In Chapter 2, I examined resonance and slow neural oscillations in the principal 

cell of DCN. Fusiform cells display a 1-2 Hz subthreshold oscillation in their resting 

membrane potential. These oscillations are driven by activation of subthreshold HCN 

and persistent Na+ channel conductances, which presumably activate and inactivate in 

an alternating voltage-dependent manner to drive the regular voltage fluctuations. The 

oscillations could not be observed in external Ca2+ concentrations greater than 1.7 mM, 

which likely accounts for the fact that previous studies, which typically used external 

concentrations of 2 mM, did not observe these oscillations. Finally, the electrical 

coupling of fusiform cells enabled oscillations to synchronize, suggesting that 

oscillations may have computational impact on the fusiform cell network.  

Do conductances other than NaP and HCN modulate oscillations? 

 The investigation of which conductances underlie the generation of subthreshold 

oscillations was relatively straightforward, but it would be interesting to further study 

whether other conductances might play a secondary part by impacting the speed or 

amplitude of oscillations. It would also be especially interesting to more closely explore 

a possible role for M-type K+ conductance (mediated by KCNQ channels) in shaping 
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fusiform cell oscillations.  M currents are frequently involved in other regions where 

HCN and NaP underlie the oscillations and play a more modulatory role. In these 

regions, activating M channels increases the frequency of oscillations, resulting in theta 

frequencies (Prescott et al., 2008b; Boehlen et al., 2013). This issue is especially 

interesting for fusiform cells because noise-traumatized animals that develop tinnitus 

show increased M-type conductance, leading to more bursting and synchrony as well as 

general excitation levels (Li et al., 2013; Wu et al., 2016). Modified oscillation dynamics 

could explain the increase in bursting and synchrony that are thought to perhaps 

underlie the tinnitus percept (Wu et al., 2016). 

Does Ca2+ regulate oscillation strength via Na+ channels?  

 An important result from our work was that oscillations disappeared in the 

presence of external Ca2+ concentrations greater than 1.7 mM. We hypothesized that 

this was due to the effect of Ca2+ concentration on the Na+ channel activation curve. 

Indeed, higher Ca2+ concentrations caused a positive shift in the half-maximal activation 

voltage of fusiform persistent Na+ channel conductance. Conversely, there was no 

effect of Ca2+ concentration on the HCN conductance. Though it is likely that the impact 

of Ca2+ on Na+ channels is the mechanism by which Ca2+ concentration modulates 

oscillation strength, it would be useful in future studies to assess this possibility with a 

biophysical model (see e.g. Golomb et al., 2006).  

 Several biophysical models of fusiform cells already exist (Kanold and Manis 

2001, Leao et al. 2012, and Ceballos et al. 2016). There are also several biophysical 

models that describe oscillations generated from HCN and NaP conductances (Dickson 

et al. 2000, Fransén et al. 2004, and Boehlen et al. 2013). One would first need to 
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describe the theoretical requirements for slow oscillations to appear in fusiform cells and 

compare the model parameters to measured values. When there are two conductances 

involved in generating spontaneous oscillations, different conductance level 

combinations will result in different oscillatory outputs in response to current input. For 

example, current input may result in a brief oscillation that quickly collapses to steady 

membrane potential or, alternatively, the generation of spontaneous oscillations. These 

varying conductance combinations and system outputs can be explored using phase-

plane plots from dynamical systems analysis (Hutcheon and Yarom, 2000). Phase-

plane plot data can then be used to construct a stability diagram that shows what range 

of combined conductances are the best fit to result in spontaneous oscillations. Along 

with testing the relationship between external Ca2+ concentration, NaP activation, and 

oscillation strength, modeling and stability diagrams could also be used to probe 

general questions of how “robust” the oscillations are under different conditions. This 

would allow predictions, for example, about oscillations in vivo and in response to 

different types of synaptic input (Prescott et al., 2008a).  

Is oscillation synchrony confined to isotopic frequency domains? 

 Our results indicate that electrical coupling between fusiform cells, though very 

weak, enables synchronization of slow oscillations between cells. We further observed 

that fusiform cells were typically only connected when they were located within 80 µm of 

each other. Muniak et al. (2013) made a highly detailed three-dimensional model of the 

DCN that maps tonotopy and 80 µm is well within range of a single tonotopic domain. 

We therefore suggest that only fusiform cells within the same tonotopic domain are 

electrically connected and therefore display oscillation synchrony. If true, this could 
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have massive implications for the function of oscillations in frequency coding. However, 

it will be important to confirm this hypothesis with further experiments such as in vivo 

recordings from multiple fusiform cells within the same tonotopic domain. Alternatively, 

one could use transgenic tools such as the Fos-Cre-ER mouse, a genetic line that 

enables Cre expression in Fos-expressing neurons (Guenthner et al., 2013). Fos is an 

immediate early gene that has been established as a marker for recently activated 

neurons (Bullitt, 1990). This mouse can therefore be crossed with a Cre-dependent 

reporter line to enable fluorescent protein expression in recently activated neurons. The 

mice could be exposed to a pure tone and fluorescing fusiform cells could be patched in 

vitro to confirm that electrically coupled fusiforms cells are confined to the same 

tonotopic domain with DCN. 
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