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ABSTRACT

ELECTROOPTIC STREAK CAMERA

John B. Shaw, Ph.D.
Oregon Graduate Center, 1980

Supervising Professor: Richard A. Elliott

This dissertation presents the results of research directed
towards the development of an electrooptic streak camera. A number of
electrooptic techniques have been utilized to provide beam deflection,
but, as shown here, they are all subject to limitations imposed by
transit time of light through the device. These limitations may be
overcome, however, by suitably combining a number of simple deflec-
tors to form a strip transmission line which can provide a synchronous
interaction between an electrical pulse and the optical pulse to be
displayed. This new deflector 1is capable of excellent service in
streak camera applications.

Unfortunately, the existence of a suitable deflection technique
does not immediately guarantee the development of a practical electro-
optic streak camera; major difficﬁlties exist in the production of an
acceptable voltage pulse generator. Photoconducting silicon switches
offer a possible solution, but they have not yet attained the perfor-
mance level necessary for this application as highlighted by the
investigations carried out in this work. Laser triggered spark gaps
are the best alternative, and utilizing one of these, the first demon-

stration of the new deflection technique has been accomplished.

ix



Although the results have been less than dramatic, the best resolu-
tion time obtained being only 750 picoseconds, they show that it
should be possible to construct an electrooptic streak camera pro-

viding better than 10 picosecond resolution in the near infrared.



CHAPTER 1

INTRODUCTION

Since the late 1960's, interest in picosecond phenomena has
steadily increased, primarily in response to the development of
techniques for producing and measuring picosecond optical pulses.

It is now possible to make direct measurements, on a picosecond
time scale, of phenomena such as intermolecular and intramolecular
lifetimes.l_3 Utilizing transform limited pulses,4 phase dependent
propagation phenomena such as coherent photon response5 and self-
induced transparency6 may be studied. 1In the context of laser
fusion research, picosecond pulse measurements provide diagnostic
aids for laser development and pulse shaping systems. As new pulse
sources and measurement techniques are developed, new avenues of
research appear, and this field continues to grow.

A variety of techniques exist for the measurement of picosecond
optical pulses, including a number based on linear or nonlinear
optical interactions, and one, the photoelectron streak camera, based
on the generation and subsequent deflection of an electron beam.
Bradley and New7 have written an excellent paper reviewing and com-
paring these various techniques. A short review is included here
which illustrates the advantages and limitations of the various meas~
urement techniques in current usage.

The first direct evidence of picosecond structure in laser pulses

came from measurements based upon second harmonic generation (SHG).S_12



A typical setup as used by Weberlo’ 12

is illustrated in Figure 1.

The beam splitter routes part of the incoming beam to each polarizer
where two beams of orthogonally polarized light are generated.

After recombination, the two beams pass through the index matched
Potassium Dihydrogen Phosphate (KDP) crystal to induce SHG of the
second kind.l3 The detector receives the light that has passed
through the second harmonic filter. SHG occurs only when the two
recombined beams overlap in the KDP crystal. To obtain a pulse
profile, measurements of the second harmonic power must be made with
many pulses while systematically varying the overlap of the two

pulses in the KDP. Since no SHG occurs when no overlap exists, the
second harmonic background light is zero, this being the major advan-
tage of this arrangement. Also, since the second harmonic is coherent
light, it emerges from the KDP in a nearly parallel beam that is easy
to collect efficiently. However, the high light intensities required
and the many measurements necessary to obtain a profile are major dis-
advantages of this technique.

For single pulse events the two photon fluorescence (TPF) tech-
nique may be used. Referring to Figure 2, the incoming beam is split
and subsequently recombined in a dye which fluoresces only from two-
photon absorption of the incident light. A single pulse passing
through the dye will generate some background fluorescence. Since the

intensity of the fluorescence grows as the square of the intensity, a

second pulse, of intensity equal to the first, will result in four
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Figure 1. The second harmonic generation technique devised by Weber.
The KDP produces SHG of the second kind from the two overlapping,
orthogonally polarized beams provided from the input beam by the
beam splitter and polarizers. Adjustment of the movable mirror
allows pulsewidth determination.
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Figure 2. A typical setup for Two Photon Fluorescence.
Fluorescence occurs with maximum intensity in the shaded
region where the two pulses overlap. The width of this
bright region indicates the input pulse width.



times the intensity of the fluorescence. A region of more intense
fluorescence then corresponds to pulse overlap, and the width of this
region is related to several characteristics of the initial pulse.
Extensive studies of this relationship may be found in the literature,
a few of which are listed here for reference.lz’ 14-18
Another technique, the optically driven Kerr cell, depends upon
the optical Kerr effect.19 Figure 3 illustrates its operation.
Initially, no signal light reaches the film because of the crossed
polarizers. An intense gating pulse propagating in the Kerr cell
reorients the molecules with respect to the optical electric field,
inducing local refractive index changes which alter the polarization
of the signal beam as it passes through that portion of the medium.
The output polarizer transmits this light to the film. The resulting
spot sweeps across the film as the gating pulse propagates down the
cell, and the film records the spatially varying spot intensity,
which corresponds to the signal pulse intensity profile in time.
This technique offers the advantages of low background intensity,
direct signal pulse intensity readbut, and the possibility of measur-
ing low intensity pulses. Of course, a powerful gating pulse syn-
chronized with the signal pulse must be available. Frequently,
satisfaction of this requirement follows from the derivation of both
pulses from one source. The first experiments by Duguay and Hansen

employed a Kerr cell using carbon disulfide and measured a pulse of

8 picoseconds duration.
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Figure 3. A Kerr cell shutter.

The crossed polarizers keep the signal pulse from
reaching the film unless a gating pulse is present.
Application of a gating pulse induces polarization
changes in the signal pulse which permit light to
be transmitted through the region of overlap of

the pulses. Signal pulse intensity variations

in time then appear as spatial intensity variations
along the film.



For low light level measurements without the use of an intense
gating pulse, one must use a photoelectron streak camera, Other
advantages of this instrument include direct intensity profile
readout, operation over a wide spectral range, nearly wavelength
independent operation within this range, and resolution times of
one to ten picoseconds. Its major disadvantages stem from its
limited infrared response, extending at most to about 1.1 micrometers
(due to the photocathode), and its relatively high cost. Referring
to the simplified illustration of Figure 4, part of the input beam
triggers the sweep electronics while the remainder illuminates the
photocathode. The emitted electrons are collimated, accelerated,
and swept across a phosphor target where a visible streak image forms.
After intensification by the pickup camera, the pulse shape data is
ready for processing or immediate display. Usually a wide range of
resolving times are provided by inclusion of several different sweep
rates in the sweep circuiltry. A range of several picoseconds to
hundreds of picoseconds is not uncommon in commercial instruments,
while resolution times below 1 picosecond have been reported.

The preceding descriptions of current display technologies and
their limitations point out the lack of a streak camera capable of
operation with low light intensities at infrared wavelengths with
time resolutions in the picosecond range. Considerable effort has
been expended toward extending photocathode operation further into
the infrared spectral range. This has resulted in useful photo~

cathodes for 1.06 micrometers (as needed for some laser fusion
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Figure 4. A photoelectron streak camera.
The incoming pulse produces photoelectrons whose current density corresponds
to the pulse intensity. This beam is swept across the phosphor to produce
an image which is amplified and recorded by the camera for display.



diagnostics), but it will probably never extend their usefulness to
wavelengths much longer than this. Thus, a new technique is required
to meet this need.

Much research in this field is devoted to methods of direct
light beam deflection by use of the linear electrooptic effect
exhibited by many materials. An applied electric field induces a
change in refractive index which induces a controlled prismatic bend-
ing of a light beam passing through the material. This approach
leads to a device such as that depicted in Figure 5. The incoming
light passes through the deflector, which sweeps the beam axis
through some small angle. The imaging lenses then focus the light
onto the film where a streak is formed. Part of the incoming light
triggers a high voltage sweep circuit in order to actuate the
deflector during the passage of the signal. The operation and out-
put of the device appear similar to that of the photoelectron streak
camera, but of course the photocathode has been removed, and the
light beam is now swept directly. The resulting device is capable
of low light level operation from ultraviolet to far infrared wave-
lengths, thus being able to replace all currently used measurement
techniques.

Subsequent chapters of this dissertation will address all aspects
of the electrooptic streak camera. Chapter 2 develops the theory of
the simple deflection devices described in the literature prior to

this research. Comparisons of the various arrangements show that,
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in theory, they are all essentially equivalent, each being capable
of the same performance and subject to the same transit time limita-
tions.

Chapter 3 proposes two new forms of deflectors. These devices,
theoretically capable of subpicosecond resolution times, do not
exhibit transit time limitations. Ease of construction and perform-
ance superiority indicate that the multiple pass traveling lens
system is the preferred approach for streak camera design.

Chapters 4 through 6 cover the practical problems involved in
demonstrating a useful system. At present, difficulties in gener-
ating high voltage, high current, fast risetime pulses prove to be
the major limitation. Research in this area is reviewed here.

Chapter 7 describes the streak camera experiments performed in
this work. Although they have not extended the state of the art in
terms of resolving time or resolvable spots obtained, they represent
the first demonstrations of the multiple pass traveling lens system
proposed in Chapter 3, and they provide confirmation of the theory

therein.
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CHAPTER 2

SIMPLE ELECTROOPTIC DEFLECTION TECHNIQUES

When an electric field is applied along particular axes of some
crystals, their indices of refraction change. This electrooptic
effect has been researched extensively and exploited in many devices.
In the linear electrooptic effect, the index change varies linearly

. . 22
with applied field,

An = % ngrE = bE , (2.1)

n, being the unperturbed refractive index, r the appropriate electro-
optic tensor component relating the electric field and optical polar-
ization directions, and E the applied field. Typically, maximum An
values are of the order of 1073 to 10~"% for the best materials such
as lithium niobate and potassium dideuterium phosphate (KDDP).

A number of beam deflection techniques based on the electrooptic

effect are in use, including deflection by Bragg diffraction,23

quadrupole induced index gradients,24 prisms,25-27 electrode induced
linear field gradients,28 and a traveling lens des:i.gn.zg-'31 Some of
23, 27, 28

these have been demonstrated in optical waveguides, while
the remainder have been in bulk devices; however, each could be
demonstrated in a bulk device.

The quadrupole deflector, prism deflector, and lens deflector

have received serious consideration for streak camera applications,

with the quadrupole system displaying the best experimental
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performance so far. These three systems receive close attention in
this chapter where it is shown they are each capable of the same
theoretical performance, with some differences occurring in practice.
The literature contains several excellent reviews of prism and

26, 32, 33

gradient type bulk devices, but none of them cover transit

time effects as discussed here.

2.1 Quadrupole Gradient Deflectors

Figure 6 shows a quadrupole device capable of deflection by
production of an index gradient. As shown in Appendix 1, hyperbolic
electrodes provide a linear electric field gradient (Figure 6b)
given by

- _ 2
3E,_/dy 2v_/R?, (2.2)

Also n = n, - bE, so that 3n/dy = b3E/3dy specifies the resulting
index gradient. The deflection angle may be found by noting that

the radius of curvature of a light path in a medium with a constant

index gradient 1534

= ~ = = 2
p = 1/Vlog n no/Vn no/(an/ay) noR /2bV0 (2.3)
and the approximate deflection angle is then
=1 = 2
6 /e 2bVo£/n0R (2.4)

before exit from the crystal. Applying Snell's law at the crystal

to air exit interface gives the external deflection angle



Figure 6.

a) The basic quadrupole deflector arrangement.
Hyperbolic electrodes induce a linear field

gradient (b) which may be used to deflect a
light beam.

14
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6 = 2bvoz/R2, (2.5)

An alternative and more general technique for determination of the
deflection angle takes note of the fact that the path length change

at the edge of the beam is given by
Ap = bER = 2bV02w/R2 (2.6)

while at the center of the beam it is given by Ap = 0, and hence the

deflection angle is

6, = Ap/w = 2bVo£/R2 (2.7)

35

for a beam of radius w. The usefulness of this deflector is

determined by the number of resolvable spots as defined by

N

81/8 = nbvozw/xkz (2.8)

where B = 2A/7mw is the full angular divergence of the Gaussian beam
determined by the 1/e? intensity points of the far field pattern,36
and where w is again the beam radius in the crystal.

Equation (2.8) gives the d.c. (low speed) deflection formula.
For high deflection rates it becomes necessary to include the effects
of the changing field that the light encounters as it propagates
through the crystal. For a voltage increasing linearly with time,
the field at any point in the crystal is a function of time and

position. Integrating An over the length of the crystal then gives
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the total path length change. With to being the ramp time, t the
time at which light enters the crystal relative to the start of the
ramp, and x the distance traveled by the light into the crystal, we

have
vV = Vo(t + nox/c)/to for t + noz/c <t, and 0 <x <2 (2.9)

where the time constraint insures the voltage will be rising during
the entire interaction time. The corresponding path length change,
deflection angle, and number of resolvable spots as functions of

time are then:

) g
[ bE{w} dx = b [ 2vw/R2dx

Ap =
0 o
= 2 2
2bVow (te + % no/2c)/toR
(2.10)
= = 2 2
81 Ap/w 2bVO(t£ + % n0/2c)/toR
= = 2 2
N =98;/B = Wwao(tQ + 2 no/2c)/AtoR .

One final quantity of interest is the resolving time, which may be
defined as the time required for the beam to sweep across each spot,
i.e.,

= = M2
g = 1/(dN/dt) = R AtO/waolw . (2.11)

The number of spots in the usable ramp time, tu = t0 - nl/c, is

obtained by substituting tp for t in Equation (2.10) giving
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= — 2
N Trbvoﬂw(t0 nl/c)/AtoR . (2.12)

To minimize tR’ the ramp time t0 must be as small as possible,
whereas the maximum number of spots requires t, large. This tradeoff
always occurs when considering transit time effects. For fixed ty

the maximum number of spots occurs when & = ct0/2n giving

2
N, waoctOwlékR n_

(2.13)

=
]

2AR%n /mwbV c.
o o

For practical deflectors the capacitance of the device is also

of interest. As shown in Appendix 1 this is given by
C = eol(e" + El) (2.14)

when the optic axis of a uniaxial material is along either the y or
z axes shown in Figure 6a. Here, € is the permittivity of the vacuum,
and €] and €| are the relative dielectric constants for an electric
field parallel and perpendicular to the crystal optic axis.

Using this arrangement Irelan§24 has demonstrated a resolution
time of 20 picoseconds in a practical device without compensating for
the optical transit time. This represents the best resoclution

obtained to date by an electrooptic streak camera.

2.2 Prism Deflectors

Prism type deflectors were suggested almost as early37 as

quadrupole deflectors, and they have received considerably more
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attention. Lee and Zook26 published an excellent review of prism
techniques which covers nearly all aspects of their design and use;
they did not, however, consider transit time effects. These effects
in prism systems have been analyzed and discussed in conjunction with
the research being described in this dissertation.31 The most
impressive low speed demonstration of the prism deflection technique
was accomplished by Beasley38 who built a prototype television pro-
jection system using electrooptic scanning of a laser beam. He
obtained several hundred resolvable spot positions, a very exceptional
result.

A simple prism deflector is illustrated in Figure 7. It consists
of two right angle prisms sandwiched between electrodes on top and
bottom. The crystal axes of the prism material are oriented so that
application of a potential, Vo’ to the electrodes decreases the index
of refraction of the first prism and increases that of the second prism
for light of a given polarization.

The angle through which the light beam is deflected by a static
field is easily found by applying Snell's law at the interface of the

prisms. This yields
g = JLAn/wno = szo/wnod (2.15)

provided An << n and ® << 1. To determine the device character-

istics when a time varying field is applied, we again apply the

technique of computing the induced path length changes. Referring to



Figure 7.

The basic two-prism deflector.

The symbols @ and @ indicate that the crystallographic
c-axes of the 1lithium niobate crystals are oriented in the
negative and positive z directions respectively. The
electric field is in the +z direction. The directions of
the x and y axes of the right handed coordinate systems
are also indicated.

61
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the coordinate system of Figure 7, the path length change for rays
at y = tw is just iRAn/wno, and the resulting wavefront tilt or

deflection angle is 6 = !LAn/wn0 as before.

Next, we consider the effect of an applied voltage ramp,

0 ; t<0

vit} = vt/ s 0t <t (2.16)
\Y sy t>t
o o}

on the light beam. The induced path length change for a ray which

enters the first prism at y at time t and leaves the second prism

at time t + noz/c is

b u
Ap{y,t} = nd l:— [ Vit + nox/c} dx

o )
2

+ fV{t + nOX/c} dx:| (2.17)
u

with u = (1 + y/w)2/2 being the abscissa of the point where the ray
crosses the interface between the two prisms. Substituting for V{t}
from (2.16) and integrating yields

bV n 22 n 22y n_22y? ]
_ o o __o __o _ Yyt
bply,t} = n t d [ be 2cw bew? W (2.18)

provided t is restricted to the interval 0 < t < t, nOQ/c.
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The first three terms in (2.18) are time independent. The first
corresponds to a static delay of the wavefront due to the fact that
the beam passes first through a lower and then a higher index
material while the magnitude of the index difference is increasing.
The second term is linear in the transverse coordinate, y, and
represents a static wedge, while the third term is quadratic and
represents a lens whose focal length, in the paraxial approximation,
is f = 2w2ctod/V0b22. This focusing effect, while at first sight
surprising, is readily understood by a ray tracing argument illus-
trated in Figure 7. Consider the three rays indicated. Each follows
a straight line up to the interface between the two prisms and again
between the interface and the exit from the second prism, but at the
interface, rays 1, 2, and 3 are deflected through progressively
larger angles since the index difference is increasing with time and
the rays reach the interface at progressively later times. The
deflection angle varies linearly across the beam, and the effect is
the same as a wedge plus lens combination. The focusing effect can
be compensated for with auxiliary optics.

The last term in Equation (2.18) represents a deflection which
increases linearly with time over the interval 0 < t 2t - nOQ/c.
The deflection angle for a beam entering the first prism at time t
is then

bV bV t

° (¢ + nollc) = °

olel = 4oe a nowta * 10 (2.19)
o o o o
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where the second term is due to the static wedge discussed above.
The angular range of the deflection which occurs within the usable

time interval, 0 < t Sty- nol/c, is

6, = {t - nOR/c} - 8{0} = JLbVo(to - noi/c)/nowtod. (2.20)

During the time intervals -nol/c <t < 0 and t, - noﬁ/c <t <ty
different parts of the beam are deflected through different angles
introducing severe aberrations which cannot be readily corrected.
As with the quadrupole deflector the usefulness of this device
is determined by the number of resolvable spot positions traversed
during the sweep. For small deflection angles this is given by

N

em/s where B is again the full angular beam divergence,

B Zx/wnow. However, for larger deflections, the beam will hit the
sides of the device unless proper external focusing is employed. Lee
and Zook26 have treated this geometrical constraint, and they find

that the optimum f-number of the beam is 2/8m. This reduces the

number of resolvable spots somewhat and the correct formula becomes
Bm emz ™ 6 w < emz >
N=B_ l—gy—* =—'2)\— l——8-w— . (2.21)

This formula may be used for any device in which the deflection
appears to originate at a point halfway between the entry and exit
faces of the device. Reference to this formula will be made in a

later section. Substituting em as given in (2.20) yields
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bV n o bV023 n 2 2
N=2)\d Q,(l-x)— m <l-€E—) (2.22)
o fo} (o] .
This is a maximum when w is large, in which case
vaol no£
N = 57d (l—z) . (2.23)

The minimum resolvable time, t, is just the usable time interval,
t, - noz/c, divided by N, which gives
T = A 2 .
2 tod/Tr bvo ] (2.24)
As with the quadrupole arrangement the maximum number of spots

occurs for § = cto/2n0 yielding

™oV _ct
N =—2_2
m 8in _d
o
4in d
- [¢]
Tm waoc . (2.25)

A number of other prism arrangements have been described in the

25, 26, 32, 39 Analysis along the lines given here shows

literature.
them all to be essentially equivalent to a single prism of length ',
%' being the total interaction length of the light and the active
material. Their main advantage is a practical omne: they exhibit less

capacitance than the equivalent single prism device. For a simple

parallel plate capacitor the capacitance is given by
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C = E:HEOA/d = €||Eo(2wi)/d. (2.26)

2.3 Traveling Lens Deflector

The traveling lens deflector is a recent development in the
field of electrooptic deflection, being originally proposed in

29

1976. It has received little attention other than that given in

this dissertation and related publications;30’ 31

however, it shows
considerable promise in streak camera applications.

Figure 8 illustrates the traveling lens deflector. A parabolic
voltage pulse propagating in the y direction forms a lens which
focuses the light beam as it passes through the crystal in the x
direction. The focal spot is then carried along with the lens,

effectively generating deflection.

For a parabolic voltage pulse of width 2Y; in the crystal,
Viy,t} = Vi[1 - (y - tc/Ve)?/Y,?] ;
ly = te/ve | < Y, (2.27)
an index change of
paly,t} = bvy[1 - (y - te/V/e)2/Y32]/d (2.28)

occurs. The induced path length difference due to this disturbance

for a ray entering the crystal at y at time t is
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Figure 8. The traveling lens deflector.
The parabolic voltage pulse induces a lens whose

focus moves as the pulse propagates down the
waveguide.
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2
sply,t} = [ an{y, t + nox/c}dx
)
bV 2
=5 [1- (- te/Ve)?/v,? (2.29)

- n 4y - tc//E)/le/E-— n0222/3€Y12].

This is quadratic in y and corresponds to a cylinder lens moving dowm
the guide with speed ¢/vVe whose center is noll/g behind the peak of
the voltage pulse. The focal length of this induced cylinder lens 1is,

in the paraxial approximation,
f = Y12d/2bv; 8, (2.30)

It can focus an initially plane Gaussian beam of half width w to a

beam of halfwidth

w, = Bf = AM/mw = AY;2dVe/mbV twe , (2.31)

The focal spot produced by this lens translates at the same
speed as the electrical pulse in the wave guide, c/VE; which means
that the time for the focused beam to traverse one spot width, i.e.

the resolving time, is

T = 2w _Ye/c = AY)2d/e/mbV dve . (2.32)
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The optical signal will be properly focused and displayed only
if there is complete overlap with the voltage pulse. The duration of
the voltage pulse is 2Y1/Eyc, and the transit time for light in the
crystal is noz/c. Thus there is coincidence for times 0 < t < t; with

t; given by

t; = [2/e(¥) - w) - n2l/c. (2.33)

The number of spot widths swept in this time, the number of

resolvable spots, is
N = ty/t = nbVitw [ 2(Y; - w) - nol//g ]/Xled. (2.34)

Maximizing this with respect to w gives 2w = Y; - nOZ/Z/E and then

mHV12(Y; - noz/2¢E)2

N =
2)Y,2d
2)Y,2dV/e
"l'=
mbVi2e(Y) ~ n_t/2/e) . (2.35)

Finally, defining the voltage time duration in terms of t,s the time

required to reach maximum voltage, gives Y; = ct //E.and

bV, 2 t, - n /2
N=\""a
2Xxdt
- o
(wbvll) ( - n SL/ZC) (2.36)
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In practical applications the stripline impedance is important and

is given by 40
;- 120m/Ve
v + 0.461 + S [1n(e/d + 0.94) + 1.4511] + L= (0.082)
3
(2.37)
for striplines having 2 > d. When & >> d this simplifies to
7 = 1207md (2.38)
I

2.4 Comparisons

To compare the various configurations, a few assumptions must be
made to cast the formulae into similar forms. TFor the quadrupole
case, assuming that w = R and requiring that the internal field
never exceed the material dielectric field strength 2V°/R = Em,

Equations (2.12) and (2.11) then show

( TbE_ £ t -n l/c')
N = m o o
q 2 ( to

2>\to
q mHE 2 (2.39)

For the prism case one can assume Vo/d = Em and use Equations (2.23)

and (2.24) to derive
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. ('nbEmIL) (to - nozc
A
P 2 to

2it
0

P nbEmSL

(2.40)

Finally, with Vo/d = Em Equations (2.36) lead to the corresponding

(wbE Q) t - mn 2/2c 2
N. = ™ ( o o )
£ 2\ t
o
2Xt t
. = o o
[ (ﬂbEmQ) (to - nl/c) ] (2.41)

For the usual case of to >> nOR/c, the lens equations approach the

lens formulae

preceding equations for the quadrupole and prism deflectors. Note
that setting 2w = Y; in Equations (2.32) and (2.34) for the lens

rather than the optimum value of w results in

ThE 2 t_ - nl/c
N = m (o]
2 2\ t
(o]
2\t
T = 9
2 THE % . (2.42)

All three devices have identical characteristics under these condi-
tions. Thus, for simple deflectors the number of spots and the
resolving time are a function of the interaction length, voltage ramp

time, and various material parameters.
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Having demonstrated the operational equality of these devices,
another point of comparison is the volume of material required to
produce the specified characteristics. The independent variables
for volume determination are 2, t s Vs and Em (Em frequently is
determined by factors other than dielectric breakdown strength).

For the quadrupole deflector, R is limited by Em to R = 2V0/Em

giving an approximate volume of Vq = 2(2R)? = R(AVO/Em)Z. For the
lens system d is given by d = Vo/Em’ and the required crystal width
is given by 2w = ¥, = ct_//e. Then V, = Yi8d = ct 2V /E /e is the
required volume. The prism deflector presents a more difficult
calculation. As with the lens system d = VO/Em; however, the

width, 2w, is governed by two constraints. The first is w >> 6m2/8
as required in the operational comparison, and the second is em << 1
as required in the original derivation. These conditions can usually
be satisfied by requiring 2w > d.

Table 1 summarizes these results. The prism system always
requires less volume than the quadrupole system. This is due to the
nonuniform field and the requirement that voltages of plus and minus V
must be applied in the quadrupole case. If Y; >> d is required for
the lens (a practical constraint normally), then the lens volume is
always greater than or equal to the prism volume and will usually be
much larger. Thus, the prism deflector usually requires considerably
less material to obtain a given set of performance characteristics

than either the lens or quadrupole systems.



TABLE 1

SIMPLE DEFLECTOR VOLUME COMPARISONS

31

Length Width Height Volume
Quadrupole % 2R = 4V 2R = 4V_ 84 2
Deflector B F E
max max max
Prism L VO d Vo [ Vo
>
Deflector E E E
max max max
Lens ) Y ct d ct oV
Deflector — 2 ° 9
Ve max E 3
max
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Since the most important practical limitation in using these
devices is the pulse generator, the capacitance and impedance of
these devices are also of importance. From Equations (2.39) - (2.42)

the number of spots per unit length is given approximately by
N/& = nbEm/ZA (2.43)

for the common case of t, >> noﬁ/c. For the quadrupole system the
capacitance per unit length, given by Equation (2.14), may be used to

obtain the capacitance per spot

C/N = [eo(e" + ¢) )1 (2A/7bE ) | (2.44)
Similarly, for the prism systems

C/N = [e ey (2u/d)] (2A/7DE ) . (2.45)

Practical prisms usually require 2w/d >> 1. Consequently, for most
materials the quadrupole system will entail less capacitance per spot
than the prism system.

Comparison with the traveling lens system is more difficult and
will not be done here. Since the traveling lens system usually
requires much more material than the quadrupole or prism systems, the
latter would normally be preferable.

Before leaving the topic of simple lumped deflection systems,
one final limitation of these devices requires some emphasis. As

discussed earlier a tradeoff always exists between the number of spots
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obtainable and the resolving time. When ty is as small as possible
the best resolution time is obtained. However, to must exceed the
transit time, %n/c. Thus, the best resolution time (corresponding

to the case of zero spots) occurs for t = wWele giving the result

Tem = Ax/wngrcEm (2.46)

which is dependent only upon the material chosen and the wavelength.

For A = lum and Em = 10’V/m, we have

for LiNbO3 : =n_ = 2.2, r =30.8 X 10712m/v, g = 26.4,
and Tom 2.8 ps
and for KDDP : n_ = 1.5, r = 23.6 X 107 12m/v, ¢ = 48,
and Tom = 7.9 ps. (2.47)

Conventional photoelectron streak cameras offer picosecond
resolution with 25 to 100 spots resolution. Therefore, no simple
electrooptic deflection system is likely to replace them in the
spectral region of A < 1lym on the basis of performance alone, although
there may be valid economic reasons for using electrooptic devices.
Since the electrooptic deflector resolution deteriorates for longer
wavelengths, these simple deflectors do not show great promise in
the infrared region either. These results are due to the limitation
imposed by transit time of the light through the crystal. The next

several sections deal with a method of overcoming this limitation.
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CHAPTER 3

DEFLECTION SYSTEMS WITHOUT TRANSIT TIME LIMITATIONS

The previous chapter dealt with simple deflection systems all
of which were subject to transit time limitations. In this chapter
we examine systems which perform without this limitation. By
placing a series of simple deflectors side by side, a strip trans-
mission line may be constructed. The arrangements for the prism
and lens devices are illustrated in Figures 9 and 10. The voltage
pulse propagates down the line while the light beam traverses back
and forth across the line. The dimensions are chosen to maintain
synchronism between the voltage pulse and light pulse to allow many
interactions of the two. By choosing the correct angle of crossing
for the lens system exact synchronism can be maintained and no
transit time effect occurs. For the prism arrangement a small transit
time effect due to one pass through the line (simple prism effect)
occurs, but it is quite small.

A single pass traveling lens deflector can be constructed which
is free of transit time effects. By adjusting the angle of incidence
in the simple lens deflector, the light and voltage pulses can be prop-
agated with exact synchronism, thereby eliminating transit time effects.
The interaction length may then be increased far beyond the restriction
imposed by transit time. Practical problems involving the stripline

impedance and required voltage pulse source, however, limit the
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MIRROR / WINDOW /
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Figure 10. The iterated traveling lens deflector.
The angle 63 = arcsin (n/Ye) is such that a point
on the optical wavefront maintains exact coincidence
with the same point on the electrical waveform The
space between the edges of the stripline and the
mirrors is filled with an index matching substance.
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usefulness of this arrangement. For completeness it is analyzed at

the end of this chapter.

3.1 Multiple Prism System

Before considering multiple prism systems in detail we must
modify the analysis of the simple prism deflector given in Chapter 2
to include the effects of a voltage ramp moving across the prism due
to its inclusion in the stripline structure. The analysis follows
the previous one closely. Referring to Figure 11, the voltage is
uniform in the direction of light propagation at any given instant
but is a linear ramp in the direction of the waveguide axis, the
y direction. The performance of the stripline prism deflector may
be readily determined by the path length techniques of the previous
chapter. The time origin is chosen so that the voltage ramp is

present in the prisms at t = (0
Viy,o} = V w(l - y/w)/Y (3.1)

with Yo = cto//g, to being the duration of the voltage ramp. Then,
the induced path length change for a ray entering at (0,y) at time t

becomes

bV u
dply,t} = 3 ;d [-— J(w -y + te/Ve + nox//g )dx
o (o]

L
+ f(w -y + te/Ve + nox//g )dx.] (3.2)
u
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where, as with the simple prism deflector, u = 2£(1 + u/w)/2. On inte~

gration this yields

bv nolz n 22 n 22 2
AP{Y,t} = Y nd - 2w + -‘% + | fw ~ %2_
o 4Ve 2/ 4ve
_ fyte
we (3.3)

The first three terms represent a static delay, wedge, and cylinder
lens respectively, similar to those occurring in the simple prism.
The last term is a wedge varying linearly in time representing an

angular deflection of
8{t} = bvozc/nowYod/E . (3.4)

The maximum value of t for which the optical and electrical fields

overlap is

t, = t, - (2wve + nol)/c = [(Yo - 2w)ve - nol]/c (3.5)

and the corresponding deflection angle is

6 = bV (Y - 2w - nol//e—)/nowYod. (3.6)

Turning now to the multiple prism arrangement shown in Figure 9,
we see that the time required for the electrical pulse to move from
one prism to the next is 2w/e/c while the time required for the light
is &n/c in the stripline plus 4wn/c in the external prisms. Synchron-

ization occurs when these are equal, leading to the condition
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% = 2w(v/e-:_/no - 2). (3.7)

Since the incremental deflection due to each unit is small,
the total angular deflection, ¢m’ is just kem for k units, with Gm

given by Equation (3.6) and with £ given by Equation (3.7), thus
¢ = 2kbEm(/E/no - 2)(Y_ - 4w + 4wno//e‘)/noyo. (3.8)

The total length of the optical path is k(c/no)(ZW/EVC) = 2ka27no.
Substituting this value for % in Equation (2.21) along with o of

Equation (3.8) for em, we obtain for the number of resolvable spots

-nbVo(/E/no - Dkw

N = AYod (Y0 - 4y + 4wno//z)

1 bvo/E(/E/no - 2)k?

(Yo - 4w + 4wno/¢E)

2
2no Yod (3.9)

and a time resolution of
1=t /N= /e_(Yo - 4w + zmno//E)/cN. (3.10)

Equations (3.9) and (3.10) describe the important characteristics
of the multiple prism system. In streak camera applications it is
desirable to obtain the maximum number of spots possible given a
particular voltage risetime, and two limiting cases are of special
interest: those where the number of prisms, k, is small (as may be

required for economic reasons); and those where the number of prisms
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has its optimum value. For small k the term in brackets is approxi-

mately one and Equations (3.9) and (3.10) simplify to

=z
]

TV _(e/n, - Dkw(Y, - 4w + 4wn//2)/xyod

-
L]

AYod/E/nbVo(/E/no - 2)kwe. (3.11)

Maximizing the number of resolvable spots, N, with respect to the

prism halfwidth, w, leads to

w=7Y/8(1-n//e)

% =Y (Ve/n - 2)/4(L - n_/Ye)

N = mbV kY _(Ve/n_ - 2)/16Xd(1 - n_/Ve)

T = 8xd(/e - n )/mbY ke(Ve/n_ - 2). (3.12)

For lithium niobate at one micrometer and a field of 107 V/m (e = 26.4,

n =2.2,b=1.6x 10710 m/v), these give:

T = (50/k) picoseconds; N = 10 kt0 spots; w = 1.28 t, om;

and 2 = 0.856 t0 cm. (3.13)

with t0 in nanoseconds.

These equations show that the number of resolvable spots is pro-
portional to the number of prism sections as we would expect. In
addition, the prism dimensions scale with the voltage ramp time

(through YO) as does the number of resolvable spots, while the
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resolvable time is independent of the physical dimensions of the
prisms. Thus a physically larger system (more interaction length)
provides more spots but no better resolution for a fixed number of
prisms.

For large k, N is a maximum when

1
e

k=k = {[3bvo/E(/E - 20 ) (Y - 4w + 4wno//E)]/2no3Yod} (3.14)

which yields

1
2
Ny o 2T 2nobv0(/2 - 2 ) (Y - 4w+ 4wno/¢25
X
o 3 3Y dve
(o)
{ Ve 3Y0d/§(Yo - 4w + Amo//g) L
{k } =
0" 2mic 2n bV (Ve - 2n ) (3.15)
o o o} .

Finally, maximizing this N with respect to w yields

w = Y°/6(l - no//E)
e = YO(/EYnO - 2)/3Q1 - n0/¢E)
ko = [2no3d/bVo(e - ZnOVE)]%
- nYo[ZnobVo(l - 2no//5)]%
27x(1 - n_//e)/d
1= 9\(Ve - no)/nc[2nobVo(l - 2n0//E)/d]%. (3.16)
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For lithium niobate under the same conditions as before

A
it

0.88 picoseconds; n = 378 to spots; k = 59;

E
[

=1.70 to cm and 2 = 1.14 to cm (3.17)

where to is in nanoseconds.

These results show that an optimum number of prism sections
exists for a given material and peak voltage, and use of this many
prisms results in a corresponding characteristic resolving time. As
before, the number of spots and system dimensions scale linearly with

the voltage ramp time.

3.2 Lens Systems--Geometric Considerations

Analysis of the multiple lens system is most easily accomplished
by the use of ray matrix techniques. The analysis presented here
begins with a determination of the geometric constraints and their
consequences. The results will be applied to the multiple lens system
and finally to the special case of a single lens system having syn-
chronous light and electrical pulse interaction.

The geometric limitations may be understood with the aid of
Figure 11. With perfect synchronism of the light and voltage pulses,
the deflection system is entirely equivalent to that of Figure 11.
This diagram shows the situation when the beam width, 2w, is less
than the effective voltage pulse width, 2Y;, in the crystal. This

condition is required for complete overlap of the optical pulse width



late entry Yo
Yo—-2w
+w

Figure 12. Traveling lens geometric limitations.
For a beam width much less than the electrical pulse width, 2Y ,
in the deflector, a beam of width 2w' must stay in a region of
that width as shown at the top (latest possible entry time, full
deflection) while traveling through the deflection system.

Y
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by the electrically induced refractive index change in the crystal in
order to avoid severe beam quality degradation. The entry time of the
light pulse into the deflector relative to the position of the voltage
pulse corresponds to the height of the ray as shown in the figure.
Two beam entry times are depicted. The first shows the beam of
width 2w entering the system with the beam edges at heights Y; and
Y; - 2w corresponding to the edge of the electrical pulse and there-
fore maximum deflection. The second shows the beam edges at *w
corresponding to the center of the electrical pulse and no deflection.
Note the dashed lines beginning at the beam edges upon entry. These
form an aperture within which the beam must stay during its passage
through the system. This aperture constraint is imposed by the
requirements that the beam must pass through the deflector without
slipping beyond the edge of the electrical pulse, and it must pass
through the deflector without hitting the mirrors upon entry or exit
from the deflector. This constraint determines an optimum f-number
for the entering beam and limits the number of resolvable spots.

The optical system may be represented by a ray matrix of the

41

form

(A B
T =, D) (3.18)

which has a determinant of 1, i.e., AD - BC = 1. For all cases of

interest here the additional constraint of A = D occurs. Thus

A2 = BC + 1. (3.19)
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The ray matrix may be used to determine the height, h', and slope, s',
of any ray exiting the system as a function of its entry height, h,

and slope, s, according to

A B\/h\ _ /h'\ _ h
(€ 2)G) = () = =(2). .20
From Figure 12 the lower ray of the beam at maximum deflection must

satisfy

T(Y1—2W>=<Y1':2W). (3.21)

S S

A beam of f-number f; inside the crystal requires s = 1/2f.

Inserting this gives
A B Y]_ - 2w = AYl - 2Aw + B/2f1 = Yl - 2w (3 22)
C D 1/2f1 CY1 - 2Cw + D/Zfl s' :

Equating the heights then leads to

= B ==+ 4
R R TGRS Y ¢ 2 Wl Tore s v (3.23)
For a given system this determines the external focusing required in
order to obtain the maximum number of spots.
For the lower ray of the undeflected beam, the effects of the

system are given by

A B -w \_ [-w1\_ [-Aw + B/2f
(c D)(l/Zfl)' ( sl)- (—Cw+D/2fi) (3.24)
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At the exit plane the spot radius is then
wi = Aw - B/2f; = Aw - (1 - A) (Y] - 2w) (3.25)

and the distance to the focal plane is

w1 Aw - (1 - A)(Y; - 2w)

£= ET = D(1 - A)(Y; - 2w)/B - Cw (3.26)

while the spot size in the focal plane is

v = sf=—§‘%=%—[n(1—A)(Y— 2w) /B - c:w]_l. (3.27)
To determine the deflection in the focal plane, one may first compute
the displacement of the center of the beam at the exit face relative
to the entry face and then add to this the additional deflection
resulting from the non-zero slope of the central ray between the
exit face and the focal plane. The position of the central ray at the

exit face follows from the position at the entry face by application

of the system ray matrix
A B Yy - w) _ (AY; - Aw
(e o) () - (i) (3.28)

where Y, - w is the entry face height, A(Yl - w) the exit face height,
and C(Y1 - w) the slope of the exiting central ray. The spot move-

ment of the beam on the output face is then

D1 = (Yl - W) - A(Yl - W) = (l - A)(Yl - W) (3.29)
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and the movement at the focal plane due to the slope change is

Aw - (1 - A)(Y; - 2w) }
DO = A)(Y; < 20)/B = Gw | . 3+30)

D, = -fc(Y; - w)] =C(w - Yy) [

From the total two sided deflection in the focal plane, 2(D:1 + D2),
and the spot size in the focal plane, 2wo, the number of resolvable
spots for this system is N = 2(D; + Dz)/2wo. Using (3.29), (3.30),
(3.27), and (3.19), the number of resolvable spots and corresponding

resolvable time are

2
I

= -nC(Y; - w)[A(Y; - w) = (¥; - 3w)]/A(1 + A)

-23(1 + A)Ve

Z(Yl - W)/N(C/‘/g) = el [A(Yl - w) - (Yl - 3W)] .

(3.31)

-
Il

These simplify to the simple lens formulae, (2.32) and (2.34), when
the appropriate matrix elements, A = 1 and C = 1/f with f given by
(2.30), are used and the transit time, (n%/c), is ignored. Equation
(3.31) for the number of resolvable spots corresponds to Equation
(2.21) for prism systems when geometric constraints on the maximum
allowable deflection are taken into account.

The preceding derivations have assumed that the optical system
is made up of a sequence of positive lenses; however, the system will
also provide deflection when negative lenses are employed. Practic-
ally, a simple reversal of the electrical field will reverse the sign

of the lens. The negative lens case is treated in Appendix 2, where
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it is shown to be inferior to the positive lens case. For this

reason it shall be given no further consideration here.

3.3 Multiple Lens System

The appropriate ray matrix for the multiple lens system can be

developed from the simple elements shown in Table 2.42

For light
passage through an inactive medium of length a/2 and index n_s
followed by a weakly quadratic active medium of index n = n, - %nzrz,

followed by another inactive section identical to the first, the

appropriate matrix is

;- 2a* h a+h _ 2ah+ a®
2fyn n, 4n02f1
T' = SL,S =
1 a+h (3.32)
N - %%
1 10,
where f = 1/hn . The ray matrix for q consecutive passes is just the
qth power of T'
T = (799, (3.33)

Defining ¥ by the equation cosy =1 - (a + h)/2f1no, Sylvester's

theorem42 may be used to show that

a+h 2ah + a? sin qy
cos q¥ ( n, 4n 2f, ) sin ¢ A B
Tq = ° = (C D) (3-34)
=~sin qy .
fisin y cos qv

For the configuration described here, n, = 2bV°/Y12d and ¥ << 1

which lead to
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A = cos qV¥

£1 = Y;2d/2bV h

(a + h)2bVoh L
sin y= ¥ =

nole <
. , 2bV_hn L
¢ = =S8in qy - -—sin qy¥ o o (3.35)
fi1 sin y Y, (a + h)d |
along with
1
h = %/cos 8] = &/(1 - noz/e)ﬁ
Y
a = sfcos 6] = s/(1 - n02/€)
1
w' = (2 + s)tan €6; = (& + s)no/(e - noz)'i (3.36)

in terms of the notation of Figure 10, Substitution of Equations
(3.35) and (3.36) in Equation (3.31) then yields performance specifi-

cations for the multiple lens system:

nn_ sin qy 2bV02 L
N = (Y1-w") [(Y;-w')cos qp - (Y1~3w")]
YA (1l + cos q¥) w|d/g—:—E;§
2Y 1 2We (1 + cos qp) [/ w'd/e - no2 L
- ! - _2 1yl 1
T ™ ¢ sin qy 2bV01 [(¥1-w")cos qu (¥1-3w")]
' 1
1 2bVo£w £ >

y o= (3.37)
Y1\ g/ o n02
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As with the multiple prism system several limiting cases are of
special interest: one for the less than optimum system (but perhaps
required for economic reasons) involving a small number of passes,
i.e., small q; one involving an optimum number of passes, i.e.,
optimum q; and one where the beam width, 2w', is much less than the
electrical pulse length, 2Y;, as in the experiments to be described
in a later chapter. For small q and A ® 1 and C = -1/f,, these

become

2nbV02w'q(Y1 -w')

N =
Y;2d\/1 - n 2/e
Y 2dn/e - n 2
T= THY_Zw'cq ) (3.38)

Inserting 2 + s = w'/tan 6; and Equations (3.36), and then optimizing
the number of resolvable spots, N, with respect to the beam radius,

w', we obtain Y; = [w'? + 2w'(w' - s tan 91)]/(2w' - s tan 6;). For
the range of 0 < s < w'/tan 6] this yields 3w'/2 > Y; > w', but
Equation (3.23) for the external focusing indicates that when Y; > 2w',
a diverging beam should be used (since A > 1 and C < 1 and therefore

f; < 0. However, the beam will then extend outside the allowed
aperture; therefore the optimum condition is unusable. The largest

possible value of w' consistent with the above arguments is Y; = 2w'

which when used in Equations (3.38) yields
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N = wbV_2q/2d\V/T - n 27

T = 2Y1d>\/s_:——no7—/nbvo£cq

w' = Y;/2

(2 + s) = Yl/E—:_5;§/2no (3.39)

for the performance and dimensional specifications (Figure 10). For
comparison with Equations (3.12) for the multiple prism deflector and
the example given there, note that the best results are obtained when
the optical path is contained entirely in the active medium. Then,

for s = 0, Equations (3.39) for the multiple lens system become

N = vaoquJE/AdAno

T = 4nodA/wa0cq

w' =Y,/2

% =Yy/e-n2/2 . (3.40)

With one micrometer wavelength light and a field of 107 V/m as before,
lithium niobate in this configuration will provide a resolving time,

T, and number of resolvable spots, N, for a beam of halfwidth w' and

crystal width 2, of:

T = 5,84/q picoseconds; N = 171 qt, spots; w' = 2.92 t cm;

and £ = 6.16 to cm

(3.41)
where to is in nanoseconds.
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These equations, as compared to Equations (3.13), show that for a
given pulse risetime the lens system may be optimized to provide
performance far superior to that of the prism system by allowing the
use of considerably more active material per pass.

For large q the number of resolvable spots as given by Equation

(3.37) is a maximum when

9Y; - 17w' | %
-k . (3.42)

cos qy = [m

Optimization of N with respect to w' when Equation (3.42) is inserted
in Equation (3.37) proves difficult. The equation dN/dw' = 0 cannot

be solved analytically. However, the aperture requirements preclude
the use of entering beams with negative f-numbers, and from Equation

(3.23) this means Y; must be greater than or equal to the beam width

2w'. If dN/dw' is evaluated for w' = Y;/2, the resulting slope is

greater than zero, suggesting that this condition may specify the

optimum value for w'. Using this condition gives
w' =Y,/2
cos qp = 0
sin qp =1
A dve - n02
/ - 1
. = )\}/8— Yld E n02 3
™o ¢ 2bVOZ
mn dY1V€ -n 2 ;5
g=1-==> ° (3.43)
2y 2 bVoze
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Clearly, when £ is as large as possible N will be a maximum. From the

synchronism equation, w' = (% + s)no/VE - n02 = Y,/2, this occurs when

s = 0. Then
w' =Y /2
9, = Yl/g_:_EEEYZnO
N_Tr_Yl(bVon)%
A d

fa)
I
]

™ 2nd \ »
= —° (bV°E > (3.44)

For lithium niobate these specify:

T = 0.092 picoseconds; N = 10882 to spots; q = 35;

)
]

6.16 t_cm;and w' = 2.92 t_cm
o o
where to is in nanoseconds. (3.45)

The superiority of the multiple lens system is again apparent when
these results are compared to those for the multiple prism system as
given in Equations (3.17).

The last case to be analyzed here occurs for w' << Y,. Then from

Equation (3.42)
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S qy = 4(Y1 - W') "3 3Y1

(3.46)
. ~ [ 4w’ L
sin qy <-§§T )
and from Equations (3.37) and (3.42)
A\ 1
- (2.18w /Yl)wno bVOQY1 L
2A dve - no2
- 1
) 2 /e Yid7e - n? )
1
(2.18w /Yl)ﬂnoc bVOZ
1 /4y’ g dw'Ye - no2 s
17 3 \1; ) = 2, bV_Le (3.47)

and finally for s = 0, i.e., no inactive medium in the optical path,

these become

2.18\/w' Y/ ™1\ /[ Vor \ %

vz \ T A d

L
o

1
nno 2nod 16w’ *s
bVOE 1T2Y1 (3.48)

Thus the number of resolvable spots and resolving time are degenerated

g

=1
I

~
]
L
NN
b | N
Qo
~——
AN
s| <
-| =
S——
N
ﬂ'y
[¢]
S——
TS
o
<
m
=]

Na]
il
N

from the 2w' = Y; optimum, given by Equations (3.43), by the factor

1
(0.77w'/Y;), and q is smaller by the factor (16w'/w2Y1)4.
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3.4 Single Lens

For a single lens system with the angle between the propagation
directions of the light and electrical pulse adjusted to maintain
perfect synchronization, the system may be described by matrix L1

of Table 2 with n, = 2bVO/dY1 and h = /1 - n02/e. Thus

2bV 5
[*]
A = cos §—
1 \'nd/1 - n2/¢
[o]
1 1
.o 2bVono L M 2bvo L (3.49)
Y;2d Y

*1 nodVI - n02/g

These may be substituted in Equations (3.31) to obtain N and T.
Since A and C are independent of the beam halfwidth, w, Equation (3.31)

may be maximized with respect to w giving

_(2-4A
W'(s-A) Y, (3.50)

As with the multiple lens system the aperture constraints require the
f-number of the entering beam to be positive and hence Y; > 2w'. For

Y1=2W
N = -nCYq2/4)

1 = =4)\/e/meCY, (3.51)
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using C as given by Equation (3.49). Finally, the number of resolv-
able spots is a maximum when C is a maximum. This requires the sine

function to be equal to 1, or

1
ZbVO 5
- 2
nodVI n /e

i

= n/2 (3.52)

which determines &, the interaction length, as a function of the

pulse risetime. Then

= A (_de s
T 1c \ bV n (3.53)

give the value for C, the number of resolvable spots, and the resolv-
able time. These values for C, N, and T are identical to those

found for the multipass case as given by Equations (3.44). This is
no surprise since both configurations have the same w and both
represent continuous interaction of the light and voltage pulses.

One simply has mirrors which rearrange the geometry of the system and

provide the practical advantage of a higher stripline impedance.
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3.5 Comparisons of the Multiple Unit Systems

Based upon the examples given for the multiple unit systems it
would appear that the lens system is superior, and indeed in some
ways it is. The possibility of having continuous interaction between
the optical and electrical pulses connot be realized in the prism
system, whereas it can be in the lens system. This leads to the
superiority of the lens system in the idealized cases analyzed to
this point. To obtain a better understanding of the relative advan-
tages of each, we will now consider their effectiveness per unit
length of optical and electrical pulse interactionm.

To begin, let the number of passes in each device be a small

number. For the prisms Equations (3.12) give

Np/zk = nbvo/AAd

8in d 1-n /v
0 (o]

T -
PoombV ke \ 4 L 2n_/VE (3.54)

while for the lens system, Equations (3.40) give

Ng/eq = vao/ZAd/l - n027e

4Anod
Tq ~ bV _cq - (3.55)
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Then N,/%q )

Np/ﬁk E—:—;;E7;

T, (1 - 2no//g}
Tp 2(1 - no//g) (

o =

) ) (3.56)

The lens system is about twice as effective. Comparison of the
multiple prism formulae, Equations (3.54), to the single prism
formulae, Equations (2.23) and (2.24), shows that the synchronism
condition imposed upon the multiple prism system requires a value of
w such that N is cut in half, whereas this is not the case for the
lens systems. The /i_:_5277g factor is due to the increased inter-
action length presented by the lens material due to the non-~normal
light incidence. These differences result in the resolving times
differing by approximately a factor of 2 also.

In order to compare the volume of active material required to
produce the same performance, note first that the interaction length
needed for the prism systems is twice that needed for the lens
systems., From Equations (3.12) the required stripline length per
pass is Yo/é(l - no//z3 and the number of passes required is
2/[Yo(/57no - /41 - no/VE)] giving a required width of 2/(/%7n0-2)
for the prism system, while for the lens system Equations (3.40)
require a width of w' = ¥,/2 and l/(Yl/E_:_E;§72n) passes to make a
total width of nzl/E_:_Hgf. Inclusion of the 2//Tfrﬁiﬁﬁz-factor

shows that
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2 no2
Vp = [ ———1(8) (&)
1 - noz/g Ye(l - 2n°//E)

noz
v, = (1) (@
Ve/l - n_2/e (3.57)

for the volume of the prism and lens systems respectively. Thus

2
(1 - zno//E). (3.58)

ac< I’U<
[

The lens system exhibits a volume advantage for a small number of
passes.

In larger systems the advantages of the lens system continue to
grow. For the optimum systems with the number of passes and widths
optimized, Equations (3.16) for the prism system and Equations (3.44)

for the lens system show that

N /Np 27(1 - no//E)/IZ(l - 2n0//E)]%

L

'rp/'rZ 9(1 - no/VE)/ P(l - 2no//E)]%

2
Vi (@@ 9n(1 - n /Ye)2 [ (1-n2/e)

_ - (3.59)
v, (2) (2w) (d) (k) 8 Qa - 2no/¢23

where 22 and Rp are the total interaction lengths. (The 2's in the

numerators and denominators are not the same but refer to their

respective systems,) For lithium niobate these become:
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N /Np = 28.8; Tp/r2 = 9.6; VZ/Vp = 2.76; and Qﬂlﬁp = 3,21,

(3.60)

Thus the lens system enables use of more material to generate a
longer total interaction length to produce more spots and a better

resolving time.

3.6 Voltage Pulse Generator Limitations

The foregoing sections have all assumed that a voltage pulse of
the desired peak voltage and risetime can be produced; usually,
however, this is not the case. The major difficulty in developing
electrooptic deflection devices stems from the lack of adequate pulse
generators. This places another constraint on these systems leading
to different optimizations. This section will assume a voltage pulse
generator model and then determine its effects upon system optimiza-
tion and performance.

Most pulse generation techniques exhibit effects describable by
a characteristic inductance. This suggests a very reasonable model:
the voltage pulse source is equivalent to an effective internal
inductance, L, characteristic of the switching mechanism and particu-
lar device, connected in series with a resistance, zo, representing
the transmission line impedance. For an ideal step function voltage
generator the model predicts a pulse into the transmission line with

a risetime proportional to L/zo. This model is particularly suited
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to the stripline deflectors where z, varies for different configura-
tions. 1If the pulse generator functions within a line whose impedance
is matched to the stripline, the risetime depends upon z - If the
pulse generator operates in a line of impedance z, which is coupled
by some technique to the deflector line, the voltage depends upon
the transmission coefficient of the matching section.

For striplines, the approximate impedance is given by Equations
(2.37) and (2.38), the latter equation being sufficiently accurate

for most cases of interest here (d < 2). Thus

t
L]

Lz = Ve L/120md

<
]

cto//E = cfL/120nd (3.61)

for pulse generators operating in a matched transmission line. For
the multiple prism system, employing the synchronism condition,

2 = 2w(Ve /n0 - 2), gives

Y0 = ch(/E/no - 2)/60nd (3.62)

which may be inserted directly into Equations (3.11) for small k to

yield
Np = 60w2bvokw[cL(/E7no - 2)/60md - 4(1 - no//E)]/AcL
1_ = AVel/60m2bV_k
P o
d = V/E
g = 2w(/Eyno - 2) (3.63)
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for the number of resolvable spots, resolving time, stripline thick-
ness, and stripline width. For lithium niobate with V = 10’ V/m and
L = 15 nh (see Chapter 4) the following numerical values ensue:

Np = 12 kw spots; Tp = 81/k picoseconds; d = 1 mm;

and tO = 1.37 w nanoseconds; where w is in cm. (3.64)

For the lens system the halfwidth of the pulse in the transmission

line is
Y; = c2L/120nd . (3.65)
Then
N, = nbVqu/ZdA/l - nOZ/e
T, = Lie - n?2 /60n2bvoq
w' =Y,/2 (3.66)

on insertion of relation (3.65) into Equations (3.39). Again, for

lithium niobate:

N =27.8 qt; 1, = 73.5/q picoseconds; w' = 5.97 Lcm;

% L

and t, = 2.04 % nanoseconds; where £ is in cm. (3.67)

The comparison per unit length of interaction yields

Nz/lq ch’e/n0 -2

Np/#k T n_77% 60nleL(Ve/n, - 2)/60m = 4d(1 - n /YE)]
(3.68)
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For small d (the usual case) the comparison becomes

N,/iq 1
Np/gk Y1l - n02/€- (3.69)

These are essentially equivalent (within a factor of cos 6;). For
large d the lens system begins to gain due to the transit time effects
in the prism system.

Since the performance is essentially the same per unit length of
active material, the volume comparison becomes a width comparison.
For the prisms the stripline length per pass (of width 2) is
2w = 2/(/E]no - 2), and for the lens system it is w' = c2L/2407d.
Generally, the length per pass for the lens system will be somewhat
larger. For the lithium niobate examples, 2w = 2.981 and w' = 5.971.
The volumes differ by a factor of 2.

One final practical consideration deals with the production of
voltage pulses versus voltage steps. As a rule, voltage pulses are
more difficult to produce than voltage steps, given a peak voltage
and risetime. For example, charged line pulse generators (see
Chapter 4) require twice as much voltage on the switch as is required
to produce a simple voltage step. On the other hand, a Blumlein
pulse generator requires switch operation in a line having half the
impedance of the load, and hence produces a slower risetime pulse.
These considerations will generally favor the use of prism systems
until satisfactory pulse generators are developed, ones which will

permit the tailoring of the pulse to the deflection system,
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3.7 Some Typical Designs

Practical deflection systems suffer from two major limitations:
the available pulse generators are less than ideal as discussed in
the previous section; and it is not usually possible to utilize the
optimum number of iterations due to the sheer volume of crystal
required and the associated expense of construction. Practical
deflectors will therefore have an additional constraint on the amount
of crystal utilized. As an illustration consider the use of a 20 cm
length of lithium niobate 4 mm thick, and having electrodes 4 mm wide.
As a stripline its impedance is then 41 ohms. Using a 10 kV voltage
pulse produced by a spark gap having 15 nh of inductance, Equation
(3.61) yields t, = 366 ps. A number of deflector designs are
possible. For the lens system of Figure 10, the number of passes,

q, and the stripline to mirror spacing, s/2, are related to the

stripline length, r, and internal beam angle, ©;, by
(q+ 1)(% + 8) tan 6; + %tan 8; =1r. (3.70)

Using q as the dependent variable in Equations (3.36), (3.37), (3.61)
and (3.70) yields the design specifications given in Table 3, The
minimum q value follows from w' < Y while the maximum q value given
corresponds to s = 0, i,e., no separation between the mirrors and
the electrode edges.

The best time resolution occurs for q = 24 while the maximum

number of spots occurs for q = 52. These separate optimums are
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TABLE 3

TRAVELING LENS DEFLECTOR () =

lum)
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T (ps) q w' (mm) S (mm) r (cm)

6.5 8.4 9 19.8 37.8 20
34.5 8.1 14 13.2 23.9 20
49.1 8.02 19 9.9 16.9 20
57.8 7.99 24 7.9 12.7 20
63.3 8.01 29 6.6 9.9 20
66.9 8.06 34 5.7 7.9 20
69.2 8.15 39 5.0 6.5 20
70.5 8.3 L4 4.4 5.3 20
71.1 8.4 49 4.0 4.4 20
71.2 8.5 52 3.7 3.9 20
70.7 8.8 59 3.3 3.0 20
69.8 9.0 64 3.0 2.4 20
68.5 9.3 69 2.8 2.0 20
66.9 9.6 74 2.6 1.6 20
64.9 10.0 79 2.5 1.2 20
62.7 10.4 B4 2.3 0.9 20
60.1 10.9 89 2.2 0.6 20
57.3 11.6 94 2.1 0.4 20
54.2 12.2 99 2.0 0.2 20
51.5 13.0 103 1.9 0.02 20

PRISM DEFLECTOR (X = lum)

14.5 9.2 17 6.0 — 20
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typical of practical designs. The maximum number of spots increases
as a function of &/d due to the increased product of total inter-
action length and electric field, whereas the minimum resolvable time
decreases with smaller &/d ratios since this yields higher stripline
impedances and faster voltage pulses.

For the prism system of Figure 9, using the same dimensions,
we see the resolvable time is comparable to the lens systems;
however, the number of resolvable spots is significantly smaller.
This occurs partly because the lens system uses a two sided pulse
to provide twice the number of spots, and partly because the prism

deflector cannot be optimized to the pulse generator.
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CHAPTER 4

SUPPORTING SYSTEMS AND TEST APPARATUS

A number of practical difficulties are encountered when imple-
menting and testing a stripline deflection system. The deflector
itself requires an appropriate voltage pulse generator, effective
matching of the generator to the stripline, an appropriate design
using available materials, and high optical quality of the materials
and surfaces. Then, a picosecond laser source capable of triggering
the deflector pulse generator and providing a pulse to be deflected
is needed to complete the test apparatus. This chapter deals with

the techniques related to these needs.

4.1 Fast High Voltage Pulse Production

Unavailability of a suitable voltage pulse generator to drive an
electrooptic deflector presents the main difficulty in demonstrating
a useful device. The requirements for this generator are:

1. High voltage--for a field of 107 V/m over 2 mm a voltage

of 20,000 volts is needed;

2. Fast risetime~-for 20 resolvable spots of 25 picoseconds
resolution a pulse width of about 1 nanosecond is required;
and

3. Synchronization to the optical pulse being deflected--

with jitter of less than the pulse width.
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The capability of being able to trigger the deflector with a low
level light pulse would also be useful, but many applications do not
require this.

Three techniques suggest themselves. Laser triggered spark gap
technology has been in use for many years in this service; however, it
is somewhat clumsy to use, requires frequent maintenance, and unless
very high energy light pulses are available it shows considerable
firing delay and unacceptable jitter. Auston demonstrated the photo-
conductive silicon switch in 1974,43 and subsequent work has shown it
to be a potential candidate offering very fast risetime and perfect
synchronization, but at present it cannot meet the voltage requirement
of 20 kV. More recently, high voltage switching has been accomplished
using photoconductivity in silicon junction devices, but these devices

appear to require even more light energy than pure silicon devices and

have even more severe voltage limitatioms.

4.1.1 Photoconducting Switches

The basic photoconductive silicon switch is shown in Figure 13.44

The microstrip construction enables electrical wave propagation
between the IN and OUT connections upon activation of the photo-
conductive silicon switch in the gap. Initially, a signal cannot
propagate across the gap due to the high resistance of the pure single
crystal siliceon; however, when the gap is illuminated with green light

of sufficient intensity, a highly conductive surface layer forms



Figure 13a.

Figure 13b.

silicon

An optically activated silicon switch.
The light induces a conducting surface layer which

completes the stripline across the gap enabling
conduction.

light

X

Y4

Coordinate system for analyzing the light activated
switch.

71
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allowing electrical signals to propagate across the gap. The time
duration of the conductive state depends upon the carrier lifetime,
which for pure silicon may be on the order of milliseconds.

To be useful the light pulses must contain sufficient energy to
create enough carriers to drop the series surface resistance well
below the transmission line impedance. When the illumination is
independent of the x coordinate, as defined in Figure 13b, the con-

ductance of a long, thin, rectangular section of material is

dG = (o/8)dydz (4.1)

where o is the conductivity as a function of y and z. With the
conductivity given by o = e(un + up)n, integration of Equation (4.1)
gives

tw
G = [e(un + up)/l] f I ndydz (4.2)
o0

where the carrier pair density, n, is also independent of x. This

may be rearranged to the form

G = [e(un + up)/£2] ndxdydz . (4.3)

O “—rt

f

Q 2=

But this integral just represents the total number of generated hole
electron pairs. For green light of wavelength 532 nm, the absorption
coefficient of a; = 2.4/um means all of the light will be absorbed in

the first few micrometers. Assuming generation of one electron hole
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pair per photon and accounting for surface reflection one obtains

- o (55) [2ompn ] o

where € is the energy in the incident light pulse and hw is the photon
energy. The gap resistance must be much lower than the stripline

impedance, z,» and this implies
Gz >>1
o

£ >>

(n + 1)2 [ 22hy ]

4nz0 e(un + up)
4n eG L 4.5)
bo<< [(n+1)2 (Tw) e(“n+“p)] :.

At the high fields necessary for acceptable operation, the low field

mobility, p_ = My + up, no longer is applicable since the drift

45

o}

velocity in silicon limits at v, = 107 cm/s. With E = vd/u the end

d

of the linear region occurs when EO = 107/uO giving

p o= uOEO/E

2 2:
RS [lhwE]

4nz ey E
o 0o 0

1
4n ec\ oo ] &
& << [(n+1)2 (hw) E (4.6)

for E > E .
o
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Note that operation with wavelengths other than green is possible as
long as the photon energy is somewhat greater than the 1 eV energy gap
of silicon to ensure complete absorption near the surface. For appli-
cations where a high energy pulse synchronized to the event of interest
is not available, this technique will be of no use. Design curves are
shown in Figure 14.

Another consideration stems from the high power dissipation

occuring in the silicon during the off state as given by
P = V3G = VZwt/o% - 4.7)

For example, with V=10kV, w= 2 mm, £ = 2 mm, t = 10 um, and
p = 4000 ohm-cm then P = 25 watts. Several methods exist to minimize
this problem. One successful technique employs the use of a pulsed

46, 47
synchron-

high voltage supply providing low duty cycle pulses
ized to some point in time before the event of interest, Another
suggested technique depends upon the altered properties of silicon
at low temperatures.47 At 77° K the mobility rises by a factor of 30,
and the intrinsic resistivity should rise by several orders of magni-
tude. The resistance increase would of course lower the power dissi-
pation.

One final problem deals with the question of just how large a
field can be sustained in a large piece of single crystal silicon.

Studies of the intrinsic properties within junction regions indicate

avalanche multiplication sets in at fields of 2 x 107 Vv/m; however,
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Width of silicon gap (mm)

Design chart for light activated silicon switches.

1) Choose the switch operating voltage.

2) Decide on the width of the silicon region.

3) Determine the appropriate EZ value from the
above chart.

4) Divide by the impedance of the stripline to
obtain the required pulse energy in microjoules

of 532 nm light.
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experimental studies of these photoconductive switches indicate break-
down effects occurring at much lower fields.47 One successful
technique to avoid a breakdown problem used a spark gap as a pulsed
high voltage source for the silicon. When the silicon was triggered
within 2 ns of the voltage pulse onset, successful operation occurred,
with longer delays resulting in breakdown (either on the surface or in
the air).47

In designing a silicon switch, this author chose to try and solve
the power dissipation problem by operating at a low temperature. Some
8000 ohm-cm resistivity silicon was obtained, and after cutting a
wafer from the boule, electrodes were fastened to the wafer by sput-
tering a thin gold-palladium layer onto the sample corners followed
by indium soldering of gold wires. Hall and conductivity measurements
were then made for temperatures in the range of 77° K to 300° K using

48-51

the Van der Pauw technique, and from this data the resistivity,

Hall mobility, electron density, and Fermi level were calculated

according to
p = 1/0, by = Ryo, n = l/eRH, and (eF - ac) = —kT/n(NC/n) (4.8)

where p is the resistivity, the hall mobility, RH the hall coeffi-

My
cient (measured), o the conductivity (measured), e = 1.6 x 1071°
coulomb, k being Boltzman's constant, and Nc = 5.45 x 101° T3/2 /em3

the conduction band effective density of states. The results are

plotted in Figures 15 and 16. The mobility changes by a factor of 30
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as expected, but the resistivity actually drops by a factor of 4 on
lowering the temperature. This occurs because the density of carriers
stabilizes due to impurities rather than dropping rapidly as hoped for.
The decreased mobility then results in a decreased resistivity. Opera-
tion at low temperatures in order to decrease power dissipation will
accordingly be ineffective.

The flat portion of the electron density curve shows that the
number of shallow donors, less the number of acceptors, must be about
5.4 x 1011 per em3, while the Fermi level plot suggests a deep level
trap near 0.32 eV below the conduction band. At the highest tempera-
ture shown the electron density reaches 3.9 x 10!2/cm3, most of which
has come from the deep level traps. Accordingly, the trap density
must be approximately 3.4 X 1012 per cm3.

This analysis shows the importance of careful control over impur-
ities if high resistivity at low temperatures is to be achieved. To
increase the resistivity by three orders of magnitude, while increas-
ing the mobility by a factor of 30 as the temperature drops, necessi-
tates a drop in electron density Ey over four orders of magnitude.
This means a careful balancing of shallow impurity levels and acceptor
levels to within a density of An =~ 108 per ecm3. This would be diffi-
cult indeed. Alternatively, some other technique might be used such
as the introduction of iron centers to control the electron density
at low temperatures. The main conclusion to be reached here is that
the selection of material for this application proves to be difficult

and cannot be made on the room temperature properties of the silicon.
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In addition to determining the low temperature usefulness of the
silicon, some high field measurements were made. The electrode
arrangement on the silicon for the first experiment is shown in
Figure 17a. With 100 V - 4000 V pulses having risetimes of 3 ns and
falltimes of 200 ns applied to the electrodes, the voltage curve in
Figure 17b is measured across the silicon. For voltages of less than
500 volts, the pulse rises in 3 ns ard decays in 200 ns as expected,
but when over 500 volts is applied, the silicon breaks down within
several ns, decays to 500 volts in 10-40 ns depending upon the peak
voltage, and then decays the remaining 500 volts in 200 ns or more.

Another sample prepared with a slightly different electrode
arrangement (Figure 17c¢) and potted in clear silicon rubber, GE type
615, produced similar results. Application of 6 kV induced arcing
along the surface from the top electrode to a point just over the
second electrode. With this sample the breakdown occurs at 2 kV
rather than 500 volts, and with the higher voltages the decay from
breakdown to 2 kV takes nearly 400 ns.

From these measurements it is clear that breakdown occurs
through the silicon at fields near 10" V/cem and is not due to surface
or air breakdown. This field is far below the avalanche field of
2 x 107 V/em typical of p-n junctibns in silicon, effectively ruling
out carrier multiplication by excitation across the gap. Since the
deep level traps are active at room temperature as evidenced by the

rapidly changing electron density in Figure 15, the process may be due
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to ionization of deep level trapping centers. In any case, the low
fields attainable severely limit the usefulness in this application
since wide gap regions enabling high voltage standoff make very high
energy light pulses necessary for switching. It appears that the
technique of pulsing the high voltage with a fast risetime pulse
followed by switching within several nanoseconds is the only useful
technique for silicon photoconduction at present, but as the design
chart shows this technique requires high energy light pulses to
switch high voltages in the low impedance striplines such as those
used in KDDP based deflectors. For example, with 10 kV across a 2 mm
gap (which might be a high enough voltage) in a 10 ohm charged line
pulser, a pulse of 500 pJ of energy at a wavelength of 532 nm is
needed to activate the switch.

The high resistivity of GaAs has prompted an attempt to use it
as a high voltage switch. The results have not been promising.52
With 5 kV applied across the GaAs, the maximum output pulse obtained
was 600 V. The cause of this low voltage stems from intervalley
scattering of carriers to the low mobility bands. The consequent low
mobility of carriers will not allow the conversion of the gap resist-
ance to a sufficiently low value. The effect is precisely the same
as that involved in the negative differential conductivity property

utilized in the Gunn effect.
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4.1.2 Photoconductivity in Silicon Junctions

Some recent work using thyristors, PNPN four layer devices, has
shown some promise; however, the demonstrated capabilityv at present
is far below that required for this application. The advantage of
the junction devices lies in their ability to hold off relatively
high voltages at very low power dissipations. The theory of the
previous section applies here, where operation is now in the region

of maximum drift velocity, v, = 107 cm/s, and electric field near

d
breakdown, Emax = 2 x 10° V/em, since fields near the avalanche point
are obtainable in the depletion regions of the PN junctions. The
appropriate depletion width must be used for 2 of the previous
section.

Preliminary results53 have demonstrated blocking voltages of
1500 volts, maximum currents of 10,000 amps, and risetimes of two
nanoseconds corresponding to a d4I/dt of 1000 amps per nanosecond,
with indications that even shorter risetimes may be attainable,
This dI/dt satisfies the pulse generator requirements nicely, but the
blocking voltage is quite low, and the required pulse energy of 3 mJ

is quite high. At present, therefore, these devices appear to be of

little value in this application.

4,1.3 Spark Gaps

A number of researchers have reported on the operation of laser

triggered spark gaps, including a variety of configurations capable
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of operation over a wide voltage range.54_59 Typically, voltages of

10-20 kV have been switched with risetimes of a nanosecond or less.
Usually, operation has been in a 50 ohm coaxial enviromment, although
results using a 10 ohm system have been reported.56

Spark gap operation is controlled by many factors. The gap
spacing, gas type and pressure, and applied voltage all exert some
control over firing delay time. Normally they are adjusted so the
gap is near breakdown field strength. Optimum operation for produc-
tion of a 10 kV pulse requires a gap of one half millimeter and a
nitrogen pressure of 165 1bs.57 Another important parameter is the
laser pulse energy. For tungsten targets a minimum of 22 microjoules
is required in a time period of 200 ns - 300 ns, while more energy
is required for other common materials since their lower melting
points inhibit the thermionic emission mechanism.

This research has utilized three spark gap systems, the earliest
version being a stripline system in a low impedance, 8 ohm, environ-
ment. Considerable experimentation with this system proved it to be
unacceptable due mainly to a switching time of 8 to 10 nanoseconds.
Figure 18 details the firing delay for various nitrogen pressures and
gap widths, these being characteristic of spark gap systems in general.
A very acceptable value of jitter occurred, usually only a nanosecond
or two. The slow switching time appeared to be a function of the
geometry and low impedance; however, a contributing factor may have

been the very poor quality mylar stripline used in its construction.
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A 12.5 ohm coaxial system proved to be far superior to the strip-
line system. Standard copper pipe sizes were used throughout to
simplify construction. In order to inhibit electrical breakdown
between the inner and outer conductors and across the gap itself,
the entire system was pressurized to 200 1b. of nitrogen. This pulse
generator performed reasonably well and provided the voltage pulse
used in one set of deflection experiments. Its output pulse was
8 kV with a full width at the baseline of 3 ns, corresponding to
a risetime of under 1 ns, this being close to the 1 ns risetime
in 10 ohms reported by Michon.56 Unfortunately, the coaxial
to stripline coupling system we employed at its output deteriorated
the pulse width to 5 ns resulting in poor overall performance of the
pulse generation system.

The third spark gap was modeled after Alcock et al.57 This
coaxial system was designed for 50 ohm operation using standard RG8U
coaxial cable. The gap generated a pulse of 10-12 kV with a full
width at the baseline of 2.5 ns. The corresponding risetime of 1 ns
is still somewhat more than obtainéd by Alcock. The reasons for this
are unclear, but may be related to difficulties we had in obtaining
laser pulses of sufficient energy to ensure optimum operation of the
spark gap.

As a pulse generator the spark gap should be characterizable by
an equivalent inductance, L, defined according to v, = L/R or L = TR%o

R

where z, is the line impedance and t_ the corresponding risetime.

R
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Data from several sources show

L ~ (0.3 ns) (50 ohm) = 15 nh.>’
~ _ 56
L = (1.0 ns)(10 ohm) = 10 nh.
~ _ 58
L ~ (1.0 ns)(50 ohm) = 50 nh.

L =~ (1.5 ns)(12.5 ohm) = 19 nh

L = (1.25 ns) (50 otm) = 62 nh

the last two being the author's results. The variations are due,
presumably, to differences in laser characteristics used for trigger-
ing, different geometries, and different target materials. The first
two suggest an optimum of 10-15 nh, which was used for numerical

examples in Chapter 3.

4.1.4 Pulse Forming Networks

Multiple prism deflection systems require a voltage pulse in the
form of a linear ramp. If the deflector can tolerate being charged to
the peak operating voltage for extended periods of time this require-
ment follows easily; the transmission line is charged and an appro-
priate high voltage switch shorts one end of the transmission line.
This produces a voltage ramp which then propagates down the line.
Departures from linearity of the ramp will cause some nonlinearity in

the time resolution as a function of deflection angle, but simple



88

calibration procedures should minimize this inconvenience. In addi-
tion, some degradation of the spot size would occur, but this should
not be serious.

The main difficulty with this technique arises from the high
fields present in the charged deflector. Ordinarily these fields
will be much greater than the dielectric strength of the surrounding
air, thereby mandating the use of optically contacted, high dielectric
strength materials. Index matching fluid is commonly used, but prob-
lems occur due to heating and subsequent turbulence effects in the
fluid.

A more satisfactory solution follows from the use of a pulse
forming network to provide a two sided pulse. The deflector may then
idle with no applied field, while only the leading edge of the applied
voltage pulse is used for deflection. Due to the short time duration
of this pulse, the peak field generated may exceed the static dielec-
tric strength of the deflection system without causing breakdown,
This is possible since dielectric breakdown usually takes several
nanoseconds in most materials, and the high fields due to the pulse
are not in one place for sufficient time to allow breakdown. This
leads to a considerable simplification of system design. A pulse
forming network must be used for the traveling lens deflector system
since its operation depends on a two sided pulse.

The most widely used pulse forming technique is illustrated in

Figure 19.60 The short section of line at the left is charged to
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the supply veoltage, Vo’ establishing a field, Eo’ in the transmission
line dielectric (Figure 19a). The right side, being isolated from
the supply voltage, remains at V = 0 while the switch is open. When
the switch is closed, continuity of voltage and current through the
switch requires the formation and propagation of two electromagnetic
waves in the transmission lines. One wave having an electric field
of EO/2 moves to the right and leaves behind its leading edge a
voltage of V0/2, while to the left, a field of —EO/Z travels leav-
ing behind its leading edge a field of E - EO/Z = E0/2 and a volt-
age of Vo/2 (Figure 19b). The voltage at the switch has dropped to
V0/2, and a current of Vo/Zz0 flows everywhere between the two propa-
gating wave fronts.

When the left hand wave reaches the open ended line it is
reflected (Figure 19c). As it moves to the right, it cancels out
the remaining Eo/2 field and VO/Zzo current leaving behind a voltage
and current of zero. As depicted in Figure 19d a square pulse of
time duration 2a/e/c and amplitude Vo/2 now propagates to the right.

In practical switches the edges of these pulses are not square;
instead, they have finite rise and fall times as shown by the dotted
lines. By shrinking "a" until the risetime equals 2ave/c, a smoothly
varying pulse of width 4aYe/c is obtained as depicted in the last
frame of Figure 19. This pulse is now suitable for the deflection
applications considered here, Note that the switch must withstand
twice the voltage of the required pulse as must the left hand side

of the transmission line.
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Many other techniques for pulse formation have been described in
the literature and in books dealing with pulse technology.61 Some,
such as the Blumlein arrangement, provide a pulse of height equal to
the supply voltage, but the switch operates in a 20/2 environment
resulting in a slower risetime. Techniques for special applicationms,
such as the one described later in relation to single pulse selection,

are numerous, with each having its own advantages and disadvantages,

but few have the simplicity of the charged line pulse generator des-

cribed above.

4.2 High Voltage Pulse Transmission and Coupling Techniques

The high voltage driving pulse provided by the pulse generator
must be coupled from the generator to the deflector and subsequently
out of the deflector. In deciding on the best technique to be used
at each transition, the designer must consider the following: the
high voltages involved, typically 10-20 kV, tend to cause dielectric
breakdown in the transmission line dielectrics and in the surrounding
air; spark gap pulse generators are coaxial devices while the deflec-
tors are stripline devices; spark gaps usually operate at the imped-
ance of common coaxial cables, 50 or 75 olms, whereas the deflector
may provide a much lower impedance load; and finally, the dielectric
constants of stripline dielectrics will not usually match that of
the crystal used in the deflector, Each of these factors leads to
difficulties in transmitting the maximum pulse voltage with minimum
distortion and/or reflection at a transition point. Each will be

considered in what follows.
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4.2.1 Transmission Lines

Four types of transmission lines have been used in this research.
The first was a mylar based stripline fabricated with 10 mil mylar
sheet for a dielectric and brass shimstock for electrodes. Diffi-
culties first appeared with this line in the charged line section
of a stripline pulse forming network and subsequently in the trans-
mission side also. Continuous voltages of 20 kV caused deterioration
of the mylar dielectric, culminating in dielectric breakdown after
several days of operation. Increasing the thickness to 20 mils by
using two sheets proved to be of little value. In addition, pulse
broadening occurred in short sections of this transmission line,
apparently due to impedance nonuniformities along the line as a
result of nonuniform electrode width and separation. Our experience
indicates that in high field, fast pulse applications mylar performs
poorly as a dielectric material.

We constructed a second form of transmission line using copper
tubing for conductors and pressurized nitrogen for a dielectric.
Nylon spacers worked well for separating the inner and outer con-
ductors on the transmission line side of the pulse generator, but
occasional arcing in the charged line eventually deposited sufficient
carbon on the spacers to force disassembly and cleaning of the umnit.
Eventually, a technique evolved for supporting the inner conductor
of the charge line at its ends, thereby removing the need for spacers.

This technique worked very well for construction of a 12.5 ohm, 10 kV
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pulse generator; however, coupling of the pulse to another form of
transmission line proved difficult. Broadside connection to a mylar
stripline was used (see Figure 20), but it was quite unsatisfactory,
not only because of the problems with the mylar, but also because of
the drastic discontinuities occurring at the coupling which broadened
the pulse width from 3 ns to 5 ns.

Standard RG8U coax cable performs the best in the pulse forming
network. It withstands 25 kV indefinitely, and 30 kV for short times,
with no apparent ill effects. It is flexible, easy to couple to,
requires no construction, and is commonly available. The 50 ohm
impedance necessitates an impedance change before coupling to the
crystal; however, the high impedance leads to a fast pulse risetime
which partially offsets the voltage loss incurred during the impedance
transformation.

A suitable form of stripline is still required for connections
into and out of the deflector. Satisfactory results have been ob-
tained through the use of copper clad, teflon glass microwave material
available from 3M in a number of thicknesses, dielectric variations,
and tolerances. Using 15 mil dielectric thickness, a number of sec-
tions with various impedances were constructed. Excellent results
were obtained when photographic etching was used to define the elec-
trodes; however, this process is relatively expensive and has a long
turnaround time. Scribing the copper and peeling the unwanted metal

away from the dielect produced satisfactory stripline sections for
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operation below 5 kV; the scribing procedure, however, damaged the
dielectric slightly and resulted in dielectric breakdown when

10 kV pulses were propagated down the line.
4.2.2 Transitions

In this application transitions in the transmission line system
fall into three types: coaxial to stripline geometry alterations,
dielectric changes requiring corresponding dimensional changes, and
impedance transitions between the pulse generator and deflection
system. Geometrical and dielectric transitions must be made in such
a manner so as to pass the electrical pulse with minimal distortion
and/or reflection; thus, minimization of the inherent discontinuities
of these transitions arising from the differences in electric fields
in the two lines is required. Impedance discontinuities, on the other
hand, cannot pass the pulse unchanged. Either the peak height, or
pulse width, or both must change.

The coaxial to stripline transition can be accomplished in
several ways. Since the voltage pulse is a guided TEM 00 wave, the
transition should disturb the electromagnetic fields as little as
possible. The broadside coupling technique illustrated in Figure 20a
minimizes the physical size of the discontinuity region, but it pre-
sents a drastic change to the electromagnetic fields since they must
change from one plane to another plane perpendicular to the first.
This coupling performs well at low frequencies, but it reflects more

and more of the pulse energy as the frequency increases.62 Figure 20b
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illustrates a more satisfactory technique. The size of the discon-
tinuity region is again small, but now the fields exist in the same
planes in both guides. A slight capacitive discontinuity occurs at
the junction, but it is possible to tune this out and create a per-

63 This technique, however, is susceptible

fect match if desired.
to high field breakdown at the points where the upper stripline
electrode is near the outer coaxial electrode, and the use of silicon
rubber, RTV, or corona dope is mandatory in order to avoid air break-
down. For very high voltages, implying thick and wide striplines,
this approach may be unusable, forcing a return to the previous
method.

The problem of dielectric changes proves to be more difficult to
solve. The transition from transmission line to deflector stripline
must have as small a discontinuity as possible, not only to avoid
degradation of the voltage pulse, but to enable double pass operation
of the deflector as described later. This mandates impedance contin-
uity. To allow for changes in the dielectric constant and maintain
a fixed impedance, either the dielectric thickness or electrode width
or both must change. Any of these changes presents a slight capaci-
tive discontinuity. Because these transitions involve dielectric
changes, the analyses are difficult and none exist in the literature;
however, the discontinuity values should be similar to those discussed
in the next paragraph.

Impedance transitions present the most challenging transition

problem, Abrupt changes are the simplest, and they operate uniformly



97

over a very broad band from d.c. to microwave frequencies with uni-
form voltage reflection and transmission coefficients given by the

simple relations
T = 2z1/(z1 + z3) and R = (2] - z3)/ (27 + zg) . (4.9)

Theoretical analyses exist for both width and thickness steps in
uniform dielectrics.64—66
Tapered transmission line sections, on the other hand, offer
potential gains over the simple abrupt transitions. Whereas the
abrupt transition acts as a low pass filter tending to broaden the

67-70 and

pulse, a tapered section behaves as a high pass filter,
with proper design can cause pulse width narrowing. At low frequen-
cies where the wavelength is long compared to the taper length,
Equations (4.9) describe their behavior, while at high frequencies

nearly complete power transfer occurs giving voltage transmission

and reflection coefficients of

T =Vz;/z; and R = 0. (4.10)

Accentuation of the high frequency energy over the low frequency
components of a pulse can lead to a narrower pulse width of greater
amplitude than predicted by Equation (4.9). Experiments verify this
at low voltages (using an exponentially tapered line); however,
dielectric breakdown at high fields prevented our use of the line in

actual deflection experiments. The high impedance end of the taper
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must be capable of withstanding the full pulse height of the gen-
erator, whereas an abrupt change located close to the coaxial to
stripline transition need only withstand the voltage determined by

T in (4.9).

4.3 Light Pulse Generation

In order to test the deflector, suitable light pulses capable of
triggering the voltage pulse generator, being deflected, and subse-
quently being detected must be available. For spark gap systems the
energy must be greater than 30 microjoules and be delivered in a
period of two to three hundred nanoseconds as stated earlier. The
wavelength is relatively unimportant so long as it 1s absorbed by
the metal target. For the pulse to be deflected, however, a pulse
shorter than the expected resolution time of the system proves most
useful. 1In addition, it must be in the transparency range of the
deflector crystal, and for preliminary testing, preferably be in the
visible region for ease of alignment and simplicity of observing
deflector operation. Whereas the'spark gap will successfully function
when triggered by a train of pulses, detection of the deflected pulse
is most easily accomplished with a single pulse. 1In order to syn-
chronize the two events a train of fast pulses generated by a mode
locked laser is used to trigger the spark gap, while a single pulse
selected from the train is converted to the visible region and sent

to the deflection system,
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4.3.1 The Oscillator, Amplifier, and Doubler

The basic oscillator consists of a flash pumped Nd:YAG laser rod,
1/4 inch in diameter by 3 inches long. The resonator was plane paral-
lel, consisting of 1007 reflecting mirror and a 50% reflecting output
mirror, both coated for operation at the laser wavelength of 1064
nanometers. Apertures restrict operation to the fundamental spatial
mode while also protecting the o-ring rod seals from the high inten-
sity radiation. Horizontal polarization of the beam is insured by a
Brewster angle thin film polarizer within the cavity. Short pulses
are obtained by circulating a mode locking dye through a dye cell
contacted to the 100% mirror.

For reasons explained in the next section, several configura-
tions using the above layout were investigated. Table 4 summarizes
the unique features of each. The dye concentrations are only approxi-
mate, being experimentally adjusted to provide stable mode locking
in a dye cell of 1.5 mm thickness. Burst to burst instability proved
to be large, with variations of at least 2:1 in total output energy;
this not being a crucial factor in our experiments, no attempt was
made to improve on it.

Some experiments, requiring more energy per pulse than the
oscillator could produce, used a second flash pumped Nd:YAG rod as
an amplifier. The second rod, pumped simultaneously with the first,

provided a single pass gain of 4 to 5 depending on pumping energy.
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To generate the visible light for the deflection experiment, an
angle tuned, KDP frequency doubler 30 mm long produced 532 nanometer
green light. A dichroic mirror placed beyond the doubler separated
the green from the infrared for later use. Typically, the doubler

converted 10-20 percent of the infrared to green.

4.3.2 Single Pulse Selection

Selection of a single pulse from a train of pulses enables
several experiments to be done. First, it greatly facilitates de-
flection experiments. When the lens deflector is used, light pulses
arriving too early or too late to be deflected arrive at the output
plane in the center of the sweep region where they can contribute to
system noise. If they are of sufficient energy, they may completely
mask the desired measurements. This is not a problem in the prism
system since the deflection region does not overlap the undeflected
beam position. 1In the voltage measurement technique to be described
later, additional incoming light may completely mask the desired
data; hence, single pulse selection is mandatory if a pulse train
serves as the light source. Beyond these immediate concerns a
single, fast pulse is desirable for other types of experiments. For
example, in fluorescence studies excitation before interaction with
the desired pulse may render the acquired data useless, For these
reasons considerable effort has been expended to develop a simple,

reliable, single pulse selection system.



102

The basic switchout system uses the linear electrooptic effect
to cause polarization rotation of the light when an electric field
is applied to the crystal. With a KDP crystal located between crossed
polarizers, the polarizers are adjusted for maximum light at the
crystal and minimum light transmission through the pair. Applica-
tion of the appropriate half wave voltage to a properly oriented
crystal then causes transmission of light through the second polari-
zer. A second arrangement using a Brewster angle polarizer and a
100% mirror enables operation at half the voltage; the light travels
through the polarizer and crystal, is reflected by the mirror and
travels back through the polarizer and crystal. When a field is
applied to the crystal the light incident on the polarizer for the
second time will be reflected rather than transmitted since its
polarization will have been altered by two passes through the crystal.
The two passes of light through the crystal allow application of
only half the field (1/4 wave voltage) in order to produce the same
cumulative effect. Operation of this device requires that the volt-
age pulse applied to the crystal should have a duration approximately
equal to the pulse to pulse spacing of the incident pulse train. The
half wave voltage varies inversely with wavelength and for KDP (using
the rg3 tensor component) is approximately 7 kV for a wavelength of 1
um. The double pass arrangement should then operate with 3.5 kV.
Experimentally, a voltage of 5 kV resulted in switch out of 80-90

percent of the energy of a single pulse.
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Our initial work utilized avalanche transistors to secure the
desired electrical pulse. They proved superior to spark gaps in
terms of reliability but inferior in regard to rise and fall time of
the pulse. Figure 21 shows the schematic of this system. Initially
both chains of transistors hold off 5600 volts to maintain a zero
voltage differential across the crystal. The pulse train incident
on the photodiode switches T1 into conduction, resulting in a 5 ns
wide, 30 volt pulse across R4, which propagates through the two
cables causing the first chain to switch, followed 3 ns later by
switching of the second chain. The difference in switching times
places a pulse across the crystal. The fastest fall times for each
chain were near 4 ns, being primarily controlled by the inductance
of the circuit wiring.

Using a 60 cm laser cavity to obtain 4 ns pulse separation,
this switchout performed in an unsatisfactory manner. The slow
falltime across the chains resulted in a reduced voltage of 7 ns
duration, enabling switchout of only 50% of a pulse and frequently
part of a second pulse. In addition, jitter in the triggering cir-
cuit would cause the time of switchout to vary over the entire pulse
train, thereby creating large variations in the energy of the switched
out pulse, which in turn resulted in very poor operation of the spark
gap when triggered by this pulse, The device is, however, reliable
for many months of operation when used several hours a day at a

switching rate of 5 times per second. The long time constant of R2
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and C3 insures that the transistors cannot be refired by a second
pulse in the same burst, or even by another extraneous burst result-
ing from poor mode locking, thus ensuring low duty cycle operation
leading to very low transistor failure rates.

In order to devise a more acceptable pulse selector several
changes were made. First, the oscillator cavity was lengthened to
provide pulse separations of 10 ns in order to relax the pulse
width constraints on the switchout pulse generator. Secondly, a
krytron replaced the avalanche transistors as the primary switching
element, along with the addition of a pulse forming network enabling
operation with only one switch. Lastly, operation of the oscillator
using Eastman 14015 dye provided a shorter pulse train with more
energy per pulse.

The schematic of the improved circuit appears in Figure 22. As
before, the photodiode triggers an avalanche transistor which sub-
sequently triggers Ql. The large pulse generated across R6 then
triggers the krytron, with transformer coupling providing isolation
in order to keep the large pulse across R6 from being fed back into
the base emitter circuit of Ql. Two milliamps of keep alive current
are supplied to the krytron for 150 ps in order to drop the firing
delay from the rated 40 ns delay down to 10 ns delay, in addition to
possibly shortening the fall time of the pulse.

The insulating jacket is removed from the pulse forming

coaxial cable which is then coiled as shown in Figure 22, and
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the braid soldered to tie the turns together electrically.

Initially, the coax acts like a capacitor charged to the operating
voltage, Vo, while the potential across the Pockels cell is held to
zero by R7. When the krytron conducts, the outer conductor poten-
tial drops to ground potential uniformly over its entire length due
to the interconnection of the turns in the coil, but the field in

the coax does not disappear immediately. Consequently, a voltage of
-Vo appears across the Pockels cell and R7 simultaneously. Voltage
and current continuity at the coax~R7 connection require the forma-
tion of a traveling wave of magnitude V0/2, which then propagates
down the 5% foot cable to the Pockels cell in 8 ns. The wave reflects
at the Pockels cell (which behaves essentially as an open circuit),
dropping the voltage there to zero, and travels back to R7 where it
dissipates in R7, having now completely discharged the cable. The
outcome is a pulse of height -V0 on the Pockels cell for a time dura-
tion of slightly over 8 ns.

This technique works much better than using two avalanche
chains. Oscilloscope measurements of the pulse across the Pockels
cell show a drop to -4.5 kV in 1.5 ns, followed by a flat region of
7 ns at -4.5 kV, followed by a rise back to zero in 1.5 ns. The
pulse shape is excellent and of proper duration for use with the 10
ns pulse spacing of the longer oscillator cavity.

A statistical analysis of the switchout performance is summar-

ized in Figure 23 for operation with each of the two mode
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locking dyes. The intensity data were taken using a Hamamatsu streak
camera with 532 nm light obtained by doubling some of the 1064 nm
light in the switched out pulse. The double pass switchout configura-
tion was used for the switchout system. Note that the data were

taken in the green where the intensity range varies as the square

of the intensity in the infrared, and therefore, to obtain the switch-
out intensity wvariation of the infrared, a square root must be taken.
The results show similar operation with either dye, even though
switchout timing varies throughout the short pulse train while stay-
ing in the first quarter to half of the long train. This suggests
that the switchout triggering is operating as it should except for

the time jitter. This jitter most likely exists due to the burst

to burst fluctuations in energy in the pulse trains themselves,

rather than the fluctuations in the switchout threshold.
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CHAPTER 5

DIAGNOSTICS

Several techniques proved invaluable for verifying proper opera-
tion of the deflection system. The arrangement of Figure 24 enables
measurement of the voltage pulse height and width within the deflec-
tion crystal, in addition to a determination of the electrooptic
coefficient. An accurate prediction can then be made from these
measurements concerning the eventual performance of the system in
its deflection mode of operation.

Referring to the diagram, a single pulse is selected from the
infrared pulse train which, after amplification, triggers the spark
gap. The doubler and dichroic mirror provide the green light for
the deflector. In this work the deflector consisted of a single
crystal of deuterated KDP, KDDP, oriented to utilize the largest
component of its electrooptic temnsor, the rgz coefficient. With
the field applied along the crystal z axis and the crystal x and y
axes making a 45° angle with the crystal faces, the induced bire-
fringence occurs along axes parallel and perpindicular to the crystal
faces resulting in deflection for horizontally polarized light. This
may be used to advantage to measure the induced birefringence. By
illuminating the device with circularly polarized light, the polari-
zation state of the transmitted light will vary as a function of the

applied field, and a polarization analyzer at the output will then



111

saul|
uoissiwsue.}

*JT9S3T [e3IsL10 ay3 uo eiep Jururelqo Ioj pue ‘TeISLI0

94yl ur sasynd a¥elToa Jurinseauw 10J pailealsnIIT ST dnias welsds ayl

*juowa8ueiae snijeiedde 3sa] -z 2an3T4

eJisawed

7 .\n_o._m_oa

Ny

_Sm?_o\. <

Ny

ajeid

aABM WF

deb Mieds

aul| abieyo
‘NH

wres) jaiqnop

—(———— =(=0—

l9jeuiw.a)

lojej||10so

Jalljdwe



112

convert the polarization variations to intemsity changes. The result-
ing fringe pattern at the output then moves or deforms as a function
of the applied field.

The arrangement shown consists of a quarter wave plate to create
circular polarization, a diverging lens to illuminate the entire
crystal, a polarization analyzer to form the fringe pattern, and
film to record the pattern. A slight tilt of the crystal, causing
non-normal incidence, provides closer fringe spacing for more accu-
rate measurements. For this arrangement the fringe spacing varies
quadratically, the spacing becoming smaller as one moves away from
ray which passes through the crystal at normal incidence, this
constituting the center of a symmetric pattern. Application of a
static voltage to the stripline will cause fringe movement. Movement
away from the pattern center when using KDDP implies that a voltage
pulse of the same sign will induce a positive lens. Application of
a voltage, VO, sufficient to translate the pattern one fringe spacing
allows easy determination of the electrooptic coefficient according
to

= 3
T 2}\d/no voz (5.1)

for fringes involving light at near normal incidence (near the

pattern center). Similar relationships hold for other orientations
and other crystals, but may not be identical to these. Measurements
on our crystal show rgz = 2.2 x 10711 m/V, this being similar to value

quoted, for example, by Yariv of 2.36 x 107!} m/V.72 By using this
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same arrangement and varying the temperature of the crystal we
obtained an accurate determination of d(ne - no)/dT. Using a least

squares fit to the equation

(ne - no) = a + Td(ne - no)/dT (5.2)

gave d(ne - no)/dT = -7.7 x 107%/°C with a standard deviation of

2 x 1077/°C. This is again in excellent agreement with the value of
(-7.3 £ ,15) x 107%/°C found by Phillips.73 Attempts to determine the
Curie temperature showed T, = 160° K with a standard deviation of 16°K.
Because of possible systematic problems with the apparatus when this
measurement was made, the result may not be reliable, or perhaps the
deuteration level of our crystal is lower than expected. Quoted

74 with the

values for heavy deuteration (90%) indicate Tc = 220°K,
Curie temperature varying smoothly down to 120°K as a function of
decreasing deuterationmn.

This apparatus arrangement may also be used to measure the
electrical pulse duration and height. Adjustment of the optical
delay to obtain synchronism in the crystal with the voltage pulse
allows a picosecond optical pulse to strobe the voltage waveform.
Comparisons of the fringe pattern with and without the voltage pulse
in the crystal enable computation of a field profile along the
crystal width. The position information in conjunction with the

speed of electrical propagation, then yields a time profile of the

voltage pulse. For fast, high voltage pulses this may be the only
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means of accurately measuring the pulse, since high voltage oscillo-

scope measurements are limited to risetimes longer than a nanosecond.
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CHAPTER 6

EXPERIMENTAL RESULTS

The experimental aspects of this research have emphasized the
development of the multiple lens system. Each of two experiments
has demonstrated satisfactory agreement with theory and has pointed
out the need for better high voltage, fast pulse sources. Although
neither demonstration has achieved impressive results in terms of a
large number of resolvable spots or fast time resolution, sufficient
success has been obtained to warrant further development towards the
goal of a useful infrared streak camera.

Figure 25 depicts the apparatus employed in the first experi-
ment. Using a 60 cm cavity with Eastman 9740 dye in the mode locking
cell, the Nd:YAG oscillator delivers a pulse train of 24 infrared
pulses separated by 4 ns each. Subsequent lowering of the intensity
by beam expansion then protects the amplifier rod, whose output
drives the tandem KDP doubler crystals to convert some of the infra-
red to green. The dichroic mirror reflects the green while passing
the infrared onto the spark gap for triggering of the conventional
charged line pulse generator. This coaxial spark gap assembly,
constructed from copper tubing, has an impedance of 12.5 ohms. It
operates with a nitrogen pressure of 200 1lbs. and a supply voltage
of 20 kV to generate an 8 kV, 5 ns voltage pulse, which passes
through a short section of mylar stripline into a bundle of 4, RG58U,

50 ohm coaxial cables (making 12.5 ohms) and finally into the
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deflector itself, from which another section of mylar stripline then
guides the pulse to a 15 ohm resistive termination.

The green pulse train, after reflection from the dichroic mirror,
passes through the Pockels cell single pulse selector. A one inch
long, 1/2 inch diameter KDP crystal with ring electrodes at each end
serves as the active switchout medium. The voltage pulse to activate
the switchout is derived from the main spark gap generator by means
of a wire connection to the mylar stripline at the output of the
pulse generator. A switchout driven in this manner insures easy
optical and electrical pulse synchronization with low jitter. Next,
the horizontally polarized light from the switchout is delayed before
entering a pulse stacker consisting of a beam splitter and two mir-
rors. Cylinder lenses expand the horizontal dimension of the base
to fill the deflector aperture, and finally, after deflection, the
beam is imaged onto film for recording of the induced beam movement.

An exploded view of the deflector appears in.Figure 26. The
beam width, 2w, is small compared to the value of Y, the electrical
pulse halfwidth; however, for small deflections this is unimportant,
as the primary determinant of operation in this range is the total
interaction length of the light and field within the crystal. More-
over, a small beam width greatly relaxes the requirement concerning
the optical quality of the crystal surfaces, which have large-scale
errors in shape because KDDP is difficult to polish.

Figure 27 shows a densitometer tracing of one deflection event.

The pulse stacker provides two pulses such that with no voltage
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Figure 27. Sample experimental results for first
deflection experiment.
The top trace shows two pulses, one deflected
(right) and one undeflected (left) while the
lower trace shows the pulses on top of each other.
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applied they fall on top of each other (giving the lower trace),

while application of a voltage pulse deflects only one of the pulses

(giving the upper trace). The peak height and the full width at

half maximum points fit a gaussian pulse of beam width 2w = 0.9 mm

and indicate a one sided deflection of 1.15 mm, or 1.25 spots.
Analysis of many such pictures shows maximum deflection of

3.5 mm in one direction and 1.75 mm in the other direction for a

total range of 5.25 mm. However, the spot size in these pictures is

degraded somewhat from the diffraction limited value of 0.9 mm to a

value of 1.5 mm. Thus, the deflection range corresponds to 5.8 spots,

while the actual deflection in real spots is closer to 3.5 spots. The

resolving time is then 5 ns/3.5 = 1.43 ns.

Equations (3.8) predict N = 6.8 spots when w = 6 mm, t, = 5 ns,

s=48,Yo=cto/2/E,q=9,v=8kv,A=532nm, n, =1.51, & = 8 mm,
d=2mm, 6; = 15 degrees, and b = no3r cos 261/2, where
r = 2.2 x 10" !!m/V (see Chapter 5) and the cos 26; arises from not

having the light polarization along one of the induced birefringent
axes. This difference, 5.8 versus 6.8 spots, 1s accounted for primar-
ily by an experimental anomaly. The voltage pulse in the crystal, as
measured using the technique described in Chapter 5, was only 6.3 kV
rather than the 8 kV provided by the pulse generator. Further experi-
ments with the apparatus showed that this was a problem arising from
poor contact of the indium foil electrodes to the crystal. This was

corrected at a later date by painting electrodes on with silver paint.
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Use of the measured 6.3 kV value yields a prediction of 5.4 spots in
excellent agreement with the experimental result of 5.8 spots.

A second experimental arrangement was chosen to improve the
resolution time. Changing to a 50 ohm spark gap should decrease the
pulse width by a factor of 50/12.5 = 4 according to the simple pulse
generator model of Chapter 3, while dropping the voltage to 40% of
8 kV due to the required impedance change before entering the crystal.
The new pulse amplitude would then be 3.5 kV with a width of 1.25 ns,
and it would provide an increase in the number of spots by 1.6 times
while decreasing the resolution time to less than one sixth of its
previous value, i.e., 8 spots and 140 ps.

Attempts to generate the faster electrical pulse focused atten-
tion onto the various discontinuity and matching problems involved
in getting the electrical pulse into the crystal. Referring to
Figure 28, the spark gap is a coaxial 50 ohm system modeled after
the Alcock design.57 The pulse couples into a one inch long section
of stripline (using the coupling technique of England63) to provide
a near perfect match. The stripline impedance then changes to 10
ohms via an abrupt width change of the elctrodes on the woven, teflon-
glass dielectric. The one inch section of 50 ohm stripline provides
a good match from the coaxial geometry, while being short enough to
insure that the voltage appearing on it will not exceed that in the
10 ohm section, thereby avoiding breakdown problems. The abrupt

width change introduces a small capacitive discontinuity measured to
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be no greater than 0.5 pf. Considered as a filter, the -3 db fre-
quency of 0.5 pf at the junction of a 50 ohm and a 10 ohm line is

38 Ghz, which is acceptable. Another discontinuity occurs at the
crystal where the dielectric thickness changes to maintain the same
impedance with the same electrode width. The optical arrangement
varies slightly from the previous experiment in that the green light
is created and separated from the infrared before amplification in
order to obtain better beam quality in the green. Changes in the
deflector assembly were made in order to decrease the intensity of
green light required for operation and to improve the optical
quality, the latter being accomplished by index matching the crystal
surfaces to optically flat glass plates.

The results with this new arrangement were somewhat discourag-
ing. Oscilloscope measurements, subsequently confirmed by measure-
ments made using the crystal (see Chapter 5), showed a voltage peak
of 3.6 kV as expected, but the pulse width had shortened to only
2.5 ns, rather than the 1.25 ns expected. With the same material

parameters as before, and withw = 4.5 mm, V= 3.6 kV, q = 11,

]

& = 20.7°, 67 = 12.54° and t, = 2.5 ns, Equations (3.38) predict

N

6.4 spots, t = 350 ps, and, with the imaging system now provid-
ing 1 mm of linear deflection per 0.0577 mrad of angular deflection,
w,o= 0.65 mm and a total deflection range of 8.35 mm.

Figure 29 shows another densitometer tracing of two pulses,

one deflected and one undeflected. By again fitting a gaussian to



Figure 29.

Sample experimental results for
second deflection experiment.
The densitometer tracing shows
two pulses, one deflected and
one undeflected.

124



125

the pulses, we measure a deflection of 1.7 spots, which when doubled
gives a total range of 3.4 spots, only 53% of the predicted value,
while the actual linear deflection amounted to 2.5 mm, corresponding
to a full deflection range of 5 mm or 72% of the predicted value.

The spot size thus appears to be somewhat larger than the diffraction
limited value. From 1.7 spots in 1.25 ns a real resolution time of
740 ps is obtained (this being about twice as good as that of the
first experiment). The discrepancy between the theory and experiment
probably stems from our having not gathered sufficient data to accu-
rately determine the peak deflection the device was capable of. As
mentioned before, most of the attention in this experiment was
focused on overcoming the difficulties involved in producing and
working with faster pulses rather than obtaining accurate measurements
of the deflector operation, since the wide pulse width inhibited

realization of any significantly improved experimental results.
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CHAPTER 7

FUTURE WORK

The next step to be taken should be the construction of a larger
multiple lens deflection system utilizing lithium niobate. The small-
er dielectric constant of lithium niobate provides higher stripline
impedances enabling the transfer of a more nearly optimum voltage
pulse into the deflector. The 8 kV, 2.5 ns, 50 ohm pulse generator
described previously in conjunction with a 5 mm high, 5 mm thick,

20 cm long deflector crystal would provide 34 resolvable spot posi-
tions with a resolution of 69 ps each. This system would use total
internal reflection rather than external mirrors, where an actual
crystal width of 7 mm has been assumed. This represents a substan-
tial improvement over the KDDP system and may perhaps be useful for
work at 1.06 um, but probably not for longer wavelengths.

From this example the need for a better voltage pulse generator
is apparent. For example, the lithium niobate system with a 1 ns
pulse width would provide 77 spots with 11 ps resolution at 532 nm,

a very exciting result. This implies N = 35 spots and 1 = 25 ps
at 1 um, and N = 10 spots with 7 = 75 ps at 3 pum, which would still
be useful.

Although construction of a large deflector with present day pulse
generators may fulfill some current research needs, it is apparent

that the primary development effort must be concentrated on electrical
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pulse generators if significant gains are to be made. Solid state
photoconducting systems appear the most promising, or perhaps care-
fully designed tapered impedance transmission lines may provide
adequate improvement. Electron beam carrier excitation in semi-
conductors presents another option. Research in these areas is
currently being done in several laboratories, but no clear solution

has emerged.
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APPENDIX 1

QUADRUPOLE GEOMETRY

The quadrupole deflector is designed to provide a linear field

gradient along the axes. Mathematically this implies

2Ez 2E :
—E; = k and —Eg =k (A1.1)

where the symmetry of the device demands satisfaction of both

equations. The solution of these equations is
E = kzj + kyk and ¢ = -kyz (AL.2)

for the electric field vector and potential. Referring to Figure 6,
the boundary conditions require ¢ = -V _ for y = z = R/¥2.  Thus

k = 2VO/R2. Since the crystals of interest are usually nonisotropic,
the dielectric tensor components must be used to determine the dis-
placement vector. Assuming a component €| for a field in the 2
direction (usually the optic axis) and a component € for a field in

the x-y plane, the quantities of interest may be written as

¢ = 2V°yz/R2
E = zvo(z3 + yk)/R2
D= 2V_(ey23 + eyk) /RZ. (A1.3)

To determine the capacitance of this device, the charge on the

plates must be divided by the voltage. The charge may be computed
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by integrating the charge density over the area of the negatively
charged plates, where the surface charge density is given by

=D + n. Since E must be normal to the electrodes it can be used

to construct a unit normal

>

n = E/|E| = (zj + yfc)/"y2 + z2 . (A1.4)

The angle must be considered when integrating the charge density,

and thus

2 % b o
C=Q/V= —F f f dydx
o a

1
8 = tan (-dz/dy)

=5 .1 (A1.5)

where dz/dy is the slope of the line tangent to the electrode at x,
the 2 before the integral accounts for there being two negatively
charged electrodes having equivalent charge, and the 2Vo is the
voltage between the positive and negative plates. The equation of
the electrode in the first quadrant is given by (Al.3) and the

condition ¢ = —Vo. These yield

R? = 2xy
dy/dx = -R?/2y2
cos 8 = 2y2//RF + 4y® . (Al.6)
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The integration limits represent the intersection of the electrodes
and the outermost electric field lines as depicted in Figure Al and
ignore the effects of fringing fields. The slope of the right

side field line is given by
dz/dy = Ez/Ey =y/z. (A1.7)

Integration of this equation along with the condition that the field
line must pass through the point (0,R,0) leads to z2 = R2 + y2 for
the equation of the field line. The intersection of this curve with

R? = 2xy for the electrode yields
a2 = (/2 +1) R?/2 and b2 = R%2/2(Y2 + 1). (A1.8)

Finally, combining (Al.4) - (Al.8) the capacitance for the quadrupole

arrangement is

c = (El + 6")2.
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electric  (—a,b)
field lines.

hyperbolic
electrodes

Figure Al-1. The hyperbolic electrode structure of the
quadrupole deflector is shown along with the
coordinates of points referenced in the analysis.
The equation of the first quadrant electrode is
R?Z = 2xy and b = R2/2a at the electrode end points.
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APPENDIX 2

NEGATIVE LENS DEFLECTOR

This appendix will use simple geometric arguments coupled
with the properties of gaussian beams to prove that positive lens
deflectors are superior to negative lens deflectors.

Suppose a deflector is capable of deflecting the central ray of
a gaussian beam through some maximum range as depicted in Figure
A2-1. This deflection, or more fundamentally the path of the
central ray of the beam, is independent of the beam width, but
instead is determined only by the index gradients in the deflector.
The slope of the exiting ray will be directly proportional to its
height since the deflector may be represented by a linear ray matrix.
Therefore a positive lens at the deflector output face will cause
all exiting rays to pass through a single point as shown. The angle
¢ then represents the total deflection at the lens image plane, and
the number of resolvable spots will be ¢ divided by the beam's
full angular divergence B, given by B = 2A/7w.

To determine the divergence the beam halfwidth w must be known.
Figure A2-2 is similar to Figure A2-1, but now the rays correspond-
ing to the beam edges (defined as the 1/e? intensity points) are
shown for both positive (dashed) and negative (dotted) lens deflec-
tors. The beam widths are the same at the exit face and are as large

as possible to decrease the beam divergence yet stay within the
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deflector at full deflection. The lens at the exit affects the
positive and negative beam edges differently since they do not have
the same slopes, and consequently the beam size at the lens image
plane is different for the two cases, and so are the slopes of the
beam edges.

A second lens may now be placed at the first lens image plane
in order to form a beam waist at that point. The lens must be
different for the two deflectors under consideration, but that is
of no importance., The central ray will still turn through a
deflection angle of ¢, and the full angular divergence for each
case will depend only on the beam width at the second lens. Since
the beam waist always occurs before the geometrical focus of a lens,
the waists for the two deflector types will occur between the first
lens and its image plane. Analysis of the beam edges at the exit
of the deflector indicates that a more strongly focused beam will
emerge from the lens (Figure A2-2) for the positive lens deflector.
Thus, its waist will occur closer to the deflector as shown, its
beam diameter will be larger at the image plane, its angular diver-
gence B will be smaller at the image plane, and its total number
of resolvable spots, N = ¢/8, will be larger than for the negative
lens deflector.

From this argument it is clear that even though the deflection
range and angle are the same at the deflector exit plane, as are the

beam widths for these two cases, the number of resolvable spots are
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different. In this situation the f-numbers of the emerging beams
must be accounted for also. Here, this was accomplished by bringing
the beams to a common geometrical image plane where the simple
formula, N = ¢/8, applies for calculation of the number of resolv-

able spots.
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